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Abstract

Carrier recovery and synchronization are the base foundation for data extraction in any

coherent communication system. Although explored for decades now, the most appropriate

carrier recovery technique changes with application and requirements. While some imple-

mentation scenarios require less complex hardware, some may require lower latency and

less computation. Some scenarios intend to use low-precision components to reduce the cost,

while some relax the cost-constraints to boost the throughput. Considering these different

requirements, this thesis explores different approaches to carrier recovery namely: digital

signal processing, optoelectronic processing and all-optical processing. The improvements in

performance or implementation constraints demonstrated by the proposed techniques over

the conventional methods suggest their beneficial usage in future.
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Introduction

Optical communication has enabled extraordinary data-carrying capacity in communication systems.

Data rates in the tens of terabits per second per fibre have become possible owing to the large bandwidth

provided by optical fibres [1] [2]. Researchers across the globe are working towards developing technolo-

gies to satisfy the increasing and never-ending market requirements such as higher data rates, low cost

system deployment, lower latency in data extraction etc. To meet these requirements, efficient techniques

to detect the transmitted symbols without errors are needed. Depending on the application, an efficient

technique can be the one that gives low errors for a particular signal to noise ratio or can also be the

one that gives a satisfactory and detectable output with least complexity in terms of computation and

hardware. It can also be a system that recovers the data with a lower latency. In this thesis, techniques

to achieve or assist carrier recovery in optical communication systems are proposed, with each of the

techniques observed to be ”efficient” in one or more aspects mentioned above.

1.1 Optical communications systems

Transmission of data as optical signals over optical fibers became of interest to communications engineers

due to relatively large usable bandwidth in the range of multiple terahertz frequencies that promoted

higher data rate transmissions compared with the radio frequencies [3]. In addition to a large available

bandwidth, the low attenuation of the optical fiber allowed for long distance transmission of these high

bandwidth signals. The first commercial optical communication systems used intensity modulation/

direct detection (IM/DD) technique in 1975. As shown in Fig. 1.1, a continuous wave laser signal’s inten-

sity is modulated according to the binary data to be transmitted. On the receiver side, a photodetector

converts this intensity fluctuation to electrical signal, to be processed for data extraction.

Although simple to design, the IM/DD systems could not support the modulation schemes that

carried data in the phase of the carrier such as quadrature phase-shift keying (QPSK) and quadrature

-amplitude modulation (QAM). This inability of IM/DD systems plays against them as the intensity

modulation schemes are more susceptible to noise [3]. As a result, around 1981, coherent optical

1
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Figure 1.1: Direct-detection optical communication system.

communication schemes were explored owing to their increased receiver sensitivity and access to the

complex field of the received signal [4]. The phase information along with the amplitude information

allows mitigation of chromatic dispersion (CD) and polarization mode dispersion (PMD) by digitally

processing the signal [5] [6]. Additionally, bandwidth-efficient and noise-tolerant phase modulation

schemes can be used with coherent reception. Unfortunately, the hardware complexity, slow analog-to-

digital convertors (ADCs) and crude analogue phase recovery methods before 2000 restricted the usage

of coherent receivers for high data rates. The advent of high-speed ADCs, increased usage of phase

modulation, requirements for long-distance transmission and high data-rates caused coherent optical

communication systems to be favoured over IM/DD systems after 2005 [7].

A general coherent optical communication system is shown in Fig. 1.2. The data to be transmitted is

mapped onto in-phase (I) and quadrature signals (Q) based on the type of modulation used. These I

and Q signals then drive the optical modulator that modulates a CW laser signal (LO1) in amplitude

and phase. The output modulated optical signal is transmitted over an optical fiber and received by a

coherent optical receiver. The coherent receiver takes the received signal and a CW laser signal (LO2)

as inputs. The outputs of the receiver are two electrical signals representing the I and Q signals. The

optical to electrical conversion is performed by balanced photodiodes internal to the coherent receivers.

Under ideal conditions, these electrical signals at the output of coherent receivers will be exactly the

same as the I and Q signals at the transmitter. Unfortunately, the coherent optical communications

system brings additional problems with its benefits. Essentially, anything that distorts the phase of the

received signal causes issues as the coherent receivers are sensitive to the phase. this causes errors in data

extraction. These include, the laser’s finite linewidth, the frequency offsets between LO1 and LO2 [8]

and the nonlinear phase distortions induced by the fiber [9]. Carrier recovery needs to be performed in

this case along with channel equalization to recover the transmitted symbol. Following this, the symbol

can be demodulated and the data can be recovered.

The scope of this thesis is restricted to carrier recovery in coherent optical communication systems.
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Figure 1.2: Coherent optical communication system.

Just like in radio frequency (RF) wireless communication, the data in optical communications is modu-

lated onto a high frequency carrier. However, in optics, the carrier is an extremely high frequency (in

hundreds of THz range), continuous wave, optical signal. In addition to the benefits of modulation in

RF communications, modulating the signal on an optical signal allows transmissions over hundreds of

kilometers due to low attenuation in optical fibers in the C-band (1530 nm-1565 nm) and large usable

bandwidth allowing high data throughputs. Regardless, both of these systems require the carrier to be

recovered at the receiver for proper data extraction in the case when the data is modulated on the phase

of the carrier, i.e. when QPSK or QAM techniques are implemented.

The main problems that carrier recovery targets to solve are as follows:

1. Carrier frequency offset (CFO)

2. Phase noise (PN)

• laser phase noise.

• fiber-induced nonlinear interference noise.

1.2 Perturbing parameters

1.2.1 Carrier frequency offset

As shown in Fig. 1.2, a coherent optical communication system consists of a local oscillator laser (LO1) at

the transmitter and a local oscillator laser (LO2) at the receiver. The optical beam from LO1 is modulated

by the modulator according to the data carrying electrical drive signals. At the receiver, the received

optical signal is down-converted to electrical domain by beating it with the optical signal from LO2.

In order to bring the received signal to baseband, the frequency of LO1 and LO2 should be the same.

This is seldom the case due to continuous drifts in the laser’s frequencies. This difference in frequencies

between LO1 and LO2 is called carrier frequency offset (CFO) and causes errors in detection of the

received signal [3] [8]. This distorting effect can be observed in Fig. 1.3.
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Figure 1.3: 10-Gbaud, QPSK constellation with: a) CFO=0 MHz and b) CFO=100 MHz.

1.2.2 Phase noise

Figure 1.4: 10-Gbaud, 16-QAM constellation under the influence of: a) Laser phase noise and b) Nonlinear phase
noise.

Laser linear phase noise

The output of a laser is not monochromatic, i.e. a laser does not radiate at one particular frequency

but rather shows a finite linewidth. This finite linewidth is the direct result of the phase noise caused

majorly by spontaneous emissions in the gain medium. This further causes many frequency components

showing up over time in the CW signal. The phase noise gets its random nature due to these random

spontaneous emissions. Statistical analysis shows that laser phase noise follows a Wiener random process

model [3] [8].

Nonlinear interference phase noise (NLIN)

The phase noise can also be introduced due to the nonlinear interaction of a signal’s intensity fluctuations

with the phase of the signal. This interaction could be from the same signal as self-phase modulation

(SPM), or another signal transmitted along with, known as the cross-phase modulation (XPM) [10]. The
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random intensity fluctuations in the signal due to the amplified spontaneous emission (ASE) added from

an EDFA also results in random phase fluctuations (Gordon-Mollenauer effect) [11]. All these factors i.e.

the SPM, XPM and the ASE-induced phase noise contribute to the nonlinear phase noise.

Fig. 1.4 shows the effect of the linear and nonlinear phase noise on a 16-QAM signal constellation.

The distinctive effects that can be observed are due to the fact that the nonlinear phase noise depends on

the intensity of the signal. Thus, it is deterministic and not random noise. Due to the Kerr effect, the

refractive index of the fiber depends on the intensity of the signal causing intensity-dependent phase

fluctuations. As a result of the interaction between the phase and intensity, the signal constellation

appears as shown in Fig. 1.4b. On the other hand, the laser phase noise is not intensity-dependent and

causes pure phase-shifts (Fig. 1.4a).

The distorted constellations in Fig. 1.3 and Fig. 1.4 clearly show that these distortions will cause errors

in data extraction unless carrier recovery is performed to correct them.

1.3 Thesis summary

The complete work in this thesis can be summarized as shown in the tree chart in Fig. 1.5. The goal

of achieving carrier recovery for coherent optical communication systems is explored using different

approaches, namely, the digital signal processing (DSP), the optoelectronic approach and all optical

approach.

Fig. 1.6 gives the data-processing sequence in conventional receiver systems to recover the trans-

mitted data. The contributions of each project in the chapters of this thesis are linked accordingly. The

contributions will be briefly discussed below.

Figure 1.5: Thesis summary tree chart.
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Figure 1.6: Contributions of the proposed techniques in signal processing for data recovery.

1.3.1 Digital signal processing (DSP) approach (Chapter 3)

For the DSP approach, the thesis focuses on using the Kalman filters for two different applications-

Parallel architecture based carrier recovery [Publication 1.3.4(1)]

This work was inspired from the work by Inoue and Namiki [12] where a parallel-processing architecture

for linear Kalman filters (LKF) is proposed to achieve carrier recovery by tracking the CFO and PN

simultaneously. Chapter 3 of this thesis proposes an extension to this concept and describes a parallel-

processing architecture for unscented Kalman filters (UKF). The signal quality and computation latency

are compared with the LKF and other phase recovery algorithms. Due to the inherent benefits of UKF

over LKF in the case of a nonlinear channel, performance benefits are observed in the proposed system.

In addition to that, the UKF structure allows for more parallelization than the LKF, resulting in lower

latency compared with the LKF. This benefit, however, comes at the cost of more parallel computations

and associated hardware requirements.

Joint polarization-state and phase noise tracking [Publications 1.3.4(2-3)]

The randomly drifting state of polarization (SOP) of the received signal needs to be tracked for error-free

data recovery. Conventionally, the SOP tracking is performed with digital tap-delay filters updated using

some adaptive tracking algorithm. The phase noise is compensated using one of the phase estimation

techniques to recover the symbols for demodulation. A single algorithm using the extended Kalman
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filter (EKF) was proposed by [13] that simultaneously tracks the SOP and PN. Using the unscented

Kalman filter (UKF) instead, better performance than EKF is verified for simultaneous tracking of SOP

and PN.

A technique to reduce the computation complexity of the UKF and the EKF is also proposed and

implemented on the UKF (named R-UKF) and the EKF (named R-EKF). The results show that the R-EKF,

although least complex, gives worse performance than the conventional methods. The R-UKF gives

better performance than conventional methods with reduced complexity. Moreover, the R-UKF maintains

almost steady (< 1-dB variation) Q performance up to 600-kHz laser linewidths and 6.8-Mrad/s SOP

angular rotations.

1.3.2 Optoelectronic approach (Chapter 4) [Publications 1.3.4(4-5)]

After detecting the optical signal, the electrical signal needs to be sampled and processed using digital

signal processing (DSP) to extract the data. Depending on the type and number of algorithms used,

the DSP will consume time and energy accordingly. Optoelectronic processing can be considered as an

alternative to DSP for particular operations. Chapter 4 focuses on using analog components to perform

carrier recovery. An optoelectronic frequency offset estimator (OEFOE) using off-the-shelf passive optical

components and slow photodiodes is proposed to estimate the carrier frequency offset of OFDM optical

systems. The proposed OEFOE works with slow ADCs (in the range of MHz) and almost-negligible

computations that can be easily performed by a simple micro-controller. Thus, the CFO can be estimated

in real time without the use of power-consuming DSPs and thus potentially may result in energy savings

at the receiver. Additionally, as the CFO estimation algorithms can be completely removed from the DSP

block, the OEFOE also results in lowering the latency of the system in recovering the data. The OEFOE

showed to estimate the CFO within the range [-1250 +1250] MHz with < 4% estimation error.

1.3.3 All-optical approach (Chapter 5)

For all-optical processing, the optical injection locking (OIL) for carrier recovery is investigated. A

considerable work has already been done in this area [14] [15] and the techniques proposed in this thesis

aids the existing OIL-based carrier recovery.

Polarization-independent optical injection locking [Publications 1.3.4(6-7)]

The OIL setup is highly sensitive to the SOP of injected signal. In order to maintain the lock, the SOP

of the injected signal needs to be aligned with the polarization of the slave laser cavity. Unfortunately,

the signal transmitted over the deployed networks change the polarization state frequently due to

environmental events around the fiber. So when deployed in field networks, the setup keeps losing

lock every time the SOP of the signal drifts. To resolve this issue, a pluggable module is designed that
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takes a signal on any random SOP and aligns it to a fixed, known SOP. This fixed, known SOP, is then

manually aligned to the slave laser cavity’s polarization. The module is made using off-the-shelf passive

components and does not perform any polarization tracking; it simply realigns any SOP to a known

SOP state. Thus, by plugging the proposed module before the OIL setup, the injection lock can be

continuously maintained. The proof of concept is given by testing the proposed module over a field fiber

link between Monash University’s Clayton and Caulfield campuses.

Nonlinear interference noise (NLIN) compensation [Publications 1.3.4(8-9)]

In this part, optical injection locking is explored for nonlinear NLIN compensation. In the case when

the fiber spans, i.e. the distance between consecutive regenerators/ optical amplifiers in the link, are

shorter than 100 km and the link consists of many such short spans, the XPM dominates the inter-channel

NLIN in a multi-channel WDM signal. Additionaly, in dispersion-uncompensated links, this XPM effect

is limited in bandwidth due to walk-off. Using this property and a residual carrier as pilot tone, the

phase distortions can be extracted from the signal using OIL, to be cancelled by conjugate coherent

receivers. The technique also results in partial compensation of the laser and ASE-induced phase noise.

A peak-Q improvement of 1 dB is observed in experimental verifications. The performance can be further

improved by SPM compensation achieved using digital-back propagation. This gives an additional 0.9-1

dB improvement in peak-Q and a total 640-km extension in transmission reach.

Tables 1.1 and 1.2 summarize the capabilities and performance analysis of the proposed techniques.

Proposed techniques and compensation capabilities. 3: compensated, 7: not compensated

Technique
Carrier

frequency
offset

Phase noise Additional utility

Parallelized Kalman filters
for single carrier system 3 3 7

Joint polarization-state
and phase noise tracking 7 3

Polarization state
tracking

Optoelectronic frequency
offset estimator 3 7 7

Polarization-independent
optical injection locking 3 3(Partial)

Maintained
injection lock with

drifting
polarization

Optical injection locking
based nonlinearity com-
pensation

3 3(Partial)
Nonlinear phase

noise
compensation

Table 1.1: Proposed techniques with their compensation capabilities.
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Performance report : Gain, : Penalty

Technique Q
performance Latency Complexity

Parallelized Kalman filters
for single carrier system

Joint polarization-state
and phase noise tracking (low OSNRs in

R-UKF)

(for UKF)

(for R-UKF)

(for UKF)

(for R-UKF)

Optoelectronic frequency
offset estimator Unchanged

(Computational)

(Hardware)

Polarization-independent
optical injection locking Unchanged

(Computational)

(Hardware)

Optical injection locking
based nonlinearity com-
pensation

(Computational)

(Hardware)

Table 1.2: Performance of the proposed techniques with respect to the requirement aspects.

Other relevant comparable parameters are described in Table 1.3

Technique Receiver
footprint

Ease of
integration

Implementation
Cost

DSP techniques

Coherent
receiver

followed by
ADC and DSP

Easy Low

OEFOE

Optoelectronic
device in

parallel with
Coherent
receiver

Moderate Moderate

OIL

Homodyne
receiver setup
with injection
capabiilities to
local oscillator

slightly tough
due to

hardware
complexity

Moderate

Table 1.3: Other comparable implementation parameters.
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Figure 1.7: Time journey of carrier recovery in optical communication with important milestones.



C H A P T E R 2

The journey so far...

In this chapter we go on a brief journey of past contributions in carrier recovery by numerous inventors

and researchers. The journey map is visualized in the figure to your left. Considering the fact that

the majority of the carrier recovery techniques proposed for optical communications was inspired by

wireless radio frequency (RF) communication systems, it becomes necessary to explore the previous

work.

2.1 Early communication systems (1816-1930 A.D.).

The history of electrical, machined communication technology can be traced back to 1816 AD with the

invention of electric telegraph by Francis Ronalds in London [16]. Although Francis demonstrated the

first working telegraph line communication over long distances, it was an amalgamation of works by

many previous inventors stretching all the way back to 1774 when an anonymous writer suggested

electrostatic telegraph in Scots magazine [16].

The following years saw many advancements in communication technology

such as the invention of Morse code by Samuel Morse and its transmission over

telegraph in 1843 [17], the first demonstration of telephone by Alexander Gra-

ham Bell and Thomas Watson in 1876 and the first long distance wireless radio

transmission by Guglielmo Marconi in 1902 [18]. Many sources credit Oliver

Lodge, John Stone and Nikola Tesla for similar works which usually is a matter

of dispute; but we digress here.

Around the same time, in 1901-02, Reginald Fessenden proposed a heterodyne technique that allowed

for frequency tuning [19]. In this technique, the received signal at one frequency would beat with a locally

generated continuous wave signal at slightly different frequency in a mixer to give sum and difference

products. By carefully choosing the frequency difference between these two signals, the products would

lie in audible range. By using the heterodyne technique, the Morse codes transmitted over wireless

12
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telegraph could now be heard and noted precisely. This technology would later on inspire the coherent

communication technology.

We now reach the year 1917-18 when Edwin Armstrong used Fessenden’s heterodyne concept in his

super-heterodyne receivers [20]. These super-heterodyne receivers were now used in detecting amplitude-

modulated (AM) signals instead of Morse codes. By 1930, all the radio receivers used Armstrong’s super-

heterodyne technique for detecting broad-casted radio channels. These receiver, nonetheless, suffered

from weak image rejection problems at high frequencies. Double-conversion or triple-conversion super-

heterodyne receivers were invented that down-converted the signal multiple times, first to bring down the

frequencies low enough to give good image rejection and the rest to bring the signal to fixed intermediate

frequency before detection. By 1930 the double-conversion super-heterodyne

receiver was extensively used for military communications owing to its good

sensitivity and accurate frequency selectivity. But these receivers suffered from

a major drawback i.e. the local oscillators had to be extremely stable in frequency.

The drifts in the LO frequencies would cause the reception to snap or deteriorate

in quality. This, essentially, laid the pillars of research in carrier recovery and

synchronization.

2.2 Preliminary research in carrier recovery for wireless communications

(1930-1980 A.D.).

During this period in our journey, most of the processing was performed by analog circuits. Digital

processing was minimal due to the primitive computers lacking processing capabilities and slow analog

to digital converters (ADC). As a result, most of the research was focused on system designing rather

than algorithm development.

2.2.1 Phase-locked loops

The first potential research done towards carrier synchronization or carrier recovery was the invention of

the phase locked loop (PLL) in 1932 [21]. These PLLs enabled homodyne receiver setups as an alternative to

the super-heterodyne receivers. With this homodyne setup, the local oscillator’s phase was locked on to

that of the incoming signal, negating low frequency offsets and phase jitters. As a result, the PLLs solved

the frequency drift issues in the receivers. The usage of PLLs in communication devices increased from

1932 onwards, mainly for analog television receivers. By the year 1957, the concept of integrated circuits

(IC) was introduced by Jack Kilby for which he was later awarded the Nobel prize. Fabricating the

analog devices on a small integrated circuit using CMOS technology made large-scale, low cost electronic

device manufacturing possible that revolutionized the communication technology. In 1968, Signetics
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introduced the monolithic integrated PLL circuits on chip that again boosted their use in communication

devices [22].

John Costas, in 1956, modified the PLL design such that the loop acts on the in-phase and quadrature

component of the signal separately to increase the sensitivity of detecting the phase error. His design

was named after him as the Costas loop [23]. The Costas loop increased the sensitivity of the receiver by

a factor of two, because of which, it was adopted by majority of communication systems using phase

modulation. Regardless, the issue of limited tracking speed due to finite loop bandwidth still persisted.

The years to come after the introduction of PLL ICs saw the research on carrier recovery taking up

a great pace. The PLL became more important with the usage of phase-modulation techniques like

phase-shift keying (PSK) and quadrature-amplitude modulation (QAM). These modulation schemes

required removal of phase offsets between the local CW signal and the received signal at the receiver

for correct data extraction, performed by the PLLs. The PLL design consists of a feedback loop that is

filtered to limit the speed of tracking to few kHz. Researchers started improving upon the existing PLL

designs to combat their speed limitations.

Enhancement of PLL performance was also proposed using decision-directed phase error correction

by Taylor et al. [24] and Chang et al. [25]. These techniques were proposed for PSK modulated signal

where the carrier tone is absent due to the quadrature modulation. The data-aided [24] or decision

directed PLLs [25] use training data or decisions to remove the data component. As a result, the carrier

tone is recovered that can be tracked by the PLL. The decision-directed PLL requires high signal to noise

ratio. If this condition is not met, there may be incorrect decisions causing the PLL to have incorrect

tracking feedback. We will see that this concept was later on adopted in the decision-directed digital

phase recovery and equalizers in decades to come.

Speaking of decision-directed equalizers, two designs for simultaneous equalization and carrier

recovery were proposed by Chang et al. : a baseband equalizer and a passband equalizer. The baseband

equalizer performed the demodulation before the channel equalization [25]. The decision taken from

the output of the equalizer would be used by the PLL to tune the local oscillator. As the equalizer is

within the loop, the LO update is delayed and thus limits the tracking range of the system. The passband

approach, on the other hand performs equalization in passband before demodulation, thus removing

the tapped equalizers from the loop for fast tracking of phase offsets. Although these techniques may

sound good for joint carrier recovery and equalization, no simulation or experimental verification was

performed. In addition to that, these techniques cannot be adopted in optical communication as passband

equalization needs optical filters whose channel response is difficult to update at a fast rate. The baseband

equalization approach can be done, but the system will require signal processing module and a laser

module to interact with each other frequently, making the system too complex.
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In 1979, Messerschmitt proposed frequency detector designs to aid the PLL in initial acquisition [26].

Two designs were proposed in this work: one extracting the frequency offset using correlation technique

in analog domain and other finding the frequency offset using the direction and magnitude of data

constellation rotation in digital domain. In Chapter 4 of this thesis, I have proposed an optoelectronic

frequency offset estimator whose working concept can be related to the correlator technique proposed

by Messerschmitt.

2.2.2 Techniques proposed in parallel with the PLLs.

Figure 2.1: Wadley loop working principle.

Around 1948, research on solving the frequency drift issues of super-

heterodyne receivers was explored by Trevor Wadley in England. In his work,

a harmonic generator generates harmonics on integer multiples of the carrier

frequencies. These harmonics beat with the local oscillator as well as the received

signal giving two more signals that are aligned in frequency, negating the fre-

quency drifts as shown in Fig. 2.1. This technique was called the Wadley loop [27].

Although this technology was commercialized into a product by Racal as RA17 receiver in 1954, the

technology could not compete with the integrated PLL circuits, introduced in 1957, due to its requirement

for stable coherent harmonic signals and large multi-stage analogue filters.

The early 1970’s saw research focused on enhancing vestigial side-band systems for their application

in television signals. Additional pilot-tones were added to the signal along with the vestigial sideband

for correcting frequency offsets and phase jitter. In 1971, Yang et al. proposed carefully placing pilot

tones at specific frequencies ( f1 and f2) such that they make a relationship with the carrier frequency

(2 f2 = f1 + fc) [28]. With a frequency offset, δ, the required carrier frequency can be extracted from the
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offset pilot tones as fc + δ = 2( f2 + δ)− ( f1 + δ). The system is aided with a PLL that extracts the phase

jitter information from the pilot tones and uses it for cancellation from the original perturbed signal.

In 1974, Even et al. proposed using a single pilot tone ( f1) along with a suppressed carrier ( fc) to

achieve carrier recovery in VSB systems. Here, the carrier is embedded in the signal and difficult to

extract using filtering [29]. Thus, a second pilot tone was locally generated with the relation f2 = f1 + fc.

Using remodulation, the carrier frequency is shifted to a known frequency f2. The signal at f2 can then

be locked on to the generated tone at f2 using a PLL. The generated tone at f2 has the phase jitter

information that is used to cancel them out from the original signal. In Chapter 5, nonlinear phase noise

cancellation in optical communication systems will be proposed using optical injection locking (OIL).

This work loosely resembles Yang’s and Even’s concept of phase noise extraction from pilot tones and

using it to cancel out distortions from the received signal.

Alexander proposed a technique that uses a reference-based detection method in 1975 [30]. In this

method, the constellation plane is divided by reference phasors and the phase difference between the

signal and the reference phasors is used as an error signal to control the VCO. However, this technique

only provides a rough estimate of whether the frequency should be increased or decreased. Similar

reference-based technique was proposed by Hogge [31], with logic circuitry that determines the phase

difference with respect to all the reference and informs the VCO the exact frequency rotation needed to

be performed for carrier recovery. This technique can be related to the blind phase search algorithm [32]

in digital signal processing, used oftenly in phase estimation for optical communication systems.

Some methods have been proposed that perform carrier recovery and equal-

ization simultaneously using digital processing. In 1971, Kobayashi proposed a

delay-line filter-based sequence estimation [33] and Ungerboeck proposed a maxi-

mum likelihood sequence estimation method using his modified Viterbi decoding

algorithm for data sequence estimation [34]. In 1975, Luvison et al. proposed a

sequence estimation with data-aided loops performing channel equalization and

carrier recovery using Kalman filters [35]. As we shall see, a large portion of this

thesis is dedicated to Kalman filters for carrier recovery and synchronization in

optical communication system. But for now, let us just understand that Luvison’s paper was one of the

earliest works on Kalman filters used for synchronization in communications after its formulation in

1959 [36]. In 1971, Lawrence et al. had proposed Kalman filters for channel equalization [37]. For optical

communications, Kalman filters were implemented much later for carrier recovery, after 2012. These

contributions will be discussed later in this chapter.
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2.3 Research in carrier recovery for optical communication (1980-2005 A.D.)

Up until 1980, the research on carrier-recovery focused mainly on RF communica-

tions and continued in the years to come after. But simultaneously, experiments

on coherent optical communications had started surfacing [4] [38]. Thus, we will

now focus on the research carried out specifically for optical communications.

Wherever applicable, we shall go back to RF domain to relate the techniques used

in optical communications inspired from RF communications.

2.3.1 Optical phase-locked loop (OPLL)

The speed of analog-to-digital converters in this period was enough to sample the low data-rate RF signals

(few Mbps) at the Nyquist sampling frequency, but not sufficient for the high-data rate optical signals.

Thus, most of the research in optical communication in the era, 1980 to 2005, used analog-processing

techniques. Fig. 2.2a shows the basic design of an OPLL where a photodetector is used as a phase

discriminator and the error signal is used to tune the local oscillator laser. Initially, analog optical phase-

locked loops were investigated for PSK modulated signals in linear and Costas loop configurations [39]. In

1985, Kazavsky demonstrated a decision-driven optical phase-locked loop restricted to BPSK modulated

(a) OPLL with laser tuning.

(b) OPLL with electrical control.

Figure 2.2: OPLL designs.
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signals. This work can be related to Chang’s work [40] on decision directed-PLLs for RF communications.

The decision is used to remove the data component from signal that recovers the carrier tone, to be used

by the OPLL for locking the phase. The work was later explored and extended in 2004 by Camatel et al.

who proposed a sub-carrier OPLL controlling an electrical VCO instead of the laser directly [41]. In this,

an electrical VCO drives the laser CW signal to generate tones controlled by electrical VCO input. Thus,

by controlling the electrical VCO with the loop’s error signal, the phase of the CW signal was locked on

to the reference signal. Essentially, fast tracking was achieved with less complex systems as shown in

Fig. 2.2b. He further extended this work in 2006 by using a 90◦-hybrid and using both I and Q signal

outputs to make the system usable even for suppressed-carrier signals.

A separate group of researchers were also exploring the sensitivity benefits of coherent receivers over

direct-detection in early 80’s. Many experiments were carried out between 1982-83 by Malyon, Wyatt,

Hodgekinson and Smith at British Telecom research labs, Kikuchi and Okoshi at Univ. of Tokyo and

Shikada et al. at Nippon Electric Co. These experiments focused on BER measurements for heterodyne

optical communication systems and sensitivity comparisons with direct-detection (DD) systems. The

highest sensitivity gain of 16.9 dB was recorded in heterodyne systems over DD for PSK modulated

signals [4]. This benefit was, however, restricted by laser linewidth because the data rates were low.

Kazovsky explored the multi-channel transmission over optical fiber intending to reach 1 Gbps at

that time, using FSK and coherent receivers [42]. He explored the sensitivity gains achieved from

coherent reception and the required channel spacing for different modulation formats. His description

on reduction in sensitivity for signals with close-by channels could have been the first observation of

four-wave mixing effects in multi-channel system. Iwashita et al. in 1988 demonstrated an unamplified,

long distance transmission over a 202-km link at 2-Gbps using coherent reception for FSK modulated

signal [43]. A narrow linewidth distributed feedback (DFB) laser was used for this experiment to resolve

the phase noise issue with FSK modulation. Until 2017, the highest transmission reach achieved without

errors is 300 km using FSK for 300 Mbps and the highest data rate achieved was 10 Gbps using FSK for

40 km transmission link.

2.3.2 All optical approaches

To solve the phase noise issue due to broad linewidths for PSK signals, Tamura et al. proposed sending a

pilot tone along with the phase-modulated signal on orthogonal polarization [44]. As the signals on both

polarizations have identical phase drifts, they were detected separately and mixed in electrical domain,

thus canceling the phase noise. The technique, however, would fail for polarization-multiplexed systems.

A similar technique was proposed by Nakamura et al. in 2010 using a dual-polarization coherent receiver,

where a pilot tone, with its phase synchronous with the signal carrier, is transmitted on a polarization that

is orthogonal to the signal. Using a polarization-multiplexed coherent receiver, the pilot tone was made
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to beat with the signal to create an homodyne configuration [45]. Cheng et al. proposed a time-division

multiplexing the pilot tone or transmitting it along a separate fiber [46]. These techniques suffer from

temperature-based delay variations in time-multiplexed pilot system or require a separate dedicated

fiber. Consequently, these techniques are feasible for data extraction within short distances or in labs but

not for practical implementation over long distances in the field.

Other methods to remove or avoid the effects of laser phase noise were also

proposed. These include conversion of phase modulation to intensity modulation

using a correlating optical delay and using a single photodetector to detect the

pulses [47]. Although an interesting concept, one can simply use an intensity

modulator to achieve the same results. Additionally, the system cannot take

the advantage of high sensitivity coherent receivers. Another method explored for all-optical carrier

recovery was optical injection-locking [48]. In this thesis, optical injection locking is investigated and will

be discussed it in detail in Chapter 5. Croussore et al. suggested the use of DPSK that differentially

encodes the phase between consecutive symbols [49]. With this, the receiver can be a simple delay

interferometer followed by a balanced diode configuration (no local oscillator, no frequency offset). The

phase offsets were reduced by phase regeneration using phase-sensitive amplifiers (PSA).

Another all-optical processing approach was proposed by Kim et al., where an optical carrier with

polarization and phase the same as a pump signal (received signal) is generated in a phase-sensitive

oscillator when pumped by the received signal [50]. Slavik et al. proposed a technique where the

modulation of the signal is stripped using nonlinearity, i.e. the data signal and a pump, when passed

through a highly nonlinear fiber (HNLF), creates an idler without modulation on it. Simultaneously, the

pump, when passed through another HNLF with the local oscillator, creates the LO idler. The frequency

difference between the two idlers gives the CFO and the phase difference gives the phase offset. Both of

these can be extracted by mixing the two idlers using a simple photodetector. Thus, DSP-free carrier

recovery is achieved, conserving DSP latency and processing power [51].

Mendinueta et al. proposed sending a pilot tone along with the signal that is generated using the

same laser. Both the signal and the pilot tone were sent over a multimode fiber, to be separated at the

receiver and mixed in a coherent receiver in a self-homodyne manner. Again, a DSP-free carrier recovery

was achieved [52].
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Figure 2.3: Mth power phase estimator’s working principle.

2.4 DSP techniques for carrier recovery in optical communication (post-2005 A.D.)

Till 2005, carrier recovery still relied mostly on pilot-based homodyne techniques

and optical PLLs for carrier recovery. With the introduction of high-speed analog-

to-digital converters and digital processing capabilities, coherent techniques be-

came interesting again. Many digital techniques and algorithms for carrier recov-

ery were proposed after 2005.

2.4.1 Mth power estimator

Mth power phase estimation is the most investigated technique for M-PSK modu-

lation. It is also called the Viterbi-Viterbi phase estimation algorithm when used for QPSK signals (when

M=4) [53]. Although, initially proposed for RF wireless communications, the VVPE has been adopted

in optical communications. In this, the sampled M-PSK signal is raised to the Mth power to remove

the modulation and extract the phase offset, to be used for phase correction in the original signal. Its

working is illustrated in Fig. 2.3. Before the period when high-speed ADCs were commercially available,

this technique was proposed as an analog-processing technique for QPSK-modulated optical signals

by Noe et al. [54]. The raising to a power was achieved using two consecutive frequency multipliers

and finding the fourth-root of the signal was performed by regenerative frequency dividers. The work

also showed delay-based frequency discriminator for frequency offset estimation. As such, a complete

carrier recovery was achieved while keeping the BER better than 10−3 for up to a 1.8-MHz linewidth

for 10-Gbaud QPSK signals. However, VVPE suffers from weak tolerance to higher linewidths that

result in cycle slips. The first demonstration of Mth power phase estimation as digital signal processing

was proposed by Noe [55] where he proposed that, given sufficiently high-speed ADCs, the digital

processing technique can achieve phase offset estimation for laser linewidths >1.8 MHz (BER < 10−3).

The VVPE technique also suffers from cyclic slips when the phase noise shifts the signal sample into a

different constellation quadrant. Differential phase encoding was employed to prevent the cycle slips

by considering the phase difference between consecutive samples, rather than the phase of the sample
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itself. To improve upon this, Nazarathy et al. proposed Doubly-Differential Encoding (DDE), where

the present symbol is dependent on the previous two symbols, leading to automatic cancellation of

frequency offsets [56].

Alternatives to Mth-power estimator: Many other techniques have been proposed over the years to

overcome the shortcomings of the VVPE/ Mth-power estimator. Qi and Hauske proposed a multiplier-

free technique that achieves carrier recovery with less complexity compared with the VVPE, without

a performance penalty. This technique used the sign and magnitude of the in-phase and quadrature

components of the received signal to estimate the CFO from FFT and the phase noise by dynamic

tracking [57]. Kalogerakis et al. proposed a digital delay lock loop (DLL) or digital phase locked loops (DPLL)

against the Mth-power estimator and kept the BER better than 10−3 for up to a 4-MHz linewidth for

10-Gbaud QPSK signals [58]. The DPLL controls the phase of the constellation and provides appropriate

rotation instead of controlling the laser drive signals, as in PLLs. Thus, the signal is delayed until the loop

calculates the required phase shift, increasing the latency of the system. Qiu et al. also implemented the

DPLLs for carrier recovery in a parallelized structure [59]. The received signal samples are broken down

into blocks that are processed in parallel by separate DPLLs to estimate the CFO and the carrier phase

offsets. To reduce the complexity, they proposed estimating the phase offsets using one stream and using

its results to update the offsets in the other streams [59]. A pilot-aided parallelized carrier recovery was

proposed by Zhuge et al. that breaks the incoming signal into blocks such that the pilot symbols are at the

beginning of each block. Using these pilot symbols and DPLLs for each parallel stream, carrier recovery

was achieved with a 12% increase in transmission reach if aided by ML [60]. This concept was extended

by the same group by modifying the parallel pipelining structure such that the pilot symbols come one

after another to reduce the phase drifts between consecutive pilot symbols. As a result, accurate phase

estimation is achieved with a shorter buffer length [61]. The block-processing approach was again used

by Inoue and Namiki who implemented the block-processing approach for carrier recovery using the

Kalman filters. Because of the Kalman filters’ enhanced estimation performance over other methods, their

technique achieved accurate carrier recovery with a lower latency [12]. The parallel block-processing

method was also used to lower the high-speed ADC requirements for high baud rate optical signals;

Hoffmann et al. proposed a parallel-processing Mth-power estimator with lowered clock rates in each

parallel block.

2.4.2 Blind phase search (BPS)

So far, the methods proposed have focused on carrier recovery for QPSK or M-PSK. With an increase

in data requirements and transmission speeds over the years, the research community started explor-

ing M-QAM (M>4) modulation schemes to increase the throughput. Unfortunately, the VVPE and

Mth-power estimator algorithms fail to perform satisfactorily for M-QAM signals. The blind phase
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Figure 2.4: Blind phase search working principle.

search (BPS) approach proposed by Pfau et al. is the conventional technique used for carrier recovery

in M-QAM modulated signals [32]. In this, the current signal sample, along with fixed number of

previous samples are rotated by several test phases. The distances of these rotated samples from the

nearest constellation point are calculated. These distances are then summed up for each test phase.

The test phase that gives the minimum summed distance also gives the correct

decision for the current sample. The working of the algorithm is shown in Fig. 2.4.

The BPS algorithm proved to be hardware efficient along with being capable of

performing carrier recovery for 16-QAM signals. A linewidth tolerance of up to

4.1 MHz and 1.4 MHz was achieved by the BPS for 10 Gbaud QPSK and 16-QAM

signals, respectively, at BER=10−3.

The BPS method, although capable of achieving carrier recovery for 16-QAM

modulated signals, was highly complex in terms of computation. Alternatively, QPSK partitioning

was proposed by Fatadin et al. The symbols in a 16-QAM constellation on the inner and outer ring

can been seen to form two QPSK constellations with different amplitudes [62]. The middle ring can

again be divided in two sets, each forming a QPSK constellation with a phase offset. By fragmenting

the constellation in several QPSK constellations, VVPE can be used to estimate the correct phase of the

symbols with some added logic to map to the correct symbol on the 16-QAM constellation. It was shown

that the QPSK partitioning performed similar to the BPS algorithm with less complexity.
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2.4.3 Viterbi-Viterbi monomial phase estimator (VVMPE)

A generalized version of the VVPE, the VVMPE was proposed by Wang et al.,

in which the signal sample is considered in polar form. The phase part is raised

to the fourth power as in VVPE and the magnitude part is operated by some

nonlinear function [63]. In case of M-QAM modulation, this nonlinear function

is a simple raising of power to some value l. If l is set as 4, the VVMPE becomes

a simple VVPE algorithm. The value of l is usually taken as l>4 for 16-QAM.

This way, more weight is given to the outer ring symbols in the constellation who

suffer less phase-error due to noise than the inner ring symbols. However, for optical communication, the

VVMPE alone does not perform well. Sparthakis et al., proposed to use the VVMPE in conjunction with

a maximum-likelihood estimator for CFO estimation and carrier phase recovery [64]. Their work shows

that a VVMPE+ML system performs similarly to the BPS algorithm, but with reduced complexity for

16-QAM. A slightly different nonlinear function for the magnitude part of the signal sample is proposed

by Argyris et al. which shows better performance than the BPS algorithm [65]. A combination of BPS

and ML was also explored by Zhou [66]. He showed that a two-stage ML followed by a BPS algorithm

reduces the BER considerably for lower number of test phases compared with a single-stage BPS. A

64-Tbps link was successfully tested over 320 km using this BPS+ML methods aided with pre-processing

to match the frequency response of the components for polarization-division multiplexed 36-QAM

signals [67]. A modified and simplified version of BPS was proposed by Li et al. that achieves carrier

phase recovery in two stages [68]. In the first stage, a regular BPS with half the required number of test

phases is implemented to get a coarse estimation. Following this, the second stage performs the fine

adjustments by searching through the surrounding test phases for accurate phase estimation. Thus, the

total number of test phases used reduces, leading to reduction in latency.

Pilot-tone aided techniques have also been suggested for 16-QAM signals. The concept was very

similar to pilot-assisted analog carrier recovery techniques, except for being performed digitally. A pilot

tone is inserted on to the signal whose squared magnitude is more than that of the signal spectrum

envelope. The pilot tone drifts from its actual frequency of insertion with the frequency offset. Thus,

the relative drift of the pilot tone in received signal spectrum gives the CFO estimate. Moreover, the

pilot tone after coherent reception contains phase noise added to the signal due to finite laser linewidths.

Thus, if the pilot tone is added in a guard band of the signal spectrum, so it is spectrally distinct from

the data spectrum, it can be extracted out and used to remove the phase noise from the signal. Such

a technique was used in [69] and showed that pilot-aided techniques with ML perform better than

any other carrier recovery technique for 16-QAM. Because the pilot tone can canel nonlinear phase

noise along with the laser phase noise, this technique was also proposed for joint carrier recovery and
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nonlinearity compensation [70]. This technique was, in turn, extended to coherent optical OFDM systems

where the guard band was provided by null sub-carriers around the frequency chosen to insert the pilot

tone [71] [72]. Instead of adding a pilot tone, pilot symbols can also be added in the time domain such

that the pilot symbols are repeated sequence of a symbol. Such a pilot sequence causes an impulse

train in the frequency domain, converted to a single impulse due to limited bandwidth of the receiver.

This impulse then gives the CFO estimate from the spectrum. This technique avoids insertion of a pilot

and allows for more power being pushed to the data-carrying payload. However, this technique can

only perform CFO estimation and requires long sequence of pilot symbols, which increases the system

overhead.

2.4.4 Adaptive filters

Adaptive filter based techniniques, where the filter-weights are dynamically up-

dated to track the phase offsets in the signal, have been proposed for 16-QAM

modulation. Meiyappan et al. proposed a decision-aided technique where a

complex-weighted filter, which is updated decision-directed ML approach, to

track the changing phase offset [73]. Sigron et al. proposed a multi-symbol delay

detection (MSDD) scheme that uses a differential precoding on the transmitter

side and multiple weighted decisions on the receiver side to achieve accurate

differential phase estimate. A decision feedback filter structure was designed where the taps of the

feedforward filter are updated using Wiener update or LMS update. This approach was specific to QPSK

but was later on upgraded for 16-QAM by modifying the normalization factor according to the QAM

constellation. The technique is proved to achieve carrier recovery with its performance independent of

the CFO. It is claimed to have unlimited CFO capture range with improved performance over VVPE and

BPS+2ML (BPS cascaded with two stages of ML detection) [74] [75]. Khalil et al. proposed processing

the real and imaginary parts of the received signal separately using a radial-directed constant/multi

modulus algorithm to find the error between the magnitudes of the received signal and the nearest

constellation ring. Using the errors from the real and imaginary parts, the filter taps are updated. This

technique achieved carrier recovery with less complexity compared with the BPS algorithm [76]. This

technique was upgraded by using LMS update instead of CMA/MMA with exact training-based error

rather than absolute value error. This resulted in increased linewidth tolerance (600 kHz to 1.2 MHz) and

BER performance improvement.
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2.4.5 Kalman filters

Finally, a brief discussion on the Kalman filters for carrier recovery in optical commu-

nications is given here. Because of their capabilities to give optimum estimates in the

mean-squared error sense, Kalman filters hold great potential to achieve optimum per-

formance in the carrier recovery. They will be discussed in detail in Chapter 3. Barletta

et al. proposed a new lower bound of the information transferred in channels perturbed

by laser phase noise. Before this, the lower bound was calculated by Monte-Carlo

approach using Wiener filtering [77]. The new bound was calculated using a Monte-Carlo approach

with Kalman-filtering based carrier recovery [77]. Kalman filters were also proposed to compensate

for the phase noise in semiconductor lasers, which often has a non-Lorentzian lineshape. In this work,

the laser’s rate equations were used to model the Kalman state equations. This method gave an 8-dB

improvement in sensitivity over a decision-directed PLL for 28-GBaud 16-QAM signal [78]. Jain et al.

proposed the extended Kalman filters for simultaneous tracking of linear and nonlinear phase noise for a

100G QPSK-modulated system [79]. Recently, extended Kalman filters (EKF) were explored for carrier

phase recovery in optical filter bank multicarrier systems with offset QAM signals. This system gave

performance comparable to the BPS with very low complexity [80]. The EKF was again investigated by

Li et al. for carrier recovery in a 112-Gbps QPSK system and compared with the VVPE and BPS. Their

results showed that the EKF achieved a linewidth tolerance up to 5.6 MHz and CFO estimation error less

than 1 MHz, while keeping the BER better than 10−3 [81]. Although Kalman filters have been shown to

achieve performance gains against conventional methods in simple carrier recovery, their capabilities are

often not fully utilized, especially for nonlinear models. This thesis attempts to use their full capabilities

in the form of unscented Kalman filters (UKF) and gives performance comparisons.

We are at the end of this 200-year journey that we covered in this chapter. We have discussed the

major inventions and contributions that have led us to the technology we have today at our disposal for

carrier recovery. A few contributions that are specific to the applications were not mentioned, but will

be discussed in appropriate chapters of this thesis. The thesis explores various approaches for carrier

recovery and proposes novel techniques, considering implementation parameters in practical systems.
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Digital signal processing for carrier-recovery

In this chapter, the digital-processing Kalman filters are explored with simulations

and experimentally for two different applications related to carrier-recovery in

optical communication systems.

The two applications addressed are-

1. Parallel-processing Kalman filters for carrier recovery.

2. Joint polarization-state and phase noise tracking.

Various types of Kalman filters, namely linear (LKF), extended (EKF) and unscented

Kalman filters (UKF), are investigated. The outcomes of the experiments and

simulations suggest the superiority of UKF in terms of the signal quality-factor Q

for both applications. Techniques to reduce the latency or the computational ef-

forts of the UKF without drastically sacrificing the Q-performance are also proposed.

Publications based on this chapter:

1. J. Jokhakar, B. Corcoran and A. J. Lowery, ”Parallelized unscented Kalman

filters for carrier recovery in coherent optical communication,” Opt. Lett. 41,

3253-3256 (2016).

2. J. Jignesh, B. Corcoran, C. Zhu, and A. J. Lowery, ”Unscented Kalman Filters

for Polarization State Tracking and Phase Noise Mitigation,” in Optical Fiber

Communication Conference’16, Anaheim, USA (2016), paper Tu2A.4.

3. J. Jokhakar, B. Corcoran, C. Zhu, and A. J. Lowery, ”Unscented Kalman filters

for polarization state tracking and phase noise mitigation,” Opt. Express 24,

22282-22295 (2016).
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3.1 Introduction to Kalman filters

A Kalman filter is essentially a algorithm that implements a predictor-corrector type estimator, which is

optimal in the sense that it minimizes the estimated error covariance—when some presumed conditions

are met. It can also be thought of as an estimator that removes the noise from a series of observations

based on decisions of previous observations and a dynamically updated process model. The process

model is an approximation to the channel that generates the observations.

Since the time of its introduction in 1959-60, the Kalman filter has been the subject of extensive

research and application, particularly in the area of communications, autonomous or assisted navigation

and tracking. This is not only because of the advances in digital computing which made the use of the

filter practical, but also for the relative simplicity and robust nature of the filter itself.

The Kalman filter estimates an unknown parameter xk at time instance k from the observed signal

sample yk. The observations yk consist of the unknown parameters corrupted by some channel H and

observation noise, nk, giving the observation model as-

yk = Hxk + nk (3.1)

The Kalman filter gives the minimum-mean squared error in estimates if following conditions are met -

1. The unknown parameter should follow the Wiener process model; i.e. it should show autore-

gressive qualities.

The value of the unknown parameter at time instance k, xk, should depend on its value at previous

time instance k− 1. This gives us the first state-space equation of the process model-

xk = Axk−1 + Buk + wk (3.2)

where A is a fixed time-update function that relates two consecutive values of x. The second

term, Buk, in Eq. (3.2) describes a calibration function that is sometimes added to the system. For

simplicity of explanation, let us assume B = 0 and ignore the second term without losing generality.

wk is the process noise added during the parameter update. From Eq. (3.2) if wk is AWGN noise,

the unknown parameter will follow the Wiener process (a random walk).

2. The process noise and observation noise should be Gaussian in nature.

If nk and wk are independent, white, and with normal probability distributions p(nk) ∼ N (0, Q)

and p(wk) ∼ N (0, R), by the Rao-Blackwell Theorem [82], the MMSE estimate gives the best

estimate of all the estimators, linear or nonlinear. Here, R and Q are the process noise variance and

observation noise variance respectively.
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As Kalman filters are designed with an intention to achieve the minimum mean-squared error, Kalman

filters prove to be the best estimators if the above two conditions are met.

3.2 When should Kalman filters be used?

The choice of estimators depends on the type of unknowns to be estimated. There are many other

estimators proposed in literature, but the ones that are commonly used are mentioned here.

Algorithm 1 Alg.1: When to use Kalman filters

if the unknown is deterministic and quantized then
Use-

1. Maximum Likelihood Estimator (MLE) [83] OR

2. Least-Squared Estimator (LSE) [83]
end
else

if the unknown is stochastic and continuous then
if the unknown is stationary i.e. its variance remains constant over time then

Use-

1. Minimum-mean square error estimator (MMSE) [83]

2. Least mean square estimator (LMS) [83]

3. Maximum a Posteriori estimator (MAP) [83]

4. Wiener filter [83]
end
if the unknown is non-stationary i.e. its variance changes over time then

Use-

1. Kalman filter
end

end

end

3.3 Kalman filter algorithms

The types of Kalman filters explored in this thesis are:

1. Linear Kalman filter

2. Extended Kalman filter

3. Unscented Kalman filter

3.3.1 Linear Kalman filter

The equations for the Kalman filter fall into two groups: time update equations and measurement update

equations. The time update equations basically pass the previous state and error covariance estimates

through the time update operator, A, to obtain the a priori estimates, x̂−k and Pk
− as in A.2.1 and A.2.2.

The measurement update equations are responsible for incorporating a new measurement into the a priori

estimate to obtain an improved a posteriori estimate. The time update equations can also be thought of as

predictor equations, while the measurement update equations can be thought of as corrector equations.
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Figure 3.1: Linear Kalman filtering process.

The first task during the measurement update is to compute the Kalman gain, Kk, as in A.2.3. The next

step is to actually measure the process to obtain yk, and then to generate an a posteriori state estimate by

incorporating the measurement, as in A.2.4. The final step is to obtain an a posteriori error covariance

estimate via equation A.2.5. After each time and measurement update pair, the process is repeated with

the previous a posteriori estimates used to project or predict the new a priori estimates.

Algorithm 2 Alg.2: Linear Kalman filter

Variables:
xk : unknown variable to be estimated for sample ’k’.

x̂k : estimated output of xk .

yk : received signal sample for sample ’k’.

Kk : Kalman gain.

for k = 1 : N do B For N signal samples

Time update equations:
A.2.1: x̂k

− = Ax̂k−1

A.2.2: Pk
− = APk−1 AT + Q

Measurement update equations:
A.2.3: Kk = Pk

−HT(HPk
−HT + R)−1

A.2.4: x̂k = x̂−k + Kk(yk − Hx̂−k )

A.2.5: Pk = (I − Kk H)Pk
−

end

A few points need to be noted here. From A.2.4, we can understand the effect of the Kalman gain on the

state estimate.

Case: Kk = 0

If Kk = 0, the estimate becomes-

x̂k = x̂−k (3.3)

which means that the current observation has no effect on the current estimate. Also the current estimate

is determined by the a priori estimate. In other words, if the Kalman gain, Kk, is 0, the filter has successfully

estimated the state parameter and tracking is achieved. This can also be inferred from A.2.3. If Pk
− = 0,

it means that the variance in the estimate is 0 and that the filter estimate is correct. By substituting this

condition in A.2.3, we get Kk = 0. Thus, A.2.3 and A.2.4 support each other.
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Case: Kk = H−1

Further, if Kk = H−1,

x̂k = H−1yk (3.4)

which means the previous estimate has no effect on the current estimate, and so the current estimate

depends only on the current observation. From A.2.3, if we put Pk
− = 1, which means the previous

estimate is completely uncertain, and if R=0, we again get Kk = H−1. Essentially, the Kalman gain, Kk

should become H−1 when the system loses track, but this is possible only when R=0. However, this is

not the case usually. As a result, the Kalman filter has to start from scratch until it achieves tracking and

Pk
− becomes 0 again.

3.3.2 Extended Kalman filter

As mentioned before, the linear Kalman filters is an optimum estimator. However, this is true only when

the process and observation models (Eqs. (3.1) and (3.2)) are linear. Unfortunately, the linear Kalman

filter loses accuracy for nonlinear channels i.e. when

xk = g(xk−1) + wk (3.5)

and

yk = f (xk) + nk (3.6)

Here, f (.) and g(.) are nonlinear functions. With most natural phenomena being nonlinear, the LKF has

found very few applications. As a solution, the extended Kalman filter (EKF) was suggested by Kalman

himself in early works [36]. The EKF was applied in 1966 by NASA for estimating the position and

velocity of a lunar orbiter [84] and then investigated for navigation and course-correction for a space

probe flying-by Mars and Venus [85].

The extended Kalman filter works by linearization of the nonlinear process and then uses a regular

LKF over the linearized models. In something akin to a Taylor series, the estimation process can be

linearized around the current estimate by using the partial derivatives of the process and measurement

functions ( g(.) and f (.) ) to compute estimates even in the face of nonlinear relationships. The basic

operation of the EKF is the same as the LKF.

Here, G and F are the partial derivatives of the nonlinear functions f (.) and g(.) with respect to x which

allows linear operations to be used. In the case where multiple parameters have to be estimated, i.e.

when x is a vector of unknowns, G and F become Jacobian matrices [36].
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Figure 3.2: Extended Kalman filtering process.

Algorithm 3 Alg.3: Extended Kalman filter

Variables:
xk : unknown variable to be estimated for sample ’k’.

x̂k : estimated output of xk .

yk : received signal sample for sample ′k’.

Kk : Kalman gain.

for k = 1 : N do B For N signal samples

Time update equations:
A.3.1: x̂k

− = g(x̂−k−1)

A.3.2: Pk
− = GkPk−1GT

k + Q

Measurement update equations:
A.3.3: Kk = Pk

−FT
k (FkPk

−FT
k + R)−1

A.3.4: x̂k = x̂−k + Kk(yk − f (x̂−k ))

A.3.5: Pk = (I − Kk Fk)Pk
−

end

Although many works claim that EKFs give satisfactory results in nonlinear channels/ process, EKF

is still not optimum; just like the LKF, the linearization process degrades the accuracy of the Kalman filter.

For certain applications in this thesis, the EKF performed similarly to conventional methods, specific

to those applications, with no additional performance-gain. To get an optimal performance of Kalman

filters in nonlinear channels, the use of unscented Kalman filters (UKF) is proposed in this thesis.

3.3.3 Unscented Kalman filters

The UKF is founded on the intuition that it is easier to approximate a probability distribution than it is to

approximate an arbitrary nonlinear function or transformation. With this intuition, an estimate from

previous time instance, x̂k−1 is extrapolated to a cloud of points spread according to the previous time

instance’s covariance Pk−1. These points are called as Sigma points. Each sigma point is then propagated

through the nonlinearity yielding, in the end, a cloud of transformed points. The new approximated

mean (x̂−k ) and covariance (Pk
−) are then computed from the cloud of transformed sigma points. This

process is called unscented transformation. The unscented transformation is a method for calculating

the statistics of a random variable which has undergone a nonlinear transformation [86]. The unscented

Kalman filter, further, uses the observations at current time instance (yk) and updates these approximated
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mean(x̂−k ) and covariance (Pk
−) to final estimated (x̂k) and covariance (Pk) through the updated Kalman

gain Kk. This concept is believed to be named ’unscented’ by the inventor, Jeffrey Uhlmann, as this idea

struck him on seeing an unscented aerosol spray dispersing in the air guided by the air flow. Although,

he himself claimed that he named it ’unscented’ to avoid it being called the ’Uhlmann’ filter.

Figure 3.3: Unscented Kalman filtering process.

Algorithm 4 Alg.4: Unscented Kalman filter

Given:
L: Number of unknown parameters to be estimated

λ = L(10−3 − 1)

α2 = 10−3

β = 2

w1 = λ/(L + λ)

w1
c = λ/(L + λ) + 1− α2 + β

w2···(2L+1) = w2···(2L+1)
c = 1/2(L + λ)

for k = 1 : N do B For N signal samples
Calculate sigma points:

A.4.1: x̂k−1,i = x̂k−1 +
√
(L + λ)(Pk−1)i ; for i=1· · ·L B (Pk−1)i is the ith column of the matrix Pk−1

A.4.1: x̂k−1,i = x̂k−1 −
√
(L + λ)(Pk−1)i ; for i=L+1· · ·2L

Time update equations:
A.4.3: x̂−k,i = g(x̂k−1,i); i = 1 · · · (2L + 1).

A.4.4: x̂−k = ∑2L+1
i=1 wi x̂−k,i

A.4.5: yk,i
− = f (x̂−k,i); i = 1 · · · (2L + 1).

A.4.6: ŷ−k = ∑2L+1
i=1 wiyk,i

−

A.4.7: Pk
− = ∑2L+1

i=1 wi
c(yk,i

− − ŷ−k )(yk,i
− − ŷ−k )

∗ + Q
Measurement update equations:

A.4.8: Kk = Pk
−(Pk

− + R)−1

A.4.9: x̂k = x̂−k + Kk(yk − ŷ−k )
A.4.10: Pk = (I − Kk)Pk

−

end
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3.4 Why are unscented Kalman filters superior?

Kalman filters are prediction-update estimators. Iteratively, the state-parameters and the estimation

variance (”the uncertainty”) are predicted based on previous decisions and are updated based on current

observations. Just like any other adaptive filter based on the MMSE criterion, a Kalman filter achieves

the minimum mean-squared error by finding the mean of the a posteriori probability i.e. finding E(X/Y)

or probability of transmitting ’X’ symbol given ’Y’ observation. In other words if we find the pdf of the

received signal ’Y’ for a particular transmitted symbol ’X’, the MMSE estimate can be found by its mean

and the transmitted symbol’s a priori probability (Baye’s rule) [83].

Consider a symbol X transmitted over a linear channel H. During transmission, the symbol X

accumulates random AWGN noise, giving a Gaussian shaped pdf to the signal X.

X = X + N (3.7)

When this Gaussian spread signal X is transmitted over a linear channel, A, the received signal is given

as

Y = AX + N (3.8)

For a linear channel A, the pdf of the received signal Y will maintain the shape of pdf of X; in this case,

Gaussian pdf. Thus, for a given transmitted signal X, we get the a posteriori pdf of Y, P(Y/X). By Baye’s

rule and using the a priori pdf of transmitted signal, we can find the a posteriori pdf.

P(X/Y) =
P(Y/X) · P(X)

P(Y)
(3.9)

By taking the mean, we get the MMSE estimate of X as

X̂ = E(X/Y) (3.10)

The improved estimation accuracy of the unscented Kalman filters can be explained using an analogy.

Let’s say there is an empty well somewhere in an imaginary land. ”Curious Bob” stays nearby and

passes the well everyday. The well is so deep that Curious Bob cannot see the base of the well from the

top. The top rim of the well is circular with a particular diameter, but he wants to know the features of

the base of the well such as the diameter and spread.

Now Bob has an extendable rod with rollers on both ends. The rod automatically extends itself in

length until both ends hit the well sides. Also, the rod glows in dark and transmits its current length to

Curious Bob. Carefully placing the rod along the diameter of the top rim, Curious Bob slides the rod

down the well such that it passes along the diameter and reaches the base of the well as shown in Fig. 3.4.
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Figure 3.4: Intuitive working of Linear/Extended Kalman filters for: a) linear channel, b) nonlinear channel

Figure 3.5: Intuitive working of unscented Kalman filters for a) linear channel, b) nonlinear channel

The length of the rod (l1) gives the diameter of the well and the position of the glowing stick in the well

gives the centre position (C1). From this, Curious Bob infers that the base of the well is circular with

diameter l1 and the centre at point C1.

However, there is a big assumption that Curious Bob made in this hypothesis. He assumed that,

because the top rim of the well is circular, the base will also be circular. But what if it’s not? In that case,

Bob will not get complete information of the base, leaving him misinformed.

To get more information, Bob has thought of an alternative technique. He designed a set of glowing

balls such that each of them transmits its distance from every other ball (l1, l2, ...ln). He then carefully

rolls each ball such that they fall along the edge of the base as shown in Fig. 3.5. Now, Bob can find the

diameter of the base from the data transmitted by the balls. This time, he can even find the shape of the

base by looking at the positions of the glowing balls as shown in Fig. 3.5. Thus, Bob can now know if the

shape of the base is circular and get more information such as the centre position (C1), the spread of the

base in different direction (l1, l2, ...ln) etc.

This logic can be extended to explain the differences between the Linear/Extended Kalman filters
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and the unscented Kalman filters. The top rim of the well relates to the pdf of transmitted signal X and

the lower base of the well relates to the a posteriori pdf P(X/Y). The well itself acts as a channel mapping

X to Y with A and N. The length of the rod suggests the variance and its midpoint suggests the mean.

In the case of a linear channel described in Eq. (3.8), the shape of the a posteriori pdf P(X/Y) remains

the same as that of X, i.e. the shape of the base of the well is same as that of the top rim as shown in Figs.

3.4(a) and 3.5(a). Consider a Gaussian distributed transmitted signal X ∼ N (µx, σx
2) transmitted over

a linear channel A. The signal Y ∼ N (µy, σy
2) at the output of the linear channel also has a Gaussian-

distribution. Then, X̂ and the estimation uncertainty can be found using the mean and variance of the

signal Y, (µy, σy
2) respectively for a given X. These mean and variance are just the scaled versions of the

mean and variance of X, i.e.

µy = Aµx and σy
2 = Aσx

2 AT (3.11)

Thus, for linear channels, the mean and variance of the signal X are sufficient parameters to estimate

the a posteriori pdf P(X/Y) whose mean gives the MMSE estimate. In other words, Bob’s rod technique

works for linear channels. Unfortunately, the estimation fails when the channel is nonlinear i.e.

Y = f (X) + N (3.12)

Here, f (.) is a nonlinear function. In this case, the base of the well no longer holds the same shape as the

top rim i.e. the a posteriori pdf P(X/Y) is different than that of X as shown in Figs. 3.4 and 3.5. Thus, the

length of the rod will vary with the alignment of the rod, suggesting higher order moments affecting the

estimation process. But, the LKF and EKF assume the shape of the a posteriori pdf to be same as that of

the X like in linear channels. Thus, an EKF or LKF would assume the shape of the base of the well to be

circular just like the top rim. This mismatch in the estimated base and the actual base as shown in Fig.

3.4(b) causes Bob to make errors in judging the base. Similarly, the mismatch in the estimated and actual

a posteriori pdfs in nonlinear channels causes errors in estimating the transmitted symbol X.

The extended Kalman filter (EKF) attempts to solve the nonlinearity issue by linearizing the nonlinear

channel. Due to linearization, the EKF considers only mean and variance, ignoring the higher moments of

the pdf. Curious Bob’s assumption that the base of the well is circular follows this notion. Although many

researchers have adopted the EKF for their simplicity and satisfactory results for nonlinear channels

[13, 37, 79, 81, 87], they are not optimum. This is reflected in the results that will be shown later in this

chapter.

A better solution for estimation in nonlinear channels is the unscented Kalman filter (UKF). The

concept of an UKF is analogous to Bob’s glowing-ball method as shown in Fig. 3.5. The glow-balls

represent the sigma points in the UKF that are transferred through the nonlinear channel. Just like the

glow-balls that are carefully rolled, such that they roll to the edges of the base, the sigma points are
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carefully chosen such that they accurately acquire the non-Gaussian a posteriori pdf after being transferred

through the nonlinear model. The estimated base for a nonlinear channel matches with the actual base

as shown in Fig. 3.5(b), giving Bob a better judgment of the actual base. Similarly, the UKF gives

better estimate of the a posteriori pdf from the sigma points transferred through the nonlinear channel.

Intuitively it follows that the UKF works well for both linear and nonlinear channels as shown in Fig. 3.5,

except that it would not give major benefits in linear channels over LKF.

It is clear from the explanation that rolling multiple glow-balls in the well, with careful alignment,

takes more effort compared with rolling a rod down the well. Using the same logic, calculating sigma

points and transferring them through the nonlinear channel takes more computational effort compared

with transferring just the mean and variance in the case of LKF/EKF. Thus, UKF gives the benefits in

estimation accuracy at the cost of high computational complexity.

3.5 Parallel-processing Kalman filters for carrier recovery

This section describes the proposed parallel-processing unscented Kalman filter and compares its quality-

factor (Q) and latency performance with the parallel-processing linear Kalman filter previously proposed

by Inoue et al. [12].

The work described in this section is a comparative study with the work done by Inoue et al. using

LKF. Moreover, as explained in Section 3.4, the UKF are inherently stronger than the extended Kalman

Figure 3.6: Working of parallel-processing Kalman filters
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filters (EKF) for the nonlinear channels. For these reasons, we omit the investigation of EKF in this

section and compare the performances of UKF with the previously proposed LKF. In this application,

the CFO and PN cause phase drifts in the received signal. As a result there is a phase mismatch between

the actual phase that carries the data according to the modulation used and the phase of received signal.

Parallelized Kalman filters estimate and compensate for this phase mismatch induced by PN and CFO.

Thus, the phase mismatch becomes the unknown to be estimated.

For the parallelized architecture, the received sampled signal is divided into fixed-length blocks

(Fig. 3.6(a)). Although the phase mismatch is the unknown to be estimated, the parallel processing

architecture, instead, estimates: 1) the slope of the phase mismatch in kth block, ωk and 2) the value

of phase mismatch at the midpoint of kth block, θk (Fig. 3.6(b)). Hence, the Kalman filter estimates a

vector x̂k = [θ̂k ω̂k] instead of directly estimating the phase mismatch φn,k. This is essential to enable

parallelization.

In this application, k is used for the block index and ’n’ is used as the sample index. This is because

the Kalman filter runs once per block and thus the estimates of the Kalman filter at block k is affected

by its estimates in block k− 1. Thus, the state parameter vector to be estimated by the Kalman filters is

xk = [θk ωk] . The estimate of the phase mismatch at each sample in the block is then interpolated (Fig.

3.6(c)) using [12]

φn,k = θk +

(
n− NB + 1

2

)
ωk (3.13)

where φn,k is the instantaneous phase mismatch/error at nth sample of kth block, with each block having

a length NB samples. This procedure is demonstrated graphically in Fig. 3.6.

Parallelized Kalman filters first predict the state parameters for kth block, x̂−k = [θ̂−k ω̂−k ] from (k− 1)th

block’s estimates x̂k−1 = [θ̂k−1 ω̂k−1](Fig. 3.6(d)). After receiving the observations from the sampled

signal in kth block, the estimates are updated/corrected to calculate x̂k = [θ̂k ω̂k] and the interpolation is

again performed using Eq. (3.13) (Fig. 3.6(e)).

3.5.1 State-space model equations and proposed nonlinear model

In the case of parallelized linear Kalman filter (LKF) proposed in [12], the state update equations are

θk+1 = NB ×ωk + θk and ωk+1 = ωk + n f (3.14)

where: NB is the block length, ωk and θk are the slope of the phase mismatch and the phase mismatch at

the midpoint of the kth block respectively. The quantity n f denotes the ‘process noise’ (i.e. change in the

mismatch slope) between consecutive blocks. The LKF observation model considered in [12] is

θ̃k = θk + nθ and ω̃k = ωk + nω (3.15)

where: θ̃k and ω̃k = ωk are the observations for phase mismatch midpoint and slope, and nθ and nω are
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the observation error associated with these state parameters. These state equations do not consider the

amplitude noise. Thus, more accurate estimates can be calculated if both the phase mismatch and the

amplitude noise are accounted for in the state model.

A modified observation model is proposed as shown in Eq. (3.16) which incorporates both phase, nθ ,

and amplitude noise, na), in the observation noise, (ny).

ỹk = ejθk + ny and ω̃k = ωk + nω (3.16)

The LKF cannot be used here since the observation model is now nonlinear (i.e. the model observation

ỹk is nonlinearly dependent on the parameter θk as the effect of the phase is ejθk . Instead, an unscented

Kalman filter in parallel-processing architecture is developed in this thesis.

To summarize, the parallelized Kalman filter takes NB samples in one kth block as inputs and gives

NB phase-mismatch estimates φn,k as outputs, where n=1,. . . .,NB. From these phase-mismatch estimates,

it updates the state parameters from x̂k−1 to x̂k for the next block. The algorithm and the architecture of

the parallel-processing unscented Kalman filter are discussed in Appendix A.

Figs. 3.7(a-b) show a graphical representation of the corrections that the linear and unscented Kalman

filters apply. If the received signal is stripped of its modulation, the residual component is of the form

yk = ejθ̃k + na. Moreover, the LKF attempts to minimize the arc nθ , and so instead of trying to approach

yk, it tries to approach ejθ̃k by minimizing the phase difference nθ . The UKF attempts to minimize the

vector ny to approach yk in Fig. 3.6(b), which gives a more accurate estimate of the mismatch. Unlike

the LKF, the observation noise in UKF, ny, includes the phase as well as amplitude noise. As a result,

the Kalman gain of UKF is a complex value for the UKF, giving a phase shift as well as scaling. The

performances of the UKF and the LKF are compared in the next section.

Figure 3.7: correction method of LKF vs. UKF.

3.5.2 Experimental setup and results

The proposed system was verified experimentally in back-to-back configuration and over an 800-km

optical fiber transmission link as shown in Fig. 3.8. A 10-GBaud single-carrier signal is fed from a
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Figure 3.8: Experimental setup in: (a) back-to-back configuration (b) 800-km transmission link configuration. BPF:
Band pass filter, VOA: Variable optical attenuator, CMZM: Complex Mach-Zehnder modulator, AWG: Arbitrary
waveform generator, ECL: External cavity laser.

Keysight 92 GSa/s arbitrary waveform generator (AWG) into a Teraxion 20-GHz optical bandwidth

IQ modulator that modulates the CW optical beam from a tunable laser (<100 kHz linewidth) set to

193.1-THz carrier frequency. A similar laser with the same linewidth was used as a local oscillator at the

receiver. In the case of back-to-back configuration, the amplified signal was fed to a Finisar (U2T) 25-GHz

electrical bandwidth integrated coherent receiver after optical noise loading. The noise loading setup

uses an EDFA with no input as an ASE source, a band-pass filter constraining the noise bandwidth to 200

GHz, and a second EDFA to boost the noise power. The optical noise was coupled with the optical signal

with a 3-dB coupler. The coupled noise power, and thus the OSNR, is controlled with help of a variable

attenuator. For the link configuration, the optical signal was passed through 10 spools of SMF-28e optical

fiber, each of length 80 km. The launch power into each span is controlled by EDFAs placed before each

spool, with a final EDFA placed as a pre-amplifier before the receiver. The amplified signal was optically

filtered before the receiver using a BPF with bandwidth centered at the set transmission wavelength. The

outputs of the coherent receiver were digitized by a Keysight 40-GSa/s, 16-GHz bandwidth real-time

oscilloscope. The digital signal processing algorithms of proposed system were run offline.

Back-to-back setup

For demonstrating phase recovery for a QPSK signal, a 10-Gbaud modulated signal is generated and

received in a back-to-back setup as shown in Fig. 3.8. The parallelized UKF and the parallelized LKF

algorithms were implemented and the Q-factor of the recovered constellation was calculated for each

algorithm. The VVPE, as a conventional method used for QPSK signals, was also implemented for

comparison. The parallel structure of the VVPE is considered here for fair comparison [88]. The Q

from SNR was calculated as QSNR = 10log10(Ps/Pn) where Ps is the normalized signal power and Pn

is the noise power calculated from the error vector magnitude as Pn = average(|EVM|2). EVM is the

absolute distance of the recovered sample on the constellation from the actual constellation point. At

lower OSNRs, where the bit errors are reliably measurable, Q from the SNR matches with the Q from
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Figure 3.9: Experimental Q vs. OSNR, block lengths of: (a) 44 (b) 142 and (c) 198 samples.

BER; i.e. QSNR = QBER, where QBER for M-QAM (M=4,16) is given as

QBER = 20log10


√

2(M− 1)
3

× er f c−1

BER× log2
√

M(
1− 1√

M

)

 (3.17)

The Q-factor for QPSK modulated signal in a back-to-back setup is plotted in Fig. 3.9 against OSNR

for block lengths of 44, 142 and 198. These results demonstrate that the UKF performs better than the LKF,

but with less improvement at higher OSNRs. The LKF gives marginal performance improvement over

the convention Viterbi-Viterbi phase estimation (VVPE) algorithm for all block lengths. This is due to the

linear observation model used in it for a nonlinear channel estimation. At low OSNRs the use of more

accurate observation model, combined with the use of sigma points—more accurately capturing the

signal pdf and the statistical moments of the state parameters—provides a performance advantage for the

UKF over the LKF. As the OSNR increases, the amplitude noise vector in Fig. 3.7 reduces in magnitude

relative to the signal vector. As such, the correction vector of the UKF approaches the correction arc

of the LKF, resulting in the algorithms providing similar performance. At the FEC limit (Q = 8.6 dB,

BER = 3.8× 10−3), the UKF gives 1.2-dB, 1.5-dB and 2-dB improvement in required OSNR over the LKF

for block lengths 44, 142 and 198, respectively. At optimal block length (44 samples), the UKF gives an

implementation penalty of 0.3 dB, whereas it increases to 1.5 dB in case of LKF.

To investigate the effect of block length size on system performance, the block length was swept for a

fixed received OSNR of 10 dB. Fig. 3.10 shows that Q reaches an optimum for block lengths of 44 samples

and then steadily reduces for longer blocks. Compared with the measured Q performance when using

the optimal block length, the block lengths 142 samples and 198 samples give Q penalties of 0.5 dB and 1

dB respectively.
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Figure 3.10: Experimental Q vs. block length, OSNR = 10 dB.

The block length and the fluctuations of the phase-mismatch within the block affects the performance

as the Kalman filters estimate the slope and the midpoint of the phase-mismatch in a block based on the

observations at each point in the block. Intuitively, less number of observation points in a block would

lead to poorer estimates. Hence, the Q performance improves when the block length increases from 16 to

44 points per block in Fig. 3.10.

If the block length is increased beyond 44 points, the phase-mismatch undergoes fluctuations within

a single block that cannot be estimated accurately in terms of slope and midpoint. In other words, the

slope of the phase mismatch varies within a single block and cannot be estimated with one value, leading

to poorer performance. This leads to Q performance drop beyond 44 points block length. This is against

common intuition.

The optimum block length value (44 points) is dependent on the system. It will vary, depending on

the type of lasers used. A system using poor quality lasers (Large frequency offsets and phase noise)

will experience faster fluctuations in phase mismatch and may require shorter blocks. The optimum

block length of 44 samples was observed for our system under experiment and chosen for performance

comparison between different algorithms under test.

The UKF plot in Fig. 3.10 shows a sharp increase in performance up to optimum block length. This

can be attributed to the UKF’s capability to take into consideration higher order moments of the phase

mismatch in a nonlinear system. As such, the UKFs tend to quickly approach the optimum estimates

as opposed to the LKF. The LKF’s plot may seem symmetrical, but that is just an outcome of its slower

performance-gain characteristic with increasing block length.

Recent optical communication systems implement high-order modulation formats to increase spectral

efficiency. As an example, 16-QAM is being investigated as a candidate modulation format for 400G

optical transport [89]. Hence, a system using 16-QAM is also investigated to verify that the UKF and



CHAPTER 3. DIGITAL SIGNAL PROCESSING FOR CARRIER-RECOVERY 42

Figure 3.11: Experimental Q vs. OSNR for 16-QAM, block length = 44.

LKF can be generalized to higher-order spectrally-efficient modulation formats. A 10-GBaud, 16-QAM

modulated signal was generated and recovered using the two parallelized Kalman filter algorithms. In

order to adapt the system to higher-order modulation formats, only the demodulation block is changed

that makes them attractive for modulation-format flexible transceivers.

Fig. 3.11 plots Q against received OSNR after using UKF and LKF on a 16-QAM signal taking 44-

sample blocks. The Q for conventional BPS algorithm is also plotted for comparison. The number of

test phases considered in BPS is NP = 16; found to give optimal result. Similar to the QPSK case, the

UKF gives higher performance gain at lower OSNRs than at higher OSNRs. However, in 16-QAM

case, the improvement in required OSNR at 7% hard FEC limit (Q=15.6) reduces to 0.8 dB and the

implementation penalty increases to 2 dB for UKF and 2.8 dB for LKF. The higher implementation

penalty is as expected for 16-QAM over QPSK, and the smaller performance difference between the two

Kalman filter implementations is expected at higher OSNRs (c.f. Fig. 3.7).

Parallel structures of algorithms can reduce computation time/latency of the system. One of the

factors that affects the latency in parallelized Kalman filters is the block length. Fig. 3.12 shows the

computation time plotted against increasing block length, in reference to that required by the parallelized

LKF at optimal block length 44. The VVPE and BPS algorithms are also considered for latency comparison.

As these algorithms use a sliding averaging window instead of block-wise estimation for optimal

performance, the computation time required by these methods increases with window-size. At an

optimal block-length of 44, the parallelized UKF has lower latency than the BPS and equal latency to the

VVPE, while giving Q-performance gains against both of them. On the other hand, the LKF is more time

consuming than the BPS, VVPE and the UKF at an optimal block-length of 44. Comparing Fig. 3.10 to

Fig. 3.9, the UKF not only gives a gain in Q but also consumes less computation time compared with the

parallelized LKF. The computation time/latency gain presented here is explained in Appendix A.
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Figure 3.12: Computation time in reference to that of LKF at block length = 44

Another factor that should be considered in the computation time comparison between the LKF and

UKF is the calculation of the sigma points in an UKF, which increases the number of operations. As

the sigma points are independent of one-another, it is possible to parallelize their calculations; whereas

the parallelization of the N addition operations required for the LKF is not possible. Thus, the UKF

reduces the latency in the system, at the cost of more hardware. This is verified in the Fig. 3.12 where it

can be seen that the total required computation time is reduced to 60% that of parallelized LKF with an

optimal block length. This computational benefit of UKF over LKF is possible only in case of parallelized

architectures, but not in the conventional serial architecture. As shown in Fig. 3.10 and Fig. 3.12, if the

Q-value is sacrificed to certain extent, a considerable reduction in the computation time can be achieved.

By increasing the block length from 44 to 142, Q reduces by 0.5 dB but the computation time reduces to

30% of that of block length 44. Similarly, if the block length is further increased to 198, the reduction in

computation time reaches 20% that of block length 44 with reduction in Q of 1 dB.

Transmission over an 800-km optical fiber link

The signal was transferred over an 800-km fiber link with varying launch powers to asses the effects

of fiber nonlinearity. Fig. 3.13 plots the Q–values of the algorithms under test using a 44-sample block

length, for QPSK and 16-QAM signals, with the launch power varied.

Just as in the back-to-back case, the UKF gives a performance improvement over the LKF in the

noise-dominated region. Also, the LKF gave marginal improvement over the conventional methods, like

in the back-to-back case. At higher launch powers, the UKF and LKF perform similarly, since neither

is able to compensate for degradations of optical nonlinearity. Although, for QPSK, the UKF gave a

reduction of 2.3 dB in the required launch power at the 7% hard FEC limit over the parallelized LKF, this
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(a) QPSK. (b) 16-QAM.

Figure 3.13: Experimental Q vs. launch power over an 800-km optical fiber link, using optimal block length.

improvement was observed to be marginal (0.5 dB) for 16-QAM case. This improvement for 16-QAM

increases if the 20% soft-decision FEC is used as shown in Fig. 3.13b. The soft-decision forward error

correction (SD-FEC) techniques such as low-density parity check (LDPC) codes and Turbo codes are

being widely explored with an intention of achieving the post-FEC bit error rate (BER) of 10−15 [90].

For this, the hard FEC techniques, RS(255,239), i.e. with 7% overhead, require a pre-FEC BER better

than 3.8× 10−3. On the other hand, the SD-FEC techniques can achieve the desired post-FEC BER of

10−15 even with worse pre-FEC BERs of 2.7× 10−2, but require a 20% overhead [91]. The UKF requires

1.5-dB lower launch-power to achieve the pre-FEC BER of SD-FEC, resulting in UKF providing an overall

improvement in terms of the reach of long-haul systems and spectral efficiency with higher-order QAM

modulation schemes. Regardless of the marginal peak-Q improvement, the performance gain in low

launch power region and 40% less computation time taken by parallelized UKF against the parallelized

LKF makes it an attractive alternative for field links.

System tolerance against frequency offsets and linewidths

Fig. 3.14 shows the limits of CFO and linewidth up to which the UKF, LKF and the conventional methods

work. Simulations were used (VPItransmissionMaker v. 9.7) for these measurements because the

linewidth of the laser in the experimental setup is not configurable. The OSNR was fixed at 18 dB. This

high OSNR was chosen to remove any possible effects of additive noise on the the estimates. The signal

distortions are mainly inflicted by the frequency offsets and phase noise. Simulating at high OSNRs,

thus, gives us a better idea of the test algorithms’ capabilities in carrier recovery. First, a 10-Gbaud, QPSK

signal was generated and received in a back-to-back simulation. The linewidth was fixed at 200 kHz

and the CFO was varied to find the tolerable CFO limit of each test algorithm. Then, the CFO was fixed

at 400 MHz and the linewidth was varied. The same practice was repeated for 16-QAM modulation.

It was observed that the performance of each algorithm remains constant up to certain point and then
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(a) Q (dB) vs. CFO (MHz) for QPSK and linewidth =
200 kHz.

(b) Q (dB) vs. linewidth (MHz) for QPSK and CFO =
400 MHz.

(c) Q (dB) vs. CFO (MHz) for 16-QAM and linewidth =
200 kHz.

(d) Q (dB) vs. linewidth (MHz) for 16-QAM and CFO =
400 MHz.

Figure 3.14: Tolerance of test algorithms for CFO and linewidth (simulations); CS: cycle slips.

drops. Eventually, it reaches a point where the system starts showing cycle slips and the number of errors

shoots up. Table 3.1 shows the maximum tolerable limits of each test algorithm before experiencing cycle

slips. However, the systems experience 1-2 dB Q penalty before reaching this point. Thus, the limits of

CFO and linewidth without Q penalty are still lower. These limits up to which the Q penalty is within

1 dB are given in brackets in Table 3.1. An important conclusion that can be drawn from this result is

that although the Kalman filters do not give high performance gain over conventional methods for high

OSNRs, but their usage makes the system robust to high CFO and high laser linewidths.

Maximum tolerable limits of CFO and linewidth

Test algorithm Carrier frequency offset Linewidth

Parallelized UKF 3 GHz (2 GHz) 12 MHz (11 MHz)

Parallelized LKF 2 GHz (1.5 GHz) 8 MHz (6.5 MHz)

Viterbi-Viterbi phase estima-
tion/ Blind phase search 1 GHz (1 GHz) 6 MHz (5 MHz)

Table 3.1: Simulated maximum tolerable limits of CFO and linewidth before experiencing cycle slips for QPSK and
16-QAM signals. The values in the brackets show the tolerable limits while keeping the Q penalty less than 1 dB.
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3.6 Joint phase-noise and polarization state tracking

This section discusses the second application covered in the thesis using the Kalman filters which is

jointly tracking the phase noise and the polarization state of the received signal. Coherent communication

systems support spectrally efficient modulation schemes where data is encoded on the phase, amplitude

and polarization states of the optical carrier [3]. However, the finite linewidth of the laser, used as a

carrier, results in an additive random phase perturbation. Additionally, small geometric variations

in optical fiber randomly rotate the state of polarization at receiver end, changing even with slight

vibrations [13]. The digital coherent receiver must dynamically track the phase and polarization states of

the system, in order to recover the transmitted signals with low error rates.

Commonly, with the quadrature phase shift keying (QPSK) format, adaptive filters that are based

on the constant modulus algorithm (CMA) [92] are used in conjunction with the Viterbi-Viterbi phase

estimation (VVPE) algorithm; the CMA takes care of the effects of polarization rotation and VVPE

mitigates the effects of the phase noise. In cases of higher-order quadrature-amplitude modulation

(QAM) formats, the multi-modulus algorithm (MMA) [93] with pilot-symbol-aided maximum likelihood

phase estimation is often employed [94]. Kalman filters provide an alternative method, and have been

proven to give optimal estimates compared with all other estimators assuming that the noise sources

associated with the system are Gaussian [86]. Marshall et al. proposed using an extended Kalman

filter (EKF) and showed faster convergence than a conventional CMA+VVPE approach [13]. Also,

Linear Kalman filters (LKFs) have been used for polarization state tracking based on a radius-directed

method [95]. However, this LKF did not provide joint tracking of phase and polarization, and the

proposed system required significant modifications for higher-order QAM.

In this section, an unscented Kalman filter (UKF) is proposed, in place of an EKF. The UKF has been

shown to accurately capture all the moments of the parameter to be estimated in contrast to only the

1st and 2nd-order moments provided by the EKF [86]. As such, the UKF gives more-accurate estimates

than the EKF. However, this improvement comes at the cost of increased complexity. To address the

complexity issue, modified versions of the UKF and EKF (R-UKF and R-EKF) with reduced complexities

are proposed. The UKF gives a performance enhancement in comparison with the previously proposed

EKF or CMA/MMA algorithms, but at the cost of increased complexity. On the other hand, the R-

UKF outperforms the previous algorithms with reduced complexity, but at moderate or higher optical

signal-to-noise ratios (OSNR).
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(a) Extended Kalman filter block description.

(b) Unscented Kalman filter block description.

Figure 3.15: Block descriptions of the Kalman filter algorithms for nonlinear models.

3.6.1 Nonlinear observation model

The mathematical model (‘observation’ model) for the impairments of phase noise and polarization

rotation, is given as-

Z = ejθ

 a + jb c + jd

−c + jd a− jb

 Tx

Ty

+ N (3.18)

where, Z is the received polarization multiplexed signal, Tx and Ty are the transmitted symbols on

X- and Y-polarizations respectively, [a, b, c, d] are the polarization state parameters determining the

polarization rotation, θ is the phase noise and N is additive Gaussian noise mostly due to amplified

spontaneous emissions from EDFAs in the system. The parameters [a,b,c,d] follow the Wiener process

i.e. an = an−1 + ∆a where n determines the time instance and ∆a is Gaussian distributed [13]. The

parameters b, c and d follow similar distributions. Since the parameters follow Wiener process, Wiener

filters may seem to be appropriate for their estimation [8]. However, as the parameters [a,b,c,d,θ] are non-

stationary, Kalman filters should give more-accurate estimates and thus prove to be optimal estimators

for these parameters [83].

In spite of the benefits offered by Kalman filters, linear Kalman filters cannot be used for our applica-

tion because the observation model in Eq. (3.18) is nonlinear, as the phase parameter (θ) is an exponent.

As a solution to this, Marshall et al. proposed using an EKF that performs the linearization of the non-

linear model by taking its partial derivatives with respect to each parameter, then using this linearized

model with regular LKF [13], as shown in Fig. 3.15a. However, this linearization causes inaccuracies in

the parameter estimation and thus leads to sub-optimal estimates [86]. Hence, an unscented Kalman
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filter (UKF) is proposed, which is able to cope with nonlinear models.

Fig. 3.15b is the block diagram of the UKF. The unknown state parameter vector to be estimated is

S=[a, b, c, d, θ], t= [Tx, Ty] ,Pi is the a posteriori estimate covariance, (Si)k
− is the kth sigma point calculated,

k = 1 to 2L+1, and t̂i is the estimated symbol vector. The UKF algorithm for this application is given in

Appendix C.

3.6.2 Modified Kalman filters for reduced complexity

As UKFs can provide more accurate estimates than EKFs, using a UKF should provide a better BER

performance. However, any performance improvement comes at the cost of increase complexity of the

algorithm, which arises from the additional computations required for calculating the sigma points. This

motivates an attempt to reduce the complexity of the Kalman filter algorithms.

To avoid singularity issues in the system, the parameters [a, b,c,d,θ] are restricted to being real

valued [13]. However, due to the phase noise term (ejθ) in the observation model, the Kalman filter

gives complex values for these parameters. Marshall et al. proposed splitting each complex row in the

algorithm’s matrices into two consecutive rows; the first row being the real part and second row being

the imaginary part [13]. Although this solves the singularity problem, the overall complexity of the

algorithm remains the same. This section proposes a solution: two real-valued parameters are combined

into a complex-valued parameter i.e. take a + jb = ã and c + jd = c̃. As a result, the parameters to be

estimated by the Kalman filter now become S = [ã, c̃, θ]. The EKF and UKF with this new reduced state

vector are named as R-EKF and R-UKF respectively. Since the Kalman filter passes a complex value

to each of their parameters, no splitting is required. Moreover, as the number of unknown parameters

is reduced from 5 in previous versions to 3 in the modified versions, the orders of the algorithm’s

complex matrices reduce from 5×5, 5×m or m×5 to 3×3, 3×m or m×3 respectively where m can take

values from 1 to 3. This lowers the number of complex multiplications in the algorithm, thus reducing

the computational complexity. Additionally, since the parameters a,b,c,d always appear in pairs like

a + jb and c + jd, and never individually in the algorithm, the combining of these parameters is easily

facilitated. The combined parameters, ã and c̃ still follow the Wiener process i.e. ãn = ãn−1 + ∆ã and

c̃n = c̃n−1 + ∆c̃ where ∆ã = ∆a + j∆b and ∆c̃ = ∆c + j∆d and thus have a circular Gaussian distribution

in the complex plane with zero means and finite variances. Table 3.2 shows the number of required

complex multiplications per symbol for each algorithm and thus gives an idea of the complexity reduction

with the proposed techniques.

The UKF is more computationally complex than an EKF. However, with the proposed technique to

reduce complexity giving R-UKF and R-EKF, an R-UKF is less computationally complex than an EKF.

The R-EKF has the least complexity of all algorithms considered in this study.
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Number of complex multiplications per symbol detection

Test algorithm Name
Number of complex
multiplications per

symbol

UKF Unscented Kalman filter 140

R-UKF Reduced-unscented
Kalman filter 90

EKF Extended Kalman filter 95

R-EKF Reduced-Extended Kalman
filter 72

Table 3.2: Number of complex multiplications per symbol detection required by the algorithms.

3.6.3 Experimental setup

Figure 3.16: Experimental setup for a) back-to-back configuration and b) 800-km transmission link configuration;
CMZM: complex Mach-Zehnder modulator, BPF: band pass filter, VOA: variable optical attenuator, ECL: external
cavity laser, EDFA: erbium doped fiber amplifier.

A 20-Gbaud digital signal was generated using a Keysight 92 GSa/s arbitrary waveform generator

(AWG) to drive a Teraxion 20-GHz optical bandwidth optical IQ modulator. Polarization multiplexing

was emulated using an optical delay line, polarization beam splitter (PBS) and combiner (PBC) as shown

in Fig. 3.16. In the back-to-back configuration, optical noise covering a 200-GHz bandwidth was added

to vary the received OSNR. At the receiver end, the signal was amplified using an EDFA and filtered

using a BPF with a 200-GHz bandwidth centered at the set transmission wavelength. The signal was

then fed into a Finisar’s (U2T) 25-GHz electrical bandwidth integrated coherent receiver whose outputs

are connected to a Keysight 40-GSa/s 28-GHz bandwidth digital signal oscilloscope (DSO). The test

algorithms were run as offline DSP.

Fig. 3.17 gives the DSP flow chain performed offline. After being sampled at 40 GSa/s i.e. at 2 samples

per symbol, the complex signals in both polarizations were passed through a static frequency domain

chromatic dispersion (CD) compensation using the overlap-add method [96]. The frequency offsets in

each polarization were then separately estimated using the spectral search method [97] and compensated

for. The signals in each polarization were resampled to one sample per symbol before passing on to
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Figure 3.17: Digital signal processing flow for a) CMA+VVPE/MMA+ML b) Kalman filters under test.

the algorithms under test. The internal clock of the digital oscilloscope can be assumed to be stable,

but still there are few phase perturbations added to the sampled signal. However, these perturbations

can be accommodated by using additional taps in the CMA/MMA equalizers, or by optimizing the

initial variances in the Kalman filters. The optimal tap length in our system was found to be 41 taps for

both the CMA and MMA filters. Similarly, the Kalman filters, when aided by their decision directed

nature, are able to equalize these effects by intelligently updating the parameters in the mathematical

distortion model. This may even cause the Kalman filters to give complex values for real parameters

to be estimated, which again supports the concept of R-UKF and R-EKF. The Kalman filters replace

CMA+VVPE/ MMA+ML algorithms.

Although the R-UKF and R-EKF reduce the complexity, some changes need to be made to avoid the

singularity in the system. The Jacobian matrix is-

J = ejθ

Zx jZx Zy j(a + jb)Zx + j(c + jd)Zy

Zy jZy −Zx j(−c + jd)Zx + j(a− jb)Zy

 . (3.19)

For R-EKF it reduces to-

J =

 ejθZx ejθ jZy j(ejθ ãZx + ejθ c̃Zy)

e−jθZy
∗ −e−jθZx

∗ j(e−jθ c̃Zx
∗ − e−jθ ãZy

∗

 (3.20)

For both R-UKF and R-EKF, the estimates of the parameter θ will be complex-valued. Practically,

a phase cannot be complex, but in this case, the R-EKF and R-UKF gives complex outputs for θ that

implies an amplitude-scaling along with a phase shift. It was found that the system avoids singularity

only when that complex value is considered for θ. Taking only the real or imaginary part, or the absolute

value of the complex estimate, either leads to a singularity or divergence of the filter. The explanation for

this is that, since two parameters have been combined into one, the three parameters work together to

enforce the received signal transformations onto desired constellation points. This causes the Kalman

filters to make the θ parameter complex valued. In other words, modified Kalman filters have fewer

degrees of freedom to and thus need all the parameters to be complex to maintain tracking.
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(a) QPSK. (b) 16-QAM.

Figure 3.18: Experimental Q vs. OSNR (dB) in back-to-back configuration for 20 Gbaud QPSK and 20 Gbaud 16-QAM
respectively.

While these experimental results confirm expected improvements at high OSNR, fiber communication

systems are often run near their ’error-free’ thresholds, commonly taken as the operating threshold

for Reed-Solomon (255, 239) hard-decision forward-error correction (FEC). For the back-to-back QPSK

results shown in Fig. 3.18, at low OSNR, R-UKF shows a 0.6-dB OSNR penalty at the 7% hard FEC

threshold for QPSK case compared to the EKF. The implementation penalty at the hard FEC limit is 1.3

dB for the UKF, CMA+VVPE and EKF, 1.9 dB for the R-UKF and is maximum of 2.4 dB for R-EKF.

Although the R-UKF shows a reduced performance at lower OSNRs compared with the UKF and

EKF for the reasons mentioned in QPSK case, it still shows a negligible OSNR penalty at the 7% hard-FEC

limit compared with the EKF for the 16-QAM case. Additionally, the UKF shows an improvement of

1 dB in required OSNR at FEC limit. The implementation OSNR penalty suffered at the 7% hard-FEC

limit for 16-QAM modulated signal is 0.9 dB for the UKF, 1.9 dB for the R-UKF, 2.1 dB for EKF and

2.7 dB for MMA+ML and R-EKF. Comparing with the penalties for QPSK, it can be inferred that the

EKF, R-EKF and MMA+ML algorithms are not good alternatives for systems supporting both QPSK and

16-QAM. On the other hand, the UKF, with increased complexity, has a reduced implementation penalty

for 16-QAM and R-UKF, with its complexity less than EKF, has a consistent implementation penalty

independent of whether QPSK or 16-QAM is being received.

To understand the performance of the test algorithms in a practical transmission scenario, the signal

was transmitted over 800 km. The optical signal was passed through 10 spools of SMF-28e optical fiber,

each of length 80 km. The span’s launch powers were controlled by EDFAs placed before each spool,

with a final EDFA placed as a pre-amplifier before the receiver.

Fig. 3.19 shows the Q performance of each algorithm in tests against launch powers for both QPSK

and 16-QAM. It shows that each algorithm has the same optimal launch power. In the highly nonlinear
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(a) QPSK. (b) 16-QAM.

Figure 3.19: Experimental Q vs. launch power (dBm) in 800 km link configuration for 20 Gbaud QPSK and 16-QAM
respectively.

transmission regime at higher powers, all the test algorithms give similar performance since the phase

tracking is lost, as expected. This is because none of the algorithms are capable of compensating for

rapid state changes caused by nonlinear distortion in the fiber. In the QPSK case, the EKF gives no

apparent improvement over the CMA+VVPE. In case of 16-QAM, the EKF and R-EKF give marginal peak

improvements over the MMA+ML as observed at higher OSNRs. At the peak Q, the signal is expected to

have a high OSNR, leading to the increased performance of the UKF (2.1 dB for QPSK and 2.3 dB for 16-

QAM) and R-UKF (1.8 dB for QPSK and 2.1 dB for 16-QAM) implementations CMA+VVPE/MMA+ML

at optimal launch power. For the 16-QAM case, at the 7% hard FEC limit, the UKF shows 2 dB, R-UKF

shows 1 dB, EKF shows 0.7 dB and R-EKF shows negligible reduction in the required launch power

compared with the MMA+ML algorithm. Thus, the UKF requires the lowest launch power to achieve

the required pre-FEC BER of 3.8× 10−3, but comes with a higher computational complexity. The R-UKF

may prove to be a pragmatic option since it is less complex than the EKF and requires lower launch

power to achieve the performance above FEC. The R-EKF require the highest power and thus could be a

feasible option only when low complexity is of utmost importance.

3.6.4 Simulations to investigate the range of tolerable linewidth and CFO.

In addition to transmission impairments and optical noise, the finite linewidths of the lasers used in the

systems can vary from device to device. The fixed-linewidth lasers (as used in our experiments) generally

confine their linewidth within 100 kHz, but may exceed this value for the lasers used in dense wavelength

division multiplexed (DWDM) applications. Hence, the back-to-back setup was simulated next in

VPItransmissionMaker (version 9.3) software with the linewidth of both the transmitter’s continuous

wave (CW) laser and the receiver’s local oscillator CW laser varied from 100 kHz to 1 MHz, as shown in

Fig. 3.20.
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(a) QPSK, OSNR=8-dB. (b) QPSK, OSNR=20-dB.

(c) 16-QAM, OSNR=15-dB. (d) 16-QAM, OSNR=20-dB.

Figure 3.20: Simulated Q (dB) vs. linewidth (kHz) (simulations).

Simulations were performed with a 20-Gbaud polarization multiplexed QPSK and 16-QAM modu-

lated signals at 20-dB OSNR and also at OSNRs close to EKFs respective 7% hard FEC limit (8 dB for

QPSK and 15 dB for 16-QAM). The angular rotation rate of polarization evolution taken for simulations

was 6.8 Mrad/s. This high polarization rotation velocity was taken to make a fair comparison with

the simulations shown by Marshall et al. [13]. Additionally, fixing the polarization rotation velocity in

simulations where the system is highly stressed beyond practical limits ensures the robustness of the

system.

The degradation in signal Q is between 0.1 dB and 0.3 dB for all cases at 600-kHz linewidth, between

0.5 dB to 0.7 dB for 800-kHz linewidth and between 0.9 dB to 1.1 dB for 1-MHz linewidth compared with

100-kHz linewidth. As observed from the back-to-back experimental results, the Q varies by 1 dB for

1-dB change in OSNR around the hard FEC limit. Considering this and the simulation results in Fig. 3.20,

it can be concluded that lasers with 1-MHz linewidth require only a 1 dB more OSNR as compared to
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100-kHz linewidth lasers to maintain the performance above the hard FEC limit. Thus, the algorithms to

be sufficiently robust for stressed systems with linewidths up to 1 MHz and polarization rotations up to

6.8 Mrads/s.

UKF performance gains

Test parameter Gain over CMA+VVPE/MMA+ML (dB) Gain over EKF (dB)

Modulation QPSK 16-QAM QPSK 16-QAM

Q at 20-dB OSNR +2 +2.2 +2 +1.5

Implementation penalty
at 7% HD-FEC 0 1.5 0 1

Peak-Q +2.1 +2.3 +2.1 +1

Required launch power
at HD-FEC limit - +2.1 - +1.5

Table 3.3: Performance gain obsserved with the unscented Kalman filter (UKF) against conventional algorithms and
the extended Kalman filter (EKF).

R-UKF performance gains

Test parameter Gain over CMA+VVPE/MMA+ML (dB) Gain over EKF (dB)

Modulation QPSK 16-QAM QPSK 16-QAM

Q at 20-dB OSNR +1.5 +1.7 +1.5 +1

Implementation penalty
at 7% HD-FEC -0.5 +0.6 -0.5 +0.2

Peak-Q +1.8 +2.1 +1.8 +0.8

Reduction in required
launch power at HD-
FEC limit

- +1.2 - +0.3

Table 3.4: Performance gain obsserved with the reduced-unscented Kalman filter (R-UKF) against conventional
algorithms and the extended Kalman filter (EKF). Negative values indicate penalties.

Table 3.3 and Table 3.4 summarize the performance benefits of the UKF and R-UKF over other algo-

rithms. Overall, these results indicate that, because it only provides a marginal performance improvement

for higher modulation formats, EKF is not a good alternative to conventional CMA+VVPE/MMA+ML

algorithms. On the other hand, the better performance improvement from using the UKF may come at

the cost of increased complexity. For particular cases where moderate or high OSNRs in the system are

available, the R-UKF seems to provide a good alternative to CMA/MMA+VVPE in terms of performance

and complexity.

The techniques proposed in this chapter use Kalman filters for some of the aspects of carrier recovery.

The phase noise compensation is addressed in this work but is restricted to the laser phase noise.

The nonlinear phase noise tracking using Kalman filters has not been investigated. [79] and [87] have
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contributed to this aspect using Kalman filters but have restricted themselves to extended Kalman filters

(EKF). The ASE-induced nonlinear phase noise has been proved to show a good correlation with its

delayed version. Also, the correlation strength persists up to longer delays for WDM signals with more

number of channels. [98] shows that this correlation extends upto about 20 symbols for a 9-channel,

180-Gbaud signal. Thus, the currently used Kalman filters with maximum 1 symbol delay may not

be optimum. A multiple-delay version of Kalman filter that considers the decisions of more than one

previous symbols could be an interesting study. As a follow-up project, the performance of such multiple-

delay Kalman filter can be compared with already existed multiple-delayed nonlinear filters such as

the Volterra-filters. Additionally, this project may also face higher latencies due to calculations required

to update Kalman gains for each delay tap. Thus, a tradeoff may be observed with performance and

latencies. If the system can be parallelized, this latency issue can be reduced. However, the number of

computations required to extract a symbol and the hardware complexity will definitely increase. Further

investigation is required on this topic to understand the implementation feasibility of the multiple-delays

Kalman filter.

Like mentioned earlier, the Kalman filters give a benefit when upgrading to higher-QAM modulation

schemes. This is the result of their decision-directed nature where the system just needs to change the

decision block according to the new modulation format, while rest of the system remains the same. The

problem arises when the OSNRs drop and causes errors in decisions. Any decision error will cause

the tracking to derail and the filter has to start over and achieve tracking again, sometimes impossible

without training symbols. Nonetheless, high-order QAM systems are usually maintained at high OSNR

levels and with Kalman filter’s higher accuracy, they can prove to be very useful for carrier recovery in

systems with very high linewidth lasers and rapid polarization rotations.

The QPSK and 16-QAM modulation schemes were investigated for the reason to understand the

scalability in modulation schemes. Multicore fibers have been investigated in high data rate transmission

using multiple cores as separate channels for optical communication signals [99] [100] [101]. The UKF

algorithms can be expected to give similar benefits in multicore fiber systems as well, provided that the

mode-coupling issue is resolved before giving different signals to the Kalman filters. The decoupling

MIMO algorithms and Kalman filters can also be attempted to be combined if the interference can be

mathematically modelled.

Low-cost coherent communication has been attempted in optical wide-area networks (WAN) for

their high sensitivity and ease for using amplitude-phase modulation schemes [102]. In their attempts to

make the coherent system low-cost, the network operators tend to use less-efficient devices such as high

linewidth lasers as local oscillators. As a result, the signal experiences high frequency offsets and phase

noises. To tackle these, the receiver system needs strong carrier-recovery algorithms. Thus, the UKF can
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be highly beneficial for DCIs. With an additional benefit in computational complexity, even the R-UKF

prove to be useful.

Kalman filters have been used in RF communications for more than 40 years now due to their optimal

estimation quality and its ability to track variables that undergo non-stationary process. However, their

application makes more sense for optical communications where the phase noise and frequency drifts

are much higher, in terms of hundreds of kHz and hundreds of MHz respectively that calls for a strong

estimation algorithm. With the use of Kalman filters, the optical systems can be made to work with

low-cost lasers that give higher linewidths and frequency drifts. Hence, Kalman filters can lead to

reduction in cost of deployment in coherent-optical communication systems. As low cost is one of the

main reasons driving the industries to move from coherent to direct-detection, Kalman filter’s can give

an edge to the low-cost coherent-optical communication systems.

3.6.5 Conclusions

The Kalman filters outperform the conventional algorithms in the applications covered in this thesis

and that confirms the claims about Kalman filters in the literature. They can be applied for many more

applications in optical communications and beyond, as long as there is a random variable involved

following the Wiener process. As the phase noise (linear or nonlinear) follows this model, Kalman filters

can be used to track the phase noise individually or jointly with some other parameter that distorts the

received signal. Additionally, the Kalman filter allows for estimation of multiple state parameters if

the state-space equations can be formulated in algebraic matrix form. Thus, a combined nonlinearity

compensation along with polarization-state and phase-noise tracking can be targeted as a future project.

Unfortunately, as discussed before, the Kalman filters either require more computation time for serial-

processing, or require more processing hardware in parallel-processing. A carrier recovery technique

that not only reduces this complexity from DSP but removes it completely could be interesting and is

investigated in the next chapter.



C H A P T E R 4

Optoelectronic processing approach for carrier
recovery

In this chapter, a carrier frequency-offset estimator for optical OFDM systems using

off-the-shelf optical components and simple digital processing is proposed as a

replacement for the purely digital signal processing. Simulations show the system

accuracy of < 4% estimate error within the range [-1250 +1250] MHz offsets for a

single polarization 28-Gbaud OFDM signal with 15% cyclic prefix. The effects of the

system parameters on the performance are investigated.

Publications based on this chapter-

1. J. Jokhakar, B. Corcoran, C. Zhu and A. J. Lowery, “Electro-Optic frequency

offset estimator for optical OFDM,” in European Conference and Exhibition on

Optical communication (ECOC’16), Dusseldorf, Germany, paper W.4.SC3.12

2. J. Jokhakar, B. Corcoran, C. Zhu and A. J. Lowery, “Simple optoelectronic

frequency offset estimator for optical OFDM,” Opt. Express 25, 32161-32177

(2017).

4.1 Introduction and problem statement

Coherent optical OFDM (CO-OFDM) enables high spectral efficiency by supporting high-order complex

modulation schemes and by providing a compact signal spectrum [103–106]. This allows for ultra-high

speed, spectrally efficient signaling in fiber communication links. However, CO-OFDM is highly sensitive

to the carrier frequency offsets (CFO) that causes a loss of orthogonality of the subcarriers, leading to

errors.
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Digital signal processing (DSP) at the receiver-side of a fiber optic link is often used to estimate and

then compensate for the CFO. There are several different approaches taken to achieve this. A spectral

peak search method can be used [97], which finds the peak in the absolute Fast-Fourier transform (FFT)

spectuml of a large number of samples from the coherently received signal. Xinwei et al. proposed a

technique that estimates the CFO based on the power variations in the null subcarriers [107] and Ming

et al. proposed a likelihood function to be maximized [108]. An iterative frequency offset estimation

method has also been proposed for OFDM signals [109]. Digital autocorrelation-based technique that

uses the cyclic prefix of OFDM to estimate the CFO can also be used [110]. Training-based techniques

have been proposed by Schmidl and Cox in [111] and by Minn et al. [112]. Such training-symbols and

pilot-subcarrier based CFO estimation techniques have also been proposed by Fan et al., which achieve

dynamic tracking of the CFO [113]. Digital phase-locked loops (PLLs) have also been explored for CFO

estimation and correction by using a carrier phase estimator [114]. Of all of these techniques, the most

widely used are the spectral peak search method [97] and the digital autocorrelation method [110]. Both

techniques require a large number of samples to be processed which drastically adds to the computational

latency in the DSP. Any attempts to reduce the computational cost/ latency by processing fewer samples

will result in loss of estimate accuracy or resolution that has deleterious effect on the BER performance.

The techniques proposed by Schmidl and Cox [111] and by Minn et al. [112] are also widely used but, as

the proposed CFO estimation method in this chapter is also blind, the blind spectral-peak search method

is chosen for fair comparison.

Coming to the problem addressed in this chapter, the latency, as a figure of merit for comparison,

is a critical parameter for a processing system. A small improvement in latency is important owing to

its impact on certain business models. For example, the latency over the internet was widely exploited

by few Wall Street traders who managed to get faster access to the stock prices than the rest by using

dedicated optical fiber internet connections. A latency of a few milliseconds was translated to multi-

million-dollar stock deals in favour of these few traders with high speed access. This, consequently,

has fueled parallel and real-time processing research over decades. This chapter intends to address this

latency issue in data-recovery by reducing the load on DSP.

Instead of replacing these algorithms with their parallel-processing counterparts, the proposed estima-

tor completely removes the estimation algorithm. While parallelization can reduce the processing time

by a given factor related to the number of parallel processes, this will increase the required high-speed

(GHz-scale) digital hardware resources. To break the hardware/latency trade off from parallelization,

the optoelectronic approach minimizes the latency by performing CFO estimation with an analog opto-

electronic system and low-speed (MHz-scale) digital processing. To this end, an optoelectronic frequency

offset estimator (OEFOE) is proposed which operates in parallel to the coherent receiver, as shown in



CHAPTER 4. OPTOELECTRONIC PROCESSING APPROACH FOR CARRIER RECOVERY 59

Figure 4.1: Receiver implementing the proposed estimator. ADC: Analog-to-Digital converter; LO: Local oscillator.

Fig. 4.1. This removes the computationally expensive estimation algorithms from the DSP.

All-optical or electro-optical techniques can also be employed, to avoid placing a processing burden

on the DSP. These include optical injection locking (OIL) [14], optical phase-locked loops (OPLL) [115]

and electro-optic phase-locked loops (EOPLL) [116]. Although these methods have their own advantages,

such as simultaneous phase noise mitigation and sequential architectures, they are restricted by the

complexities in OPLL, the bandwidths of the components in EOPLL or requirement of a guard band in

OIL case. The proposed OEFOE gives accurate estimates for the CFO of < 4% error without requiring

high speed, expensive components, while keeping the design simpler than OIL, EOPLL or an OPLL. The

proposed system takes the received signal and the local oscillator (LO) signal as inputs and gives an

electrical output corresponding to the frequency offset as shown in Fig. 4.1. This output is provided as a

feedback to the local oscillator laser to perform the offset correction.

4.2 Coherent-optical orthogonal frequency division multiplexing

Before going into the concepts of the proposed OEFOE, a brief explanation of the coherent optical

orthogonal frequency division multiplexing (CO-OFDM) is given here. This is important as CO-OFDM

signal is used for numerous tests in this and the next chapter of this thesis. The OFDM, in general is

widely used in RF communications for WiFi (802.11 a,g,n and forthcoming standards) and 4G cellular

networks [117]. OFDM is a generic type of multi-carrier modulation (MCM) where data is loaded on

multiple subcarriers of small bandwidths. Mathematically, an MCM signal can be represented as [103]-

s(t) =
∞

∑
t=−∞

Nsc

∑
k=1

ckisk(t− iTs) (4.1)

sk(t) = J(t)e(j2π fkt) (4.2)

J(t) = 1, (0 < t ≤ Ts) (4.3)

= 0, (t ≤ 0, t > Ts)

where, cki is the data symbol at time instance i on kth subcarrier with symbol period, Ts. The

subcarriers are each centered at frequency fk. MCM gives the benefit of using easy frequency-domain
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equalization and robustness to frequency-selective multipath in wireless communication. Unfortunately,

MCM needs a broad bandwidth to accommodate all the subcarriers without interference. As a solution,

OFDM was suggested that again uses subcarriers but they overlap each other to conserve bandwidth

[118, 119]. To prevent interference due to overlapping subcarriers, they need to be made orthogonal.

Consider δk,l as the orthogonality function of the subcarriers such that

δk,l =
∫ Ts

0
sksl
∗dt (4.4)

From Eq. (4.2),

δk,l =
sin(π( fk − fl)Ts)

π( fk − fl)Ts
e2π( fk− fl)Ts (4.5)

Here, ∗ represents the complex-conjugate of a variable. For orthogonality, δk,l = 0. This leads to

fk − fl = m 1
Ts

for any integer m. Hence, if the frequency spacing between subcarriers is kept as described

above, the subcarriers overlap but do not interfere, resulting in spectral efficiency.

OFDM requires a large number of subcarriers for robust operation. This leads to high computational

complexity for large number of subcarriers. Nonetheless, from Eq. (4.1), OFDM signal can be generated

by simple and computationally efficient inverse fast-Fourier transform (IFFT) on the transmitter and the

data can be recovered using FFT on the receiver-side. Thus, the OFDM system becomes computationally-

simpler.

The OFDM is added with a cyclic prefix that is a copy of a few samples at the start of an OFDM

symbol added at the end of it. This is shown in Fig. 4.2

Figure 4.2: Cyclic prefix addition onto OFDM symbols.

The cyclic prefix added to the OFDM symbols makes it robust to the intersymbol-interference (ISI)

due to delay spread. In extension, the cyclic prefix maintains the periodicity within an OFDM signal.

As a result, the linear convolutional effect of the channel behaves as circular convolution. On removing

the cyclic prefix at the receiver, this circular convolution along with the FFT removes the inter-carrier

interference, provided the length of the cyclic prefix is more than the delay spread. The signal flow

diagram for OFDM is shown in Fig. 4.3.



CHAPTER 4. OPTOELECTRONIC PROCESSING APPROACH FOR CARRIER RECOVERY 61

Figure 4.3: Signal flow diagram of an OFDM system. FFT: fast fourier transform, IFFT: inverse fast fourier transform,
LO: local oscillator.

The delay spread multipath in wireless communication can be related to the chromatic dispersion

in optical communications. Thus, the concept of OFDM was extended to optical communications,

primarily to combat the chromatic-dispersion problem as first demonstrated by Lowery et al. in 2005 [119]

for a 32x10-Gbps wavelength-multiplexed optical single-sideband OFDM transmission over 4000 kms

using direct-detection. The data can be loaded on subcarriers on both the side-bands with complex IQ

modulators with a linear response. The Mach-Zehnder modulators operating in their linear response

region in an IQ modulator pack can be used for this with coherent receivers, that give linear relationship

for optical-electrical conversion, on the receiver-side. This system was termed CO-OFDM. Shieh et al.

demonstrated the CO-OFDM transmission for an 8-Gbps signal over 1000 kms [120]. The benefits offered

by CO-OFDM are listed as follows:

1. robustness to chromatic dispersion up to certain limits (depending on the cyclic prefix length) and

capability for complete mitigation in DSP.

2. Capability to mitigate the polarization-mode dispersion (PMD) in DSP.

3. Easy frequency-domain equalization and pre-compensation possible.

4. High spectral-efficiency as the orthogonal subcarriers are overlapping in frequency-domain.

5. Spectrum-shaping and easy guard-band allocation possible because of frequency-domain symbol

mapping.

6. Above benefits achieved with low computational complexity as IFFT and FFT blocks are used.

4.3 Concept of optoelectronic frequency offset estimator

The underlying concept for the working of the OEFOE lies in the cyclostationarity property of OFDM

signals with cyclic prefixes [110]. Consider an OFDM signal Es(t) with a cyclic prefix of period TCP. Let

τ1 be the OFDM symbol period without the cyclic prefix as shown in the inset of Fig. 4.4.
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Thus,

Es(t) = Es(t + τ1) f or t = 0 to TCP (4.6)

Now consider the autocorrelation R(τ) of the signal Es(t) with delay τ.

R(τ) =
∫ ∞

0
Es(t)Es(t + τ)∗dt (4.7)

Let the carrier frequency of the transmitted signal be ω0 and carrier frequency offset ∆ f . Thus, the

received signal Ys and the local oscillator signal YL are-

Ys(t) = Es(t)ejω0t+φ1 (4.8)

YL(t) = EL(t)ej(ω0t+2π∆ f )t+φ2 (4.9)

where EL(t) is the amplitude of the local oscillator signal and φ1, φ2 are the phase offsets. The autocorre-

lations of Ys(t) and YL(t) are

Rs(τ) =
∫ ∞

0
Ys(t)Ys(t + τ)∗dt = e−jω0τ

∫ ∞

0
Es(t)Es(t + τ)∗dt = e−jω0τ R(τ) (4.10)

RL(τ) =
∫ ∞

0
YL(t)YL(t + τ)∗dt = e−jω0τe−j2π∆ f τ

∫ ∞

0
EL(t)EL(t + τ)∗dt = e−jω0τe−j2π∆ f τ L(τ) (4.11)

where L(τ) =
∫ ∞

0 Es(t)Es(t + τ)∗dt. The phase offsets φ1 and φ1 are affected by the laser phase noise

but the integration operation and the Wiener-process nature of the phase noise negates their effect. This

will be explained further. Note that Rs(τ) and RL(τ) are not dependent on time, t, but remain constant

for a given value of delay, τ, for a fixed CFO, ∆ f .

The ratio of Rs(τ) and RL(τ) is:

D(τ) =
Rs(τ)

RL(τ)
=

ej2π∆ f tR(τ)

L(τ)
(4.12)

Now, if the delay τ = τ1 from Eqs. (4.6) and (4.7), R(τ1) =
∫ ∞

0 Es(t)Es(t + τ)∗dt. The R(τ1) can be

written as summation of multiple OFDM symbols as follows.

R(τ1) =
Nint

∑
n=0

∫ TOFDM

0
Es(nTOFDM + t)Es(nTOFDM + t + τ1)

∗dt (4.13)

where, n is OFDM symbol index and TOFDM is the OFDM symbol period, including the cyclic prefix,

given as TOFDM = TCP + τ1. For realistic system, n ranges up to a finite value Nint that reflects the

number of OFDM symbols that need to be integrated for the proposed system to converge to the required
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estimate. R(τ1) can then be extended as

R(τ1) =
Nint

∑
n=0

(∫ TCP

0
Es(nTOFDM + t)Es(nTOFDM + t)∗dt

+
∫ TOFDM

t>TCP

Es(nTOFDM + t)Es(nTOFDM + t + τ1)
∗dt

)

Since the OFDM symbols are uncorrelated for t > TCP, the second term will reduce to zero. As a result,

for τ = τ1, R(τ) = ∑Nint
n=0

∫ TCP
0 |Es(nTOFDM + t)|2 and is real. It is important to note here that the strength

of the autocorrelation is proportional to the length of cyclic prefix. Thus, longer cyclic prefixes will

improve the system accuracy, as will be shown in next section. Similarly, since the amplitude of the local

oscillator signal EL(t) can be taken as constant, and L(τ) =
∫ TCP

0 |EL(t)|2 is also real. Thus, the only

complex term in Eq. (4.12) is ej2π∆ f t and the CFO can be calculated as-

∆ f =
∠D(τ1)

2πτ1
(4.14)

4.4 System design and simulations

Two different sub-system designs are proposed here where each design has its own benefits in different

implementation scenarios.

4.4.1 OEFOE Version 1

System design

The first design of the proposed optoelectronic CFO estimator (OEFOE 1) is shown in Fig. 4.4. This

design is conceptually closest to the method described in the previous section, with the delayed signal

and delayed LO mixing, physically occurring separately.

OEFOE 1 takes the received OFDM signal as input and splits it using a 3-dB coupler. The signal is

delayed in one of the arms by a specific delay τ1, equal to the OFDM symbol period without the cyclic

prefix (as shown in the inset of Fig. 4.4). It is assumed that the structure of the cyclic prefix of the signal

in the optical network or a link is standardized and known to the receiver. Thus, the delay line’s length,

depending on τ1, can be selected accordingly. Just to make the proposed OEFOE flexible, the delay line

fiber can be made detachable such that it can be replaced appropriately whenever the cyclic prefix length

is changed. Problems may arise only when the system dynamically changes the cyclic prefix length.

The signal and the delayed version are then fed to a 90°-hybrid and the outputs of the hybrid are

detected by slow photodiodes in balanced configuration. The output of the configuration will converge

to Rs(τ1) [121] as shown in Fig. 4.4. Simultaneously a similar setup generates a signal that converges to
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Figure 4.4: Proposed optoelectronic CFO estimator (OEFOE) design. Inset: OFDM symbol frame structure.

RL(τ1) as shown in Fig. 4.4. The integration operation required for Rs(τ1) and RL(τ1) is performed by

the slow photodiodes [122], with bandwidths governed by the parameter Nint. The integration time of

the photodiodes has to be more than (Nint × TOFDM). Fig. 4.5 shows the OEFOE’s output against time

from which the convergence can be extrapolated to find the number of OFDM symbols to be integrated

(Nint).

Figure 4.5: Simulated system output vs. photodiode integration time for CFO = 410 MHz.

Simulations were performed in VPItransmissionMaker software (Version 9.7) for a 28-Gbaud QPSK

modulated OFDM signal of FFT length 156, 100 subcarriers and 15% cyclic prefix. The signal was

oversampled at 40 Gsa/s. With this configuration, the delay τ1 can be calculated to be 0.8 ns. Substituting

τ1 = 0.8 ns in Eq. (4.14) with ∠D(τ1) ∈ [−π, π], the estimation range of the OEFOE is [-625 MHz, +625

MHz]. The parameters of the optical fiber chosen for simulations are given in Table 1.

Initially, the CFO was set to 410 MHz and the output was recorded while the integration-time was

swept (Fig. 4.5). It is observed that the output of the OEFOE converges to the actual CFO of 410 MHz

after 1.5 µs. Hence, the number of OFDM symbols that need to be integrated to converge to the required
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Simulation parameters
Parameter Value Unit
Attenuation 0.2 dB/km
Dispersion 16× 10−6 s/m2

Dispersion slope 0.08× 103 s/m3

Group refractive in-
dex 1.47 -

Nonlinear index 2.6× 10−20 m2/W
Core area 80× 10−12 m2

EDFA noise figure 4 dB
Span length 100 km

Table 4.1: Parameter values taken for simulations.

estimate can be given as Nint = 1.5× 10−6/TOFDM. This dependence of convergence on the cyclic

prefix is discussed in Section 4.4. In the case of fast photodiodes, the integration can be provided

by bandwidth-limiting filters. However, this is not advised, as it increases the cost. The remaining

operations to calculate the CFO (Eq. (4.14)) can be performed using a simple microprocessor. To do so,

the electrical signals at the output of the balanced configuration need to be sampled after convergence. A

single sample taken after 1.5 µs is sufficient to calculate the CFO using Eq. (4.14). Note that the actual

sampling takes place after the balanced photodiodes Fig. 4.4; the trace in Fig. 4.5 just helps to visualize

the convergence process.

As depicted in Fig. 4.4, OEFOE 1 could be implemented with passive off-the-shelf components such

as 3-dB couplers, 90°-hybrids, and optical delay lines. Additionally, the electronic components can have

low bandwidth, as only slow photodiodes and ADCs with MHz sampling rate are required. Moreover,

only a small number of float-point operations are required on the samples to give the desired frequency

offset estimates, which can readily be performed by a simple microcontroller.

Simulations and results for OEFOE 1

(a) with ambiguity beyong CFO=625 MHz. (b) with ambiguity resolved.

Figure 4.6: Scatterplots of Estimated CFO vs. Actual CFO (MHz).

Fig. 4.6a shows the simulated scatterplot, now with CFO sweep, estimated by the OEFOE in back-
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to-back setup. The CFO is randomly chosen within the range [-1250 MHz, +1250 MHz] for 1000 runs

and estimates are calculated by both methods. As expected, the OEFOE gives accurate results with

estimate errors < 1% up to ±625 MHz. The slope of the scatter plot reverses beyond 625 MHz because of

phase reversal of ∠D(τ1) beyond π radians for positive CFO and beyond −π radians for negative CFO.

This creates an ambiguity in estimating CFO beyond ±625 MHz (Fig. 4.6a). To resolve this ambiguity,

a known phase shift ∆φ = 2π fkτ is added digitally to Rs(τ). fk is known (+2 MHz in our case) giving

Rs
k(τ) = Rs(τ)ej2π fkτ and leading to new frequency offset ∆ fk.

If, ∆ f < 625 MHz, (∆ fk − ∆ f ) will be positive owing to positive frequency shift. Similarly, if ∆ f >

625 MHz, (∆ fk−∆ f ) will be negative due to the negative slope in this region. Hence, with one additional

multiplicative and subtracting operation in the microcontroller, the ambiguity can be resolved to give

full estimation range of [-1250, +1250] MHz as shown in Fig. 4.6b. As these computations are to be

performed on a low-clock rate microcontroller, the cost of providing these computations is orders of

magnitude lower than for GHz-clock DSP ASICs used in conventional coherent communication systems.

This method to resolve ambiguity will fail within the range [623, 625] MHz of the absolute actual CFO,

excluding the limiting values. Despite of this failure in ambiguity resolution, the error in CFO calculation

will be a maximum of 4 MHz which is still very low (< 6.4%). Apart from that, the chance of the actual

CFO falling within this range is low. So, in practical systems that have the CFO drifting frequently, the

proposed OEFOE will have a negligible outage probability.

Implementation issues for OEFOE 1

In practical implementation of the OEFOE with discrete components as suggested above, the device’s

performance is affected by various parameters such as-

1. Different delays in the two optical delay lines before the 90°-hybrids in Fig. 4.4 instead of a single

delay, τ1.

2. ”Not-same” phase differences between signals at the outputs of the two 3-dB couplers in Fig. 4.4.

These parameters could be precisely controlled if OEFOE 1 was to be implemented on an integrated

’photonic chip’, by providing a phase-stable platform. In the case when the OEFOE needs to be prototyped

with discrete components, OEFOE 1 fails to give accurate result owing to the different delays in optical

delay lines and phase differences in the 3-dB couplers. These parameters cannot be controlled or

calibrated with discrete components. For such scenario of implementation with discrete components, a

different design (OEFOE Version 2) is proposed in the next section.
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Figure 4.7: OEFOE version 2 setup. PC: polarization controller; PBS: polarization beam splitter.

4.4.2 OEFOE Version 2

A modified version of the OEFOE setup is proposed that can be prototyped with discrete components,

shown in Fig. 4.7. This second version (OEFOE 2) uses only one optical delay line and one 3-dB coupler

for both received and LO signals and exploits a dual-polarization coherent receiver to estimate the

CFO. The received signal Ys(t) and the local oscillator signal YL(t) are orthogonally polarized, aligned

to x and y polarizations respectively using polarization controllers (PC) and combined using a 3-dB

coupler. Thus, the 3-dB coupler will have signal Ys(t)x̂ +YL(t)ŷ on one output arm and a delayed version

Ys(t + τ1)x̂ + YL(t + τ1)ŷ on the other arm after passing through an optical delay line, τ1. These signals,

after splitting by polarization beam splitters (PBS), are received as Ys(t)x̂ and Ys(t + τ1)x̂ at the inputs of

one 90°-hybrid and YL(t)ŷ and YL(t + τ1)ŷ at the inputs of other hybrid, similar to OEFOE 1 setup in

Fig. 4.4. Thus, the rest of the system is the same as in Fig. 4.4, and the CFO estimates can be acquired at

the output. For proper functioning of OEFOE 2, care needs to be taken that the laboratory environment

is controlled and the polarization of the signal does not drift. Otherwise, OEFOE 2 will require repetitive

adjustment of the polarization controllers. It can be then shown that this system is robust to phase and

delay perturbations that affected OEFOE 1 design. The proposed systems in Fig. 4.4 and Fig. 4.7 resemble

a coherent receiver, which is usually costly. Nonetheless, no high-speed photodiodes or high-speed

ADCs are used, which are the major contributors to the high cost of the coherent receivers.

4.4.3 Effect of the phase mismatch between signals at outputs of 3-dB coupler

Let the phase mismatch between the two output arms of the 3-dB coupler be ∆φ . Thus, the inputs of the

PBSs in Fig. 4 are

P1(t) = ej∆φ(Ys(t)x̂ + YL(t)ŷ) (4.15)

P2(t + τ1) = (Ys(t + τ1)x̂ + YL(t + τ1)ŷ) (4.16)

After being split by the PBSs, from Eqs. (4.10) and (4.11), the autocorrelation values will be

Rs(τ) = e−jω0τej∆φR(τ) and RL(τ) = e−jω0τe−j2π∆ f τej∆φL(τ). (4.17)
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As a result, after taking a ratio of Rs(τ) and RL(τ) in the microprocessor, the ej∆φ term is cancelled and

the value of D(τ) remains the same as in Eq. (4.12). So, any phase mismatch between the signals in the

output arms of the 3-dB coupler should have no effect on OEFOE 2. This is shown in Fig. 4.8

Figure 4.8: Simulated Q (dB) and estimate % error vs. coupler output phase mismatch (degrees).

4.4.4 Effects of the delay variations in the optical delay line (τ1)

Figure 4.9: Simulated Q (dB) and estimate % error vs. delay variations (ps) in optical delay line.

For commercial SMF-28e fibers, the temperature variations in the fiber lengths can cause a delay

variation up to±30 ps [123]. To observe the effect of delay variations, a 28-Gbaud, QPSK encoded OFDM

signal of FFT length 156, 100 subcarriers and 15% cyclic prefix was generated as a test signal. As observed

in Fig. 4.9, the delay variations cause a linear increase in the error and degradation of the Q performance

of the system. This is observed despite of assuming perfect extinction ratio PBS whose effect will be

added in the next section. With the delay variations increasing from 0 ps to 36 ps (4.5% of τ1), the %

error increases from 0.16% to 3.6% causing the Q of the recovered signal to drop from 20.6 dB to 19.35

dB i.e. by 1.25 dB. This degradation can be nulled by keeping the system in a temperature-controlled

environment or by integration.
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While considering the delay variation, the plots in Fig. 4.9 remains the same for both OEFOE versions,

except that for OEFOE 1, the x-axis is the sum of the delay drifts (∆τ1
(1) + ∆τ1

(2)) and for OEFOE 2, the

x-axis is just ∆τ1. It is obvious that OEFOE 1 is much more sensitive to delay drifts as it takes smaller

drifts in individual delay elements to achieve a delay drift in OEFOE 2. For eg. for 0.5-dB penalty in

Q, OEFOE 1 needs its delay element to drift by 15 ps, whereas it will take smaller drifts in individual

delay elements of OEFOE 2 (5 and 10 or any other combination adding up to 15) to reach the same Q

penalty. Two such combinations of delay drifts (∆τ1
(1) = 5,∆τ1

(2) = 10) and (∆τ1
(1) = 23,∆τ1

(2) = 7) are

simulated and the results verify the discussion above. This proves that the delay variations are more

problematic in OEFOE 1 as it uses two optical delay lines and the paths are independent. On the other

hand, OEFOE 2 uses a single optical delay line and thus the shifts are common for both the OFDM and

the LO signals. Consequently, OEFOE 2 is less affected by the delay variations than OEFOE 1, if both

versions are implemented in lab using discrete components. Still, shifts in delay away from τ1 cause

inaccuracies.

4.4.5 Effect of the polarization misalignment in the polarization controllers

OEFOE Version 2 was implemented experimentally using discrete components. A 28-GBaud OFDM,

QPSK signal of FFT length 156, 100 subcarriers and 15% cyclic prefix was fed from a Keysight 92 GSa/s

arbitrary waveform generator (AWG) into a Teraxion optical IQ modulator. The modulated signal was

split using a 3-dB coupler, where the one output was connected to a coherent receiver and the other to

the proposed FO estimator. The local oscillator signal was also split in similar fashion. This splitting was

done to calculate the actual frequency offset using conventional offline DSP method simultaneously, in

order to verify the accuracy of the proposed FO estimator. For this offline DSP, the signal was received by

a 25-GHz electrical bandwidth integrated coherent receiver connected to a Keysight 40 Gsa/s, 30-GHz

bandwidth oscilloscope. The actual frequency offset was then calculated using the spectral-peak search

technique.

At the same time, the proposed OEFOE setup was made in parallel as in OEFOE 2 shown in Fig. 4.7.

Fortunately, the inherent internal structure of a Finisar CPRV1b2tA series integrated coherent receivers

contains two PBS, two 90° hybrids and balanced photodiodes connected in the same fashion as designed

in the proposed setup. Thus, it was used for detecting the optical signals. The integration process and

remnant operations were performed in offline DSP for ease of proof of concept. As the Finisar integrated

coherent receivers have fast photodiodes, in contrast to our requirements, the integration of the signal

was done in offline DSP using digital low-pass filters.

The frequency offset of the system was allowed to drift within the range [-900 MHz, +900 MHz].

Fig. 4.10 shows the scatter plot of the absolute of estimated CFO against the actual CFO of the system
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Figure 4.10: DSP estimated absolute CFO vs. proposed OEFOE Version 2 estimated absolute CFO.

(a) Simulated scatterplots of the CFO estimates for dif-
ferent polarization extinction ratio (ER).

(b) Estimate error (%) vs. ER (dB).

Figure 4.11: Effect of the polarization misalignment.

calculated using the spectral search method. The simulations show accurate estimation up to ± 625 MHz.

The experimental results show the estimate error increasing with the frequency offsets. This increasing

error was investigated and concluded to arise from polarization misalignment in the polarization

controllers. This was verified in simulations as shown below.

As OEFOE 2 uses polarization diversity, the polarization alignment of the signal becomes an important

factor in the performance. For accurate CFO estimations, the polarization controllers in Fig. 4.7 need to

be aligned properly such that the Ys(t) and the local oscillator signal YL(t) are orthogonally polarized

on x and y polarizations respectively. In case of polarization misalignment, the system gives errors.

As shown in the Fig. 4.11b the estimate errors increase nonlinearly with a decrease in the polarization

extinction ratio (ER). In simulations, the polarization beam splitter is modelled to have a perfect ER, and

so the change in the ER determined by the polarization misalignment θ, where ER = −10log10(sin[θ]).
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In reality, the limited ER of the polarization beam splitters would need to be taken into account. It

can be observed that the error-ratio increases rapidly from almost 0% to 50% when the polarization mis-

alignment θ is increased from 0° (ER=-20.5 dB) to 10° (ER=-8 dB). To understand this effect, simulations

were again performed by varying the ER by changing the polarization-mismatch, θ. The results are

shown in Fig. 4.11a where the scatterplot shows perfect estimation for ER = -∞ i.e. when θ = 0 but the

errors increase rapidly when the ER is slightly increased from -16 dB to -12 dB. This proves the proposed

OEFOE 2 is also sensitive to the polarization alignment.

A specific OEFOE design can be chosen according to the application scenario. The OEFOE 1 design is

accurate with errors < 0.2% when fabricated on an integrated photonic chip with active control of phases.

On the other hand, when implemented with discrete components, OEFOE 1 performance is strongly

affected by the delay variations and phase difference between outputs of 3-dB couplers. Consequently,

the OEFOE 2 design is proposed that is robust to the 3-dB coupler phase differences and less sensitive to

the delay variations compared with the OEFOE 1 design. Unfortunately, this design is sensitive to the

polarization extinction ratio of the PBSs in the design and needs to be carefully taken care of for accurate

results. The next sections discuss the parameters in the system that are common to both designs and

their effects on the estimation accuracy.

4.5 Variation of performance against cyclic prefix length

As seen in Eq. (4.13), the strength of the autocorrelation depends on the limits of the integral; i.e. on the

duration of the cyclic prefix (TCP), that in turn determines the accuracy of the system. In other words,

from Eq. (4.13), R(τ) will be more accurate when the cyclic prefix is longer. Intuitively, longer cyclic

prefix, TCP in proportion to TOFDM, means that the autocorrelation is calculated over more symbols that

increases its strength and thus the accuracy of the system. On the other hand, a longer cyclic prefix

reduces spectral efficiency, showing a trade-off between Q performance and spectral efficiency.

The effect of changing cyclic prefix length can be seen in Fig. 4.12a, Fig. 4.12b and Fig. 4.12c where

the OEFOE converges to the actual CFO faster for the signals with longer CP. From Fig. 4.12 it can be

observed that the convergence is affected by the CP proportion (Fig. 4.12a, Fig. 4.12b and Fig. 4.12c) and

not by the FFT size (Fig. 4.12d), giving us freedom when choosing the FFT size according to the channel

frequency response. Moreover, the magnitude of the frequency offsets also affects the convergence as

can again be observed from Fig. 4.12a, Fig. 4.12b and Fig. 4.12c. Greater frequency offsets cause slower

convergence.

The convergence helps us to determine the sampling rate of the ADCs in the proposed OEFOE. For

maximum trackable CFO (1250 MHz) and 15% CP, the estimation signal converges at 1.35 µs. Any

CP lower than 15% causes the convergence to occur only after 2.4 µs. To ensure the convergence, the
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(a) CFO = 200 MHz. (b) CFO =500 MHz.

(c) CFO =1250 MHz. (d) 15% CP, CFO = 200 MHz and different FFT size.

Figure 4.12: Simulated CFO estimate (MHz) vs. time (µs)

Figure 4.13: Estimate error (%) vs. Cyclic prefix (%).

electrical signals are sampled after 1.5 µs for CP set at 15%. Conversely, this means that for a sampling

period of 1.5 µs, the CP must be at least 15% of the OFDM symbol (without cyclic prefix).
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Fig. 4.13 shows the effect of varying the CP length while retaining a sampling period of 1.5 µs. The

estimate error of the OEFOE remains less than 0.2% for cyclic prefix of 15% or more, while it increases

rapidly if the CP is reduced below 15%. Thus, for the rest of our investigations, a 15% CP and a sampling

period of 1.5 µs are chosen.

4.6 Simulated system performance

The OEFOE performance against system parameters such as the laser linewidth and OSNR is investigated

further using VPItransmissionMaker software. The performance was found similar for both OEFOE

versions while considering the lnewidth and AWGN noise. This is intuitively obvious, as the fundamental

estimation concept for both versions is the same i.e. based on finding the autocorrelation of the OFDM

signal. Simulations were performed on OEFOE 2 design as shown in Fig. 4.14 for investigating the effects

of laser linewidth and additive noise.

Figure 4.14: OEFOE simulation schematic in VPItransmissionMaker software.

4.6.1 Laser Linewidth

The linewidth of the lasers used in a system determine the variance of the phase noise for that system.

Fig. 4.15 shows the OEFOE estimates for a CFO of 300 MHz at OSNR of 20 dB. Irrespective of the

linewidths investigated (from 100 kHz to 60 MHz), the OEFOE estimated the CFO accurate to errors < 1

MHz. Thus, the proposed OEFOE system is robust to phase noise. This can be explained by the laser

phase noise following a Wiener model [124]. Let φ(t) be the phase noise added to the signal at time t.

Following the Wiener model [124],

φ(t) = φ(t− 1) + ∆φ (4.18)

where, φ(t)− φ(t− 1) = ∆φt is Gaussian distributed with zero mean and finite variance σt
2.
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Figure 4.15: CFO estimate vs. laser linewidth (MHz) for CFO = 300 MHz.

Continuing further,

φ(t− 1)− φ(t− 2) = ∆φt−1 ∼ N (0, σt−1
2) (4.19)

∴ φ(t)− φ(t− 2) = ∆φt−2 ∼ N (0, σt−1
2 + σt

2) (4.20)

∴ φ(t)− φ(t− TCP) = ∆φt−τ1 ∼ N (0, (σt
2 + σt−1

2 + · · ·+ σt−τ1−1
2)) (4.21)

Hence, while calculating R(τ), the phases of Es(t) and Es(t + τ1) subtract and the integration process

converges to the mean of ∆φt−τ1 that is zero, nulling the effect of phase noise on the CFO estimation.

4.6.2 AWGN loading

(a) CFO estimates vs. OSNR (dB). (b) Q (dB) vs. OSNR (dB).

Figure 4.16: Effect of the AWGN noise for 28-Gbaud QPSK, FFT length=156, number of subcarriers = 100, 15% cyclic
prefix and carrier frequency offset (CFO) = 300 MHz.

To test the robustness of the system to the channel noise, the OFDM signal with QPSK modulation is

noise loaded with varying optical signal to noise ratio (OSNR). Fig. 4.16 compares the Q performance of

the signal recovered using OEFOE with that of the signal recovered using the conventional spectral peak

search method with OSNR sweep. The CFO is set to 300 MHz in the simulations. The phase mismatch
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between the output arms of the 3-dB coupler and the delay variations in the optical delay line are varied

randomly within the ranges [-π, +π] and [0, 30 ps] respectively.

The mean CFO estimate plot from the OEFOE shows random variations independent of the OSNR.

These variations are caused by the delay fluctuations in the optical delay line. Regardless, the mean

estimates of the CFO from the OEFOE shows errors less than 1 MHz. The Q performance varies by

a maximum of 0.8 dB around the mean Q at different OSNR. The plot of mean Q of signal recovered

by OEFOE closely follows that of signal recovered by the spectral peak search method. Thus, it can be

inferred that the system is robust to the noise added to the signal. This can be explained by the integration

operation performed by the slow photodiodes which averages out the additive white Gaussian noise

with zero mean.

4.7 Chromatic dispersion and nonlinear effects of the fiber

The OEFOE system is added in parallel to the coherent receiver setup. As a result, the input signal is

perturbed with chromatic dispersion and nonlinearities when transmitted over a length of optical fiber.

Additionally, the modulation format flexibility is also an important characteristic for the modern 400

Gbps optical networks handling signals with different modulation formats and needs to be examined.

4.7.1 Simulated transmission system: QPSK

Figure 4.17: Simulated CFO estimates vs. launch power (dBm) for QPSK and carrier frequency offset (CFO) = 300
MHz.

To understand the effects of chromatic dispersion and nonlinearities of the optical fiber, the signal

was simulated over transmission links of lengths from 200 km to 700 km. A recirculating loop was

simulated to achieve these link lengths by varying the number of recirculations. Each loop consisted of

one span of 100 km. Fig. 4.17 shows the mean OEFOE and spectral peak search estimates with varying

launch powers for various transmission lengths with actual CFO fixed at 300 MHz. The plots show no
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Figure 4.18: Simulated Q (dB) vs. Launch power (dBm) for 28-Gbaud QPSK signal with FFT length = 156, number of
subcarriers = 100 and 15% cyclic prefix for link distances 200 km, 300 km, 500 km and 700 km.

particular dependence on transmission lengths or launch powers. The mean estimates show < 1 MHz

errors compared with the spectral peak search.

Fig. 4.18 plots the Q of the signal recovered by the OEFOE compared with that of the signal recovered

by the spectral peak search method with launch power sweeps and different transmission distances. The

system using the proposed OEFOE gives a negligible penalty of mean 0.3 dB with 0.7-dB fluctuations

due to delay variations in optical delay line and maximum penalty of 0.6 dB. These low penalties are

independent of chromatic dispersion and the self-phase modulation (SPM) effect evident in the high

launch power regime. Thus, the OEFOE maintains the performance despite of these impairments. The

reason for robustness of OEFOE against the SPM is not completely clear. It may be possible that over the

integrating period of the autocorrelation performed by the OEFOE, the SPM takes values over the range

[0 2π] such that they get averaged out. However, this still needs investigation.

Since the CFO estimation by OEFOE is performed in parallel to the coherent reception, the system re-

ceives a signal that is not dispersion compensated. The fiber dispersion causes pulse spreading that leads

to the inter-symbol interference (ISI). Since the interfering parts are uncorrelated, the autocorrelation

removes their effects. Thus, the OEFOE is robust to the chromatic dispersion and fiber nonlinearities.

4.7.2 Simulated transmission system: 16-QAM

Higher-order QAM modulation formats have been tested for long-haul optical communication links to

increase the throughput and meet the rapidly increasing needs for higher data rates. From Eq. (4.13),

the autocorrelation R(τ) calculates the power of the modulating signal for the period t = 0 to TCP. For

higher-order QAMs, this power can be the same or higher than the QPSK modulating signal, depending
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(a) CFO estimates vs. OSNR (dB). (b) Q (dB) vs. OSNR (dB).

Figure 4.19: Effect of the AWGN noise for 28-Gbaud 16-QAM with FFT length = 156, number of subcarriers = 100, 15
% Cyclic prefix and carrier frequency offset (CFO) = 300 MHz.

on the data in the period. Thus, the autocorrelation R(τ) will not be weaker than that for QPSK, and

may often be stronger. Moving to a higher QAM order format should not cause any degradation in the

performance. This is verified in Fig. 4.19 where a 28-Gbaud, 16-QAM modulated OFDM signal was noise

loaded and recovered using the OEFOE estimates. The system performance is compared with that of a

system using the spectral peak search method. As expected, both the systems again perform similarly

with marginal mean-Q degradation of 0.3 dB for the OEFOE-recovered signal. Like QPSK case, the Q

value varied by maximum 0.7 dB.

The 16-QAM modulated signal transmission over fiber links was simulated for different lengths

from 200 km to 700 km and again the Q performance of both the systems are found to be similar to

each other as can be observed in Fig. 4.20. The robustness of the system can be intuitively extended to

Figure 4.20: Simulated Q (dB) vs. Launch power (dBm) for 28-Gbaud 16-QAM signal with FFT length = 156, number
of subcarriers = 100 and 15% cyclic prefix for link distances 200 km, 300 km, 500 km and 700 km.
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mitigating cross-phase modulation (XPM) for a multichannel WDM system; however, this again remains

to be investigated. Thus, the proposed designs are robust to the modulation format, laser phase noise,

the additive noise, chromatic dispersion and the fiber nonlinearities on transmission, with the system

implementing OEFOE giving Q performance similar to a system using spectral peak search method in

DSP. However, [110] showed that the required cyclic prefix (CP) length increases with the order of the

M-QAM format for accurate CFO estimation using the digital autocorrelation. It can thus be concluded

that despite of similar performance, the OEFOE will require longer CP for higher-order M-QAM.

For practical implementation in deployed optical networks, the OEFOE system requires fabrication as

an integrated package along with the coherent receivers. Considering this, OEFOE 1 proves to be a better

option in practical scenarios as it has a simple design and does not rely on the polarization diversity. On

the other hand, OEFOE 2 can be used for proof of concept demonstrations and to test any modifications

or extension work. Additionally, both the systems rely on the time domain characteristic of the OFDM

signals; the cyclic prefix addition can be emulated in a single carrier system as well by adding known

training symbols on regular intervals (τ1). As a result, with modification to the transmitted signal, the

system can be extended to single-carrier and Nyquist-WDM systems. This can be taken as future work.

The OEFOE designs have the same topology as a dual-polarization (DP) coherent receivers, which are

expensive. This may seem demotivating; but the OEFOE uses slow photodiodes and low-speed ADCs

with bandwidths in range of MHz (instead of GHz bandwidth components in DP coherent receiver

system). As a result, the manufacturing cost can be expected to be lower than that of the DP coherent

receivers and could be further reduced if integration is used. The proposed system can be considered

as a step towards achieving a DSP-free, analog-processing system that is a matter of interest for many

researchers recently to reduce the power consumption by the high-speed processors. For example, an

all-analog chip performing a constant modulus based adaptive equalization was proposed recently [125].

Combined with the OEFOE carrier recovery, the analog chip can achieve a power-efficient all-analog

signal-processing solution that can target DSP-free coherent optical data-center interconnects (DCI)

market.

The OEFOE with a feedback to the laser for frequency control was not performed in this work. Thus,

the OEFOE connected with a laser and aided with required electronics to refresh the slow photodiodes

after every estimation can be made in to a commercial product. However, before commercialization,

it would be interesting to analyze the proposed OEFOE design fabricated on a photonic chip, to un-

derstand the cost parameter. Moreover, the feedback design needs to be analyzed as well for potential

complications that could arise due to feedback delays and rapid frequency drifts.
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4.7.3 Conclusions

The proposed optoelectronic frequency offset estimator gives a wide estimation range and completely

removes the latency part of the CFO estimation algorithms for CO-OFDM systems. It uses off-the-shelf

components and none of them need to be high speed/ high bandwidth components. The OEFOE uses

the cyclic prefix properties of the OFDM systems to estimate the CFO. However, it can be extended to any

other system, provided some training symbols are added repetitively on regular intervals (equivalent to

τ1). As a result, the signal will have training symbols instead of cyclic prefix and the number of symbols

received and extracted still remains the same as the OFDM system. Unfortunately, the signal no longer

contains orthogonal subcarriers and the system loses in spectral efficiency. The spectral efficiency can be

maintained using Nyquist-WDM system and with training symbols added to it, the proposed OEFOE

can be used. Essentially, the proposed OEFOE can be used in OFDM systems, Nyquist-WDM system

provided training symbols are added and any other system at the cost of losing spectral efficiency. To

add the training symbols repetitively is still an issue for implementation in deployed networks as it may

not align with the approved standards.

One of the reasons for industries to move from coherent optical systems to direct-detection (DD)

is the latency as the DD systems do not face CFO issues and do not need CFO estimation algorithms.

Thus, OEFOE again gives an edge to the coherent optical communication systems as it brings down the

latency to the levels of DD systems. The cost issue for coherent receivers over the DD systems still persist

but the OEFOE does not significantly add to the cost of the coherent system as it consists of low-cost

components.

The OEFOE works well for frequency offsets experienced by commercial lasers, but it cannot compen-

sate for timing offsets (TO) in OFDM systems. Bolcksei showed that the autocorrelation of OFDM signal

can be used to estimate the timing offset too [110]. As the OEFOE works on a similar autocorrelation

technique, it may be extended to estimate the TO along with CFO. Moreover, the OEFOE does not com-

pensate for the phase-noise aspect of the carrier recovery. An obvious extension is to explore a technique

that aims at CFO and PN compensation, still performing in analog domain to prevent increasing the

DSP latency. This is achieved using optical injection locking which is investigated and enhanced in the

next chapter.



C H A P T E R 5

All-optical processing approach for carrier
recovery

In this chapter, optical injection locking (OIL) for carrier recovery is explored. Two

applications are investigated that either perform carrier recovery or aid it. They are-

1. The injection lock is highly sensitive to the polarizations-state of the injected

signal. A sub-system that makes the OIL polarization-independent is dis-

cussed and experimentally verified.

2. The inter-channel nonlinear phase noise, dominated by cross-phase modu-

lation is compensated for using optical injection locking. This is further en-

hanced by self-phase modulation cancellation using digital back-propagation.

Publications based on this chapter-

1. J. Jokhakar, B. Corcoran and A. J. Lowery, “Polarization-independent optical
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2. J. Jokhakar, B. Corcoran and A. J. Lowery, “Polarization independent optical

injection locking for carrier recovery in optical communication systems,” Opt.

Express 25, 21216-21228 (2017).

3. J. Jokhakar, A. J. Lowery and B. Corcoran, “Inter-channel nonlinear phase

noise compensation using optical injection locking,” Opt. Express 26, 5733-

5746 (2018).

4. J. Jokhakar, B. Corcoran and A. J. Lowery, “Nonlinearity compensation

using optical injection locking aided by digital back-propagation,” under

preparation.
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5.1 Polarization-independence for optical injection locking.

5.1.1 Introduction

Optical injection locking (OIL), forces a ’slave’ laser to follow the phase trend of a ’master’ injected

signal, and has found many applications over the past decade. These applications include: all-optical

regeneration of signals [126], increasing the linear gain regime of laser [127], bandwidth enhancement of

lasers [128], laser linewidth (LW) reduction [15], phase-locked mode generation for a mode-locked laser

[129], optical phase-locked loops [115, 116] and carrier-recovery in coherent optical systems [14, 130–132].

In coherent optical communication systems, optical carrier recovery mitigates perturbations in the

phase-encoded data, caused by the phase noise of the lasers and finite carrier-frequency offsets (CFO)

between the transmitter’s laser, and the receiver’s local oscillator (LO). Demonstrated analog carrier-

recovery methods include optical and electro optical phase locked loops (PLLs) [115]. Optical PLLs

track the phase of the incoming signals and provide appropriate feedback to the remove the phase

offsets [115]. Although PLLs can track both phase offsets and CFO, sub-system complexity has restricted

practical implementations in communication systems. Electro-optic phase locked loops have also been

proposed [116]. These systems are still relatively complex to implement, and are restricted to CFOs

of 100’s of MHz and phase noise bandwidths on the order of 1 MHz, by the latency of the electrical

components in the feedback. In the digital domain, different signal processing techniques have been

used to compensate for CFO and phase noise (e.g. [8, 92, 97, 133]). The consistent problem faced by

analog and digital methods is the amount of phase noise and CFO that can be compensated for, which is

either restricted by the device-bandwidths and setup-complexity in analog devices or computational

complexity in DSP algorithms. These methods are useful in the best-case scenarios to linewidths on the

order of 1 MHz and frequency offsets on the order of 1 GHz. In contrast, optical injection locking has

been shown to achieve carrier recovery for an offset of tens of GHz [14, 130–132], without introducing

latency in signal recovery in addition to providing 90% phase transfer with optical signal to noise ratios

(OSNR) down to 0 dB [133]. Injection locking the receiver-side LO laser by using a residual carrier wave

from the incoming signal transfers the phase noise of the signal carrier onto the LO, which enables

all-optical recovery of the carrier from coherent reception [14, 130, 131].

5.1.2 Injection locking and Optical injection locking

Injection locking is an effect that affects the frequencies of signals that are coupled with each other. If

multiple signals at slightly different frequencies are present in a system, but the system does not let them

couple, these signals will remain independent and remain at their own frequencies. However, in case the

system allows them to couple with each other, all of them will synchronize with each other and attain a
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common frequency [134] [135]. This common frequency may or may not align with one of the signal’s

frequency.

A common example is syncing of two pendulums as observed by Christian Huygens, the inventor of

pendulum clocks [136]. If two pendulums are made to oscillate on a same beam, the pendulums interact

with each other. As a result, even though both may be made to oscillate on different times and from

different location in space, eventually both pendulums will sync up and oscillate together as described

in Fig. 5.1.

Figure 5.1: Syncing of pendulums on a common beam.

Similar concept is extended to radio-frequency signals [135] and optical lasers [137]. In a scenario

of a two signals, one weak and one stronger, close to each other in frequency in a confined system that

allows for their coupling will result in the stronger signal to aqcuire the weaker signal. In other words,

the weaker signal will imitate the stronger signal in phase and frequency. This locking of weaker signal

injected onto a local stronger signal is called injection locking [135] [134] [137].

Figure 5.2: Conventional OIL setup. VOA: variable optical attenuator; PC: polarization controller; PBS: polarization
beam splitter; ADC: analog-to-digital converter.

A homodyne setup as shown in Fig. 5.2 is used where the received signal is split using a 3-dB coupler

with the signal in one arm fed directly to the coherent receiver and the signal in the other arm injected

in the cavity of a local oscillator (LO) laser. If the free-running frequency of the LO laser ( f2) and the

frequency of the injected signal ( f1) are within the locking range, defined by the power of the injected

signal and laser characteristics, the LO signal locks on to the frequency of the injected signa because of
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optical injection lockingl. This essentially removes the effects of phase noise and the CFO [14, 130–132].

The phase locking capabilities can be explained using the laser’s optical field rate equation [137]-

dE
dt

=
1
2

g∆NE(t) + kAinj − j∆ω∆t (5.1)

where E is the electric field of the slave laser continuous wave signal. g is the linear gain coefficient, ∆N

is the difference in the carrier number with the threshold, A0 is the initial phasor magnitude and Ainj is

the magnitude of injected signal. ∆ω is the frequency difference between the injected and slave laser

signals contributed by the CFO (∆ω1), PN (∆ω2) and the phase shifts due to changing carrier density

in the laser cavity due to the injection (∆ω3). Hence, ∆ω = ∆ω1 + ∆ω2 + ∆ω3. ∆ω3 is caused by the

change in refractive index in the cavity (∆n) dependent on the carrier density variations (∆n) [137]. It is

derived as-

∆ω3 = α
Kvg(dg/dn)

2
∆n

where α is the ratio of variations in the real part of the complex refractive index to the variations in its

imaginary part. K is the proportionality constant dependent on type of laser, vg is the group velocity of

the slave laser signal and dg/dn determines the variations in the imaginary part of the complex refractive

index with the complex refractive index [137].

Figure 5.3: Phase model for optical injection locking based on laser rate equations.

Due to ∆ω in the third term of Eq. (5.1), the phasor of the slave laser signal experiences a continuous

phase rotation as shown in Fig. 5.3. This rotation’s angular velocity depends on ∆ω and causes the shift

shown by vector 1 in Fig. 5.3. The injected power adds to the real part of the slave laser’s electric field,

proportional to Ainj reflected in the second term of Eq. (5.1). This is shown in Fig. 5.3 as vector 2. The

power in the cavity increases due to the injected signal, that consumes more number of carriers in the
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slave laser cavity. As a result, the carriers in the cavity reduces and the magnitude of the output signal

reduce. This is represented by the vector 3 in Fig. 5.3. Under locked condition, vectors 1,2 and 3 work

together to bring the slave laser signal back to original position. In other words, the vectors cancel the

effect of ∆ω and the signal undergoes no phase rotation. This leads to a locked frequency and phase

condition where the output phase of the slave laser is locked to that of the injected signal [137].

5.1.3 Problem statement and proposed solution

Figure 5.4: OIL setup with proposed modifications. OIL setup with the proposed modifications. SG: signal generator;
PM: phase modulator.

To achieve the locked state of the OIL, the incoming signal is injected into the cavity of the slave

local oscillator laser. This cavity is, however, aligned to a single state of polarization (SOP). As a result,

proper locking can be achieved only if the incoming signal’s state of polarization is aligned with that

of the LO laser cavity and stabilized over the period of operation. In previously demonstrated OIL

systems, this is achieved by alignment using the polarization controller PC2 and PBS in Fig. 5.2. Although

this method works perfectly in a confined lab environment, links in underground ducts are prone to

vibrations and pressure variations due to surrounding vehicular motions, human activities and general

environmental variations, causing the SOP of the received signal to randomly change over time. As a

result, the alignment between the LO lasing polarization and the incoming carrier will drift and may

result in loss of locking for sustained polarization fades.

To prevent this loss of lock, the system needs to be constantly monitored and needs to be aligned

whenever the SOP of the incoming signal changes, which requires a complex system of polarization

monitoring, polarization-state control and a stable feedback loop. As an alternative, a polarization-

locking module is proposed in this subsection. This module, when plugged in the OIL setup as shown in

Fig. 5.4, renders the OIL independent of the incoming signal’s SOP. It is demonstrated that the proposed

system based on an interference mechanism maintains injection lock for any random state of polarization

of the injected signal.

Experimental demonstrations in back-to-back setup and over a 20-km field trial show that the system
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implementing the proposed module with the injected power as low as -25 dBm performed without a

Q penalty. Experiments performed with a low output power (0.5-dBm), broad LW (40 MHz) laser at

the transmitter experiences failure in the data recovery in the intradyne system, but can be successfully

achieved when using the optical injection locking. In all the cases, the proposed polarization-locking

module is verified to work without Q penalties compared with an injection-locked system without the

module. While the system without the module repetitively lost the lock when tested over the field trial

and needed timely realignment of the polarization controllers, the system with the proposed module

maintained the lock all the time.

5.1.4 Proposed module design

Figure 5.5: Proposed polarization-locking module design with working concept.

Consider a received signal, Ain in the form such that it is resolved in two components,each represent-

ing projections on orthogonal polarization states ĥ and v̂. The signal is fed to the proposed module in

Fig. 5.5.

Ain = Avejφv v̂ + Ahejφh ĥ (5.2)

The PBS in the module separates these components on to the slow axis (ŝ ) of its two output arms.

Hence both the polarization components are aligned on the slow axis,

A1 = Avejφv ŝ and Ahejφh ŝ (5.3)

By combining A1 (red) and A2 (green) using a polarization-maintaining 3-dB coupler, we can convert

the incoming signal’s random SOP in to a constant known state (ŝ) that can be aligned to the SOP of the

LO laser using PC2. As a result, despite of the incoming signal having a random SOP, the output of the

proposed module will be permanently aligned on a known state of polarization. The design in Fig. 5.5

describes the experimental setup of the proposed module.
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The described concept of the polarization-locking module works perfectly except for the particular

case of SOP when the signals on the ĥ and v̂ polarization axes are 180° out of phase i.e. φh − φv = 180°. In

such a case, interference through the 3-dB coupler will cause destructive interference, resulting in lower

injected power, which can result in the LO unlocking from the signal carrier if this power fade lasts long

enough. To prevent long power fades, a phase modulator was added in one arm of the proposed module

as shown in Fig. 5.5. The phase modulator modulates the incoming optical signal with a low-frequency

(400 kHz) sinusoidal signal generated by a signal generator (SG). The frequency of phase modulation is

chosen to be higher than the speed of polarization rotations in practical systems, which can be on the

order of kHz [8]. The signal in the upper arm loses power due to the phase modulator, which needs to be

compensated in the other arm by a VOA and power meters, to ensure equal power signals at the input of

the 3-dB coupler. As the VOA is not polarization maintaining, and the input of the 3-dB coupler needs

to be aligned to a fixed polarization, additional PBS and polarization controller are used as shown in

Fig. 5.5. The output signal of the phase modulator is-

A1p = Ahej(φh+∆φ) ŝ (5.4)

where ∆φ is the 400-kHz sinusoidal phase modulation. An optical attenuator is used to equalize the

losses in both the arms. When A2 and A1p are combined in a polarization-maintaining 3-dB coupler, we

get-

Aout =
(∥∥(Ah, Av)

∥∥
2

)2
cos
(

φh − φv + ∆φ

2

)
e

j
(

φh+φv+∆φ
2

)
ŝ (5.5)

Owing to the cosine term changing with ∆φ, the power out of the 3-dB coupler continuously fluctuates

at 400 kHz. These low-frequency intensity fluctuations would be detrimental if passed through to the LO.

In order to suppress these intensity fluctuations, the innate phase and amplitude transfer characteristics of

OIL systems at low injection ratios (<-30-dB) is exploited. Under locked conditions and within the locking

range, the OIL system transfers phase modulation, replicating phase information. At the same time, the

amplitude modulation can be highly suppressed [138, 139]. Consequently, the amplitude fluctuations at

the output of the 3-dB coupler caused due to the low frequency (400 kHz) phase modulation (∆φ) on one

arm of the module will be suppressed, whereas the required carrier phase information will pass through.

The phase modulation, ∆φ also show up in the phase of the output which will get transferred through the

OIL setup, but can be tackled, due to their low frequencies, by the phase estimation algorithms running

in the DSP. Thus, the fixed SOP can be maintained at the output of the module without losing injection

locking.
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Figure 5.6: Experimental setup for proof of concept. ECL: external cavity laser; PS: polarization scrambler; IL:
Injection laser; LO: local oscillator laser; Rx: Receiver.

(a) half wave plate and full wave plate rotations. (b) 20 data captures with a random SOP.

Figure 5.7: Peak-to-peak phase swing of the recovered signal and % modulation transfer through OIL setup. SOP:
state of polarization.

5.1.5 Experimental proof of concept

As a proof of concept, the transfer of a 100-MHz sinusoidal phase modulation through injection locking

was observed. Here, a signal generator was used to modulate a CW laser output with an external phase

modulator, as shown in Fig. 5.6. Note that this 100-MHz phase modulation is at the transmitter and not

in the proposed module (there is not data transmitted yet). The polarization of the modulated optical

signal was scrambled using a Novoptel EPX1000 polarization scrambler (PS) that allows controlled

or random scrambling of the polarization state of the input signal. This scrambling ensured that the

proposed module does not cause any suppression of the modulation or unlocking as the polarization

state changes. The signal was then passed to the OIL setup through the proposed polarization-locking

module with an injection ratio of -45 dB (-25 dBm at the input to the slave laser, with a 20-dBm output).

The signal was detected by a U2T 25-GHz electrical bandwidth integrated coherent receiver and

processed in DSP to recover the peak-to-peak phase swing of the signal. This peak-to-peak phase swing

of the recovered signal was measured in reference to that of the signal detected in a simple homodyne

setup without OIL. The polarization state of the incoming signal was varied firstly by changing the

rotation angle of a half-wave plate (HWP) in the PS, then by the full-wave plate (FWP) (Fig. 5.7a), and

then both of them simultaneously to cover random points on the Poincare sphere (Fig. 5.7b).Fig. 5.7a
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and Fig. 5.7b show that on average, 97% of the input phase swing is transferred (see secondary y-axis)

through the OIL setup independent of the polarization of the incoming signal. The variation of the phase

transfer is very marginal i.e. 2% about the average. This indicates that the OIL system with the proposed

module maintains the lock while transferring phase modulation regardless of the incoming state of

polarization.

It is imperative that inclusion of the proposed module in the OIL should not reduce the locking

bandwidth, as it may cause loss of lock in the case of low power signals. Thus, the locking bandwidth of

the OIL system is investigated next, with and without the proposed module. The experimental setup is

the same as in Fig. 5.6. The continuous wave ECL output is phase-modulated with a sinusoidal electrical

signal whose frequency is swept from 10 MHz to 10 GHz. As the phase modulation is transferred by the

OIL within the locking bandwidth, the phase swing of the output of the OIL can help in calculating the

locking bandwidth. Fig. 5.8 shows the peak-to-peak swing of the received signal’s sinusoidal modulated

phase at the output of the OIL setup with and without the polarization-locking module. It is observed

that the locking bandwidth does not change with the inclusion of the module. As the module merely

changes the polarization alignment, the injection ratio remains the same in both cases and leaves the

locking bandwidth unaffected.

Figure 5.8: Phase transfer (radians) vs. frequency deviation (MHz).

5.1.6 Back-to-back test with injection locked self-homodyne receiver

The previous subsection proved that the proposed module allows for phase information to be transferred

regardless of the incoming signal’s SOP. The performance of this sub-system in a back-to-back setup is

tested where injection locking is used to recover the residual carrier from a coherent OFDM signal. The

experimental setup consists of a transmitter that modulates a continuous wave (CW) laser output using

a complex Mach-Zehnder modulator (CMZM) driven by electrical signals from an arbitrary waveform
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Figure 5.9: Experimental setup with proposed module and injection locking setup. CMZM: complex Mach-Zehnder
modulator; EDFA: erbium doped fiber amplifier: BPF: bandpass filter; OSA: optical spectrum analyzer; DSP: digital
signal processing.

Figure 5.10: Spectrum of the generated signal with guard band.

generator as shown in Fig. 5.9. A 25-Gbaud QPSK modulated OFDM electrical signal with 100 subcarriers

and 156-point FFT length was generated using a Keysight 92 GSa/s arbitrary waveform generator to drive

an optical IQ modulator. A central guard band of 2.5 GHz (10 sub-carriers) was added to keep a spectral

gap around the optical carrier, preventing transfer of the modulated signal through OIL (Fig. 5.10). The

amplified signal from the transmitter was noise-loaded using filtered amplified spontaneous emission

(ASE) noise from an EDFA covering a 200-GHz bandwidth, which was added to the signal to vary

the received OSNR. The signal was artificially distorted in phase using a phase modulator. For the

later part of the experiment, when a broad LW laser at the transmitter is used, the phase modulator

was removed. After adding phase distortions, the polarization of the signal was scrambled using the

Novoptel polarization scrambler (PS). The scrambled signal was then split using a 3-dB coupler, where

one arm was connected to the proposed module followed by an OIL setup and the other arm was directly

connected to the signal input of a u2T 25-GHz electrical bandwidth integrated coherent receiver. The

outputs of the coherent receiver were connected to a Keysight 40-GSa/s 28-GHz bandwidth digital signal

oscilloscope (DSO). The data recovery algorithms such as the channel equalization and the residual

phase recovery were run as offline DSP. To ensure that the proposed module does not cause a loss of
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(a) with or without (w/o) injection locking (IL) in presence of phase distortions; Insets:
Constellations of recovered signals at 22-dB OSNR with and without phase distortions.

(b) with or without (w/o) injection locking (IL) in presence of phase and amplitude
distortions.

Figure 5.11: Q performance vs. OSNR (dB). Insets: Constellations of recovered signals at 22-dB OSNR with and
without amplitude distortions.

performance in the system, the Q of the recovered signal was measured and plotted with OSNR sweep

as shown in Fig. 5.11b. Fig. 5.11b shows that the phase distortions applied to the systems cause 5-dB

degradation in Q and 1.5-dB penalty in required OSNR at 7% hard-decision FEC limit (’error free’ BER =

3.8× 10−3) for intradyne systems compared with the injection locked system.

The phase distortions in OFDM systems cause inter-carrier interference (ICI) along with a common

phase error (CPE) [140]. The phase error correction algorithms running in the DSP take care of the CPE

due to the added phase distortions but cannot completely negate the effects of ICI due to the phase

distortions. Hence, due to ICI and AWGN, the constellations of the recovered signals show a Gaussian

spread of the constellation points, rather than a phase skew as seen in the inset of Fig. 5.11b. With the OIL,

the system with phase distortions and constant signal polarization gave similar performance to that of

the system without distortions, confirming that the OIL can cancel phase distortions at the receiver. This

is reflected in the inset in Fig. 5.11b, where the Gaussian spread of the constellation points is reduced.
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With the polarization scrambler activated, the OIL setup is injected with a signal with a random

state of polarization. In order to achieve locking, the proposed module is included in the setup at this

stage. However, with the polarization-locking module plugged in, the system performs similar to an

intradyne system without phase distortions, with a negligible required OSNR penalty. This indicates

that the phase distortions are canceled sufficiently to be useful for coherent communications systems,

even for a random state of polarization of the incoming signal. Although the performances are similar,

the OIL system still benefits in DSP computation as the CFO estimation and compensation algorithms

are omitted for OIL.

As discussed before, the polarization-locking module may generate amplitude distortions in the

signal, due to the interference in the 3-dB coupler in the module, which in turn may result in a loss of

injected power and thus, the injection lock. Theoretically, these low frequency amplitude distortions are

rejected by the OIL [138, 139]. To systematically test this, additional amplitude distortions are added into

the system to verify the AM suppression capabilities of our OIL set-up. The amplitude distortions are

added replacing the proposed module with an intensity modulator driven with a 400-kHz sinusoid.

Fig. 5.11a shows that without the locking, Q drops by 5 dB at 20-dB OSNR and the required OSNR at

FEC increases by 1.5 dB at hard-FEC limit. When using an injection-locked LO, the system performs

similar to the reference intradyne system. This is because of the inherent rejection of low-frequency

amplitude fluctuations through the OIL process. Now, with the phase fluctuations turned on and the

polarization scrambler also activated, the system again performs similarly to the reference intradyne

system without a loss of Q. This confirms the rejection of amplitude fluctuations, the cancellation of

phase fluctuations and independence on incoming signal polarization.

5.1.7 Broad-linewidth laser experiments

The optical injection locking, being able to replicate the carrier phase information up to several GHz,

should allow the use of high LW lasers in coherent communication systems. Relaxing the limits on

required LW for coherent systems may enable the production of cheaper coherent transceivers, by

allowing a wider range of laser fabrication tolerances, and operation at lower optical powers. The

performance in a back-to-back system using a broad LW (40 MHz) low-power (0.5 dBm) laser at the

transmitter was then tested. The phase modulation module was removed from the setup in Fig. 5.9,

as the use of a high LW laser at the transmitter provides significant phase fluctuations. A 25-Gbaud

OFDM signal was again generated with the same OFDM parameters as in previous experiment. The

polarization of the injected signal was again scrambled. The system was tested for both QPSK and

16-QAM modulation formats.
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(a) QPSK modulation.

(b) 16-QAM modulation format.

Figure 5.12: Q (dB) vs. OSNR (dB) using low performance laser (LW=40 MHz) compared with a standard laser
(LW=100 kHz). Insets: Recovered constellations at 22-dB OSNR for QPSK, 16-QAM with laser LW = 40 MHz.

A reference Q curve is plotted over an OSNR sweep using a standard laser with 100-kHz LW. The

output power of the standard laser was attenuated to 0.5 dBm, to match the output power of the low

performance laser, so that the performance difference between these two systems could be primarily

attributed to the difference in laser LWs. The performances with and without the polarization-locking

module were observed to be similar, as shown in Fig. 5.12. The Q of the recovered signal reaches only

16.2 dB for QPSK at 20-dB OSNR even for a standard laser with 100 kHz LW, owing to the large OSNR

penalty caused by low output power of the transmitter laser. The system was then tested using the

40-MHz LW laser. The laser gives 40-MHz broad LW despite of operating at maximum safe bias current.

This low performing laser was used in the experiments to test the system under a worst-case scenario.

Without injection locking, the signal at the receiver is unrecoverable, when using a spectral peak search

for frequency offset compensation and training-aided maximum likelihood phase estimation. With

injection locking, signal recovery is found to be possible. Fig. 5.12 shows measured performance with

and without the polarization-locking module for injection locked setup. For the measurements without

polarization locking module in Fig. 5.12, the system loses the injection lock when the polarization of the

injected signal changes. Thus, the system needs manual calibration using polarization controllers each
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time to regain the lock. On the other hand, the repetitive, manual calibration is not needed when using

the proposed polarization-locking module.

Comparing the traces for systems using the low (100 kHz) and high (40 MHz) LW lasers at the

transmitter, Fig. 5.12 shows that the performances are similar. Thus, it can be concluded that the OIL

setup effectively cancels the phase noise due to the broad LW. At the hard FEC limit, there is a small

but measurable required-OSNR penalty of 0.6 dB when using the broad LW laser, compared with the

narrow LW laser. A similar performance trend was observed when using 16-QAM modulation where

the system using the broad LW laser gives a marginal OSNR penalty of 1.1 dB compared with that using

the narrow LW laser. Moreover, the performance for 16-QAM using the high LW laser barely reaches the

hard FEC limit at 20-dB OSNR. Soft-decision thresholds can be considered for 16-QAM assuming the use

of a concatenated LDPC-convolutional (LDPC-CC(18360,4,24)) code with a 20% overhead [90], giving

’error free’ operation for pre-FEC BER of 2.7× 10−2. The OSNR penalty reduces to 0.35 dB compared

with the low LW system at this soft-decision FEC limit. For both broad and narrow linewidth systems,

the polarization locking module managed to maintain the injection lock despite of polarization drifts.

5.1.8 Field test over a fiber link from Monash Clayton to Caulfield campus

Figure 5.13: Map showing the test link node locations.

The system was tested over an installed ’field-trial’ link from Monash University’s Clayton campus

to the Caulfield campus. The field link used in this experiment is a 10-km long dedicated ’dark’ fiber,

resulting in 20-km link transmission with a simple loop-back placed at Caulfield and an overall insertion

loss of 5.8 dB.
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(a) QPSK modulation. (b) 16-QAM modulation format.

Figure 5.14: Q performance vs. OSNR (dB) for field link (20 km) using low performance laser (output power: 0.5
dBm).

The experimental setup is similar to the one shown in Fig. 5.9. The polarization scrambler and phase

modulator are removed from the set-up, as random polarization rotations are provided by the field link

and the phase distortions by the use of the high LW laser in the transmitter. A signal with same OFDM

parameters as in previous back-to-back experiment is transmitted over the field link and received after a

single round-trip with an OIL-based homodyne receiver setup.

Fig. 5.14 shows the Q of the signal recovered after transmission over the fiber link with and without

the proposed module. As expected, the OIL system with the module gives similar Q performance over

a wide range of OSNRs, compared with the OIL system without the module. This proves that the

proposed module did not impart any performance penalties to the system. Again, as expected, the OIL

system without the proposed module lost lock randomly and had to be manually realigned on multiple

occasions, whereas the OIL with module maintained the lock all through the course of the experiments.

The system performances for all cases with the OIL cross the forward error correction (FEC) limits, for

both the 7% hard-decision FEC for QPSK, and the 20% soft-decision FEC for 16-QAM.

From the measurements, the required OSNR to maintain the performance above FEC limits is

11 dB for QPSK and 14 dB for 16-QAM. This demonstrates that coherent systems employing our

polarization-insensitive OIL in installed metropolitan fiber systems can use lasers with significantly

relaxed specifications (e.g. LWs up to 40 MHz, with output powers as low as 0.5 dBm). Critically, the

proposed module removes the need for polarization tracking, allowing for operation with an arbitrary

input polarization state.
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5.2 Nonlinear interference noise cancellation using optical injection locking

5.2.1 Inter-channel nonlinear interference cancellation

Problem statement and proposed concept

The transmission reach of optical communication systems is restricted by nonlinearities in optical

fibers [141]. In a multi-channel environment, these nonlinearities cause both intra-channel interference

and inter-channel interference. Intra-channel nonlinear interference, such as self-phase modulation (SPM),

can be compensated to a large extent by digital methods—like digital back-propagation (DBP)—which

attempt to undo propagation effects by numerically solving a nonlinear Schrödinger equation [142] [143].

On the other hand, inter-channel nonlinear interference, e.g. from cross-phase modulation (XPM) and

four-wave mixing (FWM), are difficult to compute accurately [144]]; although, in optimized laboratory

experiments, there are clear benefits from compensating inter-channel nonlinear interference [145]. DBP

is also computationally intensive for inter-channel nonlinear interference due to the need to process

extremely wide-bandwidth signals, and is compromised when channels are added or dropped in optically

routed networks [144]. Thus, inter-channel nonlinear interference remains a problem for optically routed

networks, despite significant research in developing multi-channel DBP algorithms and modelling

inter-channel interference (e.g. [146] [147]).

Dar et al. showed that this inter-channel nonlinear interference noise (NLIN) cannot strictly be

considered as circularly symmetric (CS) Gaussian noise. It is can actually be dominated by phase

noise in links with many short-spans: the CS Gaussian noise model is only appropriate when longer

distances are covered by fewer spans [10]. For multi-channel signals with sufficient channel spacing (>30

GHz), FWM becomes negligible [148] and XPM dominates the inter-channel NLIN. The XPM model

developed by Chiang et al. [149] indicates inter-channel phase modulation to be limited in bandwidth by

dispersion-induced walk-off between the WDM channels. Thus, the spectral width of the XPM-induced

phase distortion is limited in dispersion unmanaged links [150] [151] [152]. Specifically, Foo et al. show

that the XPM bandwidth for 50-GHz channel spacing with QPSK modulation has around a 1.6-GHz

full-width half-maximum with a roll-off of 2.8 dB per GHz of modulation bandwidth in a 20-span,

1600-km link [151].

There have been various approaches to compensate for inter-channel nonlinear effects; for example,

phase conjugation, including using optical phase conjugation per-span [153], and phase sensitive ampli-

fiers [133]. However, these approaches require sophisticated equipment in the field. Other approaches

take advantage of the limited bandwidth of the XPM-induced phase fluctuations. For example, a low-

bandwidth phase modulator, driven proportional to the combined intensity of all the WDM channels, can
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be installed along the link to mitigate XPM [151]. Alternatively, pilot tone based techniques have been

proposed in which the pilot tone picks up XPM along the link, enabling the XPM to be cancelled digitally

at the receiver [154] [155] [156], but with added processing latency. This work shows the nonlinearity

compensation capabilities of OIL and proves it to be comparable to other nonlinearity compensation

methods such as optical phase conjugation or phase-sensitive amplification [153] [133]. The benefit of the

OIL based compensation lies in the reduced implementation cost as compared with the above methods,

as it needs hardware modifications only at the receiver. The comparable compensation capabilities show

that OIL is capable to sustain and compensate for accumulated noise over the link. However, this capabil-

ity is restricted to linear and nonlinear phase noise. Although OPC and PSA can compensate nonlinearity

distortions up to relatively higher frequencies, they still do not make optimum solutions. Just like OIL,

PSA cannot compensate for the nonlinear amplitude noise. The OPC, on the other hand, can introduce

high errors if the distributed amplification is not matched properly to the accumulated nonlinearities.

The walk-off in the signals may introduce bandwidth limitations in compensation capabilities of the

distributed methods, just like in OIL. If this is the case, OIL may seem to be a better option.

In this section, a novel concept of using optical injection locking (OIL) to identify the XPM-induced

fluctuations from the residual carrier is proposed. The identified fluctuations can then be cancelled in a

coherent receiver. It is shown that, in an OFDM system with a central 2.5-GHz guard-band, OIL carrier

recovery can improve peak Q by 1 dB and associated improvement in transmission reach without adding

latency in the DSP, by adding optical injection locking to the receiver hardware.

The nonlinear interference noise, as discussed before, is dominated by the cross-phase modulation

(XPM) for links with more number of spans of shorter lengths (< 100 km). Further, this XPM distortion

is limited in bandwidth for dispersion-unmanaged links. The XPM efficiency vs. modulation frequency,

ω, is [150] [151]

ηXPM(ω) =
α2
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where: ηXPM is the XPM efficiency, α is the fiber attenuation, ∆β = D(λ1 − λ2) is the difference in the

propagation constants of a continuous wave probe at wavelength λ1 and its interferer at λ2. D is the

chromatic dispersion parameter of the fiber. N is the number of spans in the link and L is the length of

each span.

Fig. 5.15 plots the XPM efficiency for N = 4 and 40 spans, each of 80 km for a total length 320 km (red

line) and 3200 km (blue line) respectively with 50-GHz frequency spacing and CD parameter D = 16

ps/nm km. The XPM efficiency increases in magnitude with the link distance due to accumulation.

As transmission distance increases, the magnitude of the XPM transfer function increases as nonlinear

distortions accumulate, but the bandwidth of intensity fluctuations transferred via XPM is reduced
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Figure 5.15: Scaled XPM efficiency (dB) vs. frequency (GHz).

(Fig. 5.15). Note that the horizontal axis in Fig. 5.15 relates to the frequency of the intensity fluctuations

within the neighboring channel, not the channel spacing itself. The XPM concentration in the main lobe

of the XPM efficiency spectrum reduces with the length and the XPM effects are observed to be restricted

in bandwidth. This can be attributed to the walk-off caused by the CD and a large frequency spacing

between the channels. As such, the XPM can be expected to provide narrowband modulation of the CW

probe wavelength.

The concept of OIL based nonlinearity compensation was inspired from pilot-based nonlinearity

compensation methods [154] [155] [156]. A pilot frequency tone is added in a guard band of the signal.

The pilot tone acts as a CW probe signal and is subjected to the same cross-phase modulation (XPM)

distortions that is suffered by the signal subcarriers across the fiber link. If this pilot tone is filtered out at

the receiver, the XPM on it can be used to cancel out the XPM distortions on the signal. Du et al. [154],

Inan et al. [155]and Lobato et al. [156] performed this filtering and cancellation digitally after coherently

receiving the signal in an intradyne receiver.

Figure 5.16: OIL-based XPM compensation concept.

The aim of this proposed technique is to achieve this XPM compensation without increasing the DSP

latency. It extracts the pilot tone from the signal and uses it as a local oscillator to a coherent receiver.

The XPM common to the signal and pilot cancel one another on coherent reception. To select the pilot

tone in analog domain before digitization, an optical bandpass filter can be used. But the frequency

drifts in in the signal may lead to the OBPF band-limiting the required pilot tone or passing a portion of

sidebands along with it. Thus, we need a mechanism that locks the frequency of the signal and allows
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for phase transfer in a specific frequency range. This is achieved using optical injection locking as shown

in Fig. 5.16. The OIL selects the residual carrier that carries the XPM modulation and uses it as local

oscillator. Because OIL-based carrier recovery can replicate the phase information of the incoming signal

up to several GHz, depending on the injected power (Eq. (5.7)), the recovered carrier at the output of

OIL contains the phase noise information (linear and nonlinear) [14] [131]. At the same time, the output

of the OIL is locked to the incoming signal carrier frequency. Thus, the OIL can be imagined as an active

optical bandpass filter for phase modulation (not amplitude modulations) whose center frequency is

locked on to the incoming signal’s carrier frequency, avoiding the frequency drift problems in OBPF.

∆ωL = fd

√
Rinj

√
1 + ζ2 (5.7)

where fd is the slave laser cavity mode spacing, Rinj is the optical injection ratio and ζ is the linewidth

enhancement factor of the laser cavity. The self-phase modulation (SPM) in the system is not bandlimited

and occupies a relatively wider bandwidth, as ∆β → 0 in Eq. (4.10). The OIL suppresses the phase-

transfer beyond the phase-transfer bandwidth, the proposed system cannot completely compensate for

the SPM in the system. Nonetheless, the SPM can be suppressed using digital backpropagation that will

be added to the OIL and investigated in next subsections.

(a) BOIL < BXPM . (b) BOIL > Bguard.

Figure 5.17: Spectral effects of OIL’s phase-transfer bandwidth.

The phase-transfer bandwidth of the OIL (BOIL) is critical. This is the range of frequencies within

which the OIL setup passes the phase modulation to the receiver. Within this same range the amplitude

modulation is highly attenuated [139]. The frequency detuning locking bandwidth, on the other hand, is

a completely different parameter and should not be confused with. It defines the allowed detuning of

the incoming carrier from the free-running frequency of the slave laser before locking fails entirely.

If the phase-transfer bandwidth (BOIL) is less than the XPM bandwidth (BXPM), the system performs

sub-optimally as the detected signal still contains traces of XPM distortions at frequencies outside the

OIL bandwidth (illustrated in Fig. 5.17a). Reducing the (BOIL) further leads to complete loss of lock and
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Figure 5.18: Phase transfer-function of the optical injection locking setup; Pinj: Injected power (dBm). Inset: 10-Gbaud
modulated signal spectrum.

the system fails. At the same time, if the phase-transfer bandwidth of the OIL (BOIL) is higher than the

guard band frequency range (Bguard), it allows for some portion of the signal sidebands to pass through

in the local oscillator signal and again causes distortion in the detected signal (Fig. 5.17b). Hence, there is

an optimum BOIL at which the proposed system needs to be operated.

The phase-transfer function of the OIL is also of importance as it reflects the frequency range and the

degree of the XPM-dominated nonlinear phase noise that can be cancelled upon coherent reception. To

that end, a spectrally flat wideband 20-Gbaud single-carrier QPSK-modulated signal (inset of Fig. 5.18)

generated using zero-padded oversampling was injected into the OIL with various Pinj. The output

of the OIL setup was detected in the homodyne receiver, to measure the phase modulation transfer

characteristics of slave laser. This phase transfer, shown in Fig. 5.18, has a Lorentzian shape (a Lorentzian

fit shown in dashed lines). BOIL is related directly to the power of signal injected into the slave laser

(Pinj) [156] i.e. the bandwidth of the phase transfer can be observed to increase with increase in Pinj.

Fig. 5.18 also shows the theoretical XPM bandwidth for 40 spans, 3200-km link distance calculated using

Eq. (5.6) and scaled to the phase transfer measurements. Ideally, these phase transfer characteristics of

OIL would be flat within the BOIL bandwidth to accurately transfer the XPM phase modulation. However,

the Lorentzian shape of the phase transfer means that the system will attenuate higher frequency XPM

components. Nonetheless, the attenuation is minimal for the main XPM lobe in Fig. 5.18 and so we can

still expect significant cancellation of XPM. The attenuation can be further reduced by increasing the Pinj

at the risk of passing portions of signal sidebands through, as highlighted in Fig. 5.18. This optimum Pinj

or optimum injection ratio will be investigated in the next section.
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Experimental setup for transmission experiments

Figure 5.19: Experimental setup: AWG- arbitrary waveform generator; DCM- dispersion compensation module;
EDFA- erbium doped fiber amplifier; AOM- acousto-optic modulator; WSS- wavelength selective switch (Wave-
Shaper).

The optimum phase-transfer bandwidth (BOIL) and, in extension, the optimum injected power (Pinj)

were investigated for considered link distance and signal parameters. Fig. 5.19 shows the experimental

setup to verify the method. An ECL array of 7 continuous wave (CW) lasers, each with 150-kHz linewidth

and 15-dBm output power, was used. The center frequencies were 50-GHz apart, from 192.95 THz to

193.25 THz. The CW carriers were combined using an 8×1 polarization maintaining coupler, then

modulated using a 20-GHz bandwidth IQ modulator (Complex MZM) with a 25-Gbaud OFDM signal

with 100 sub-carriers from a 156-point FFT. The modulator drive was generated with a 60-Gsa/s 20-GHz

bandwidth arbitrary waveform generator. A central guard-band of 2.5 GHz (10 sub-carriers) was added

to prevent the transfer of the phase of the data-carrying subcarriers through the OIL set-up, providing

an overall signal bandwidth of 27.5 GHz. The effective symbol rates of both the QPSK and 16-QAM

is 25 Gbaud, and we assumed a 7% and 20% FEC overhead for these signals, respectively. This then

gives a net rate per polarization of 46.7 Gb/s for QPSK and 83.3 Gb/s for 16-QAM. To de-correlate the

neighboring channels, the multichannel signal was dispersed by ∼14 symbols using an 80-km fiber and

a Teraxion DCML dispersion compensation module, which flattens the intra-channel differential group

delay within each channel, while maintaining inter-channel delay. The de-correlated WDM signal was

then passed through a recirculating loop that consists of four 80-km spools of standard single-mode fiber

(ITU G.652D). The number of re-circulations was controlled by two acousto-optic modulators (AOMs) to

achieve transmission over multiples of 320 km. The noise bandwidth in the system was limited to 400

GHz using a WaveShaper (WSS 1). The power launched into each span was controlled by the output

powers of the EDFAs numbered 1 to 5. The output of the recirculating loop was passed through WSS 2,

set to pass only the central channel.

The received signal was injected into the polarization-independent OIL described in previous section.

The output of the OIL was used as the local oscillator (LO) for a coherent receiver, whose outputs were
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sampled by an 80 GSa/s oscilloscope feeding offline digital signal processing (DSP). The DSP used

to recover the signal includes blind chromatic-dispersion compensation based on a coarse knowledge

of the known distance and typical fiber dispersion using the overlap-save method, preamble-enabled

frame synchronization using cross-correlation for the known preamble and received signal waveform,

training-based channel estimation using the difference between the sent and received training waveforms

to determine the channel response to implement static, single-tap sub-carrier equalization, and 4th-power

phase estimation followed by maximum likelihood estimation for constellation recovery.

Optimum injection ratio

(a) 320 km (b) 1920 km.

(c) 2560 km. (d) 2880 km.

Figure 5.20: Q vs. injected power for various launch-powers and link lengths.

To confirm the optimum injection ratio, we measured the dependence of the performance of the

recovered signal (using quality factor Q as a metric) on the injected power (Pinj) for a fixed transmission
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distance. Pinj represents the total signal power, including the residual carrier. The injection locking

extracts a residual carrier from a guard-band in the middle of the signal, with the carrier-to-signal power

ratio << 0 dB, set to be close to the point where injection locking was lost. The residual carrier was

produced by biasing the CMZM slightly away from the null point, in order to pass a small amount of

unmodulated light through to provide the seed for injection locking.

For the measurements shown in Fig. 5.20, a distance for transmission was fixed and a receiver-side

EDFA was used to ensure that the receiver is getting sufficient signal power. The injection ratio was then

controlled by adjusting the Pinj using a VOA . Each curve on the plot was then measured for different

launch-powers into the link to see the system performance in the noise limited and the nonlinear regimes.

Fig. 5.20a shows performance against injection ratio plot for a 320-km link. An optimum injection

can be observed, in line with behavior predicted in Section 5.2.1. At the same time, the launch-power is

also varied from -1 dBm to 7 dBm and Q plot for each launch-power is plotted. The Q increases globally

from PL = -1 dBm to 3 dBm and decreases from PL = 3 dBm to 7 dBm, as expected for a nonlinear

transmission system. The performance is maximum for PL = 3 dBm (dark blue squares). Along the

x-axis, the performance for all curves reaches a maximum value at Pinj = -24.5 dBm, corresponding to an

injection ratio of -45 dB, with the slave laser producing +20 dBm of output power in free-running mode.

This would then seem to indicate that a -45 dB injection ratio is optimal over a range of transmission

distances when the launch power in the link is such that the Q of the received signal is close to its

maximum value.

There are several inferences we can make from this result. As the injection ratio where performance

is optimized does not seem to change with either launch power or transmission distance, this suggests

that the optical signal-to-noise ratio plays only a minor role in determining the optimal injection ratio.

Moreover, this also suggests that chromatic and polarization mode dispersion have little impact on

the injection ratio that maximizes system Q, which is understandable as the injection locking stage is

polarization independent and the bandwidth of injection locking should be nominally independent of

dispersion of the injected signal.

As the properties of injection locking are generally dependent on the strength of the injected tone,

and even in the case of low OSNR, the power contribution of optical noise over the phase-transfer

bandwidth is likely quite low, it may be expected that the injection ratio at the receiver is independent of

the propagation distance. This is reflected in the relatively close match in the behaviors of the -1-dBm

launch power curve at 1920 km, the 2-dBm launch power curve at 2560 km, and the 3-dBm curve at 2880

km.

At this optimum injection ratio (Pinj = -24.5 dBm), Fig. 5.18 showed that the phase response has

full-width half-maximum (FWHM) of 1 GHz with 2.8 dB/GHz roll-off up to 2 GHz. The performance
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drop on the low-power-side of the optimum in Fig. 5.20 is due to a reduction in the phase-transfer

bandwidth of OIL (BOIL) as shown in Fig. 5.17a, causing loss of phase information. If the injected

power is reduced further, the system oscillates between locked and unlocked states; at lower powers, it

experiences a complete loss of lock. The performance drop for injection ratios higher than the optimum is

due to the increase in the phase transfer bandwidth of the OIL (BOIL) more than the guard band (Bguard),

which leads to transfer of the signal sidebands’ phase on to the generated LO distorting the detected

signal (Fig. 5.17b).

Similar trends are observed for longer distances as observed in Fig. 5.20b, Fig. 5.20c and Fig. 5.20d

with signals transmitted over 1920 km, 2560 km and 2880 km respectively. The Q performance is

again maximum for PL = 3 dBm and the optimum injection ratio is again found to be -45 dB. The

overall performance decreases with distance, as expected as noise and nonlinear distortions increase

with transmission distance. Interestingly, it was found that the injection ratio required for optimum

performance is independent of the launch-powers and the link distances. Comparing this to the expected

range of XPM bandwidths for the different distances trialed, this would seem to suggest a broader phase

transfer bandwidth would be preferred, for shorter distances, which should imply a change in injection

ratio. The conclusion that the injection ratio—and hence phase transfer bandwidth—should be static

with changing XPM bandwidth is similar to the set filter bandwidths used in [151]. This is an important

and a useful property of the proposed system for optically routed networks where it is very difficult to

determine the length of fiber traversed by a particular channel. In addition to this, the launch-powers

may also vary in an optical network depending on the link length between subsequent repeaters, so the

fact that the same optimum injection ratios are found for a variety of launch powers indicates that our

method is robust to these launch power variations. As the operation of the proposed OIL-based system

is independent of both transmission reach and launch power, would then seem to be suitable for use in

optically routed networks, provided the injection ratio can be set (in this case to -45 dB), e.g. by using a

power-controlled receiver-side EDFA.

Transmission of QPSK and 16-QAM modulated WDM signals

To gain insight on the transmission reach improvements enabled by partially compensating nonlinear

distortions, a transmission distance was picked and launch power swept. Curves for different link

distances are then plotted to understand the performance gain due to the nonlinearity-compensation.

The injection ratio for the OIL was fixed at -45 dB, i.e. at the optimum value. The link distance was also

varied to observe the maximum reach that can be achieved while the peak Q is greater than 7% hard FEC

limit (Q = 8.5 dB, BER = 3.8× 10−3).



CHAPTER 5. ALL-OPTICAL PROCESSING APPROACH FOR CARRIER RECOVERY 104

Figure 5.21: Q vs. launch-power with QPSK modulation.

Fig. 5.21 shows the performance plots for QPSK modulation. Similar to our observations in Fig. 5.20,

the performance reaches the maximum at PL = 3 dBm and then drops when increased further in to the

nonlinear region (PL > 3 dBm). The intradyne system without OIL uses a spectral peak search method

for carrier frequency offset (CFO) compensation. At lower launch-powers, the OIL shows marginal

improvement that increases with increase in the nonlinear effects in higher launch-power region. The

performance gain for higher launch-powers verifies the compensation of the nonlinear interference by

the proposed OIL setup. The performance curve for 3200 km does not reach the HD-FEC limit with

the regular intradyne system, whereas, the OIL system with 3200-km link crosses the HD-FEC limit for

a good range of launch-powers (2-4 dBm). In this case, the 3200-km system with OIL performs very

similarly to the 2880 km system without OIL, indicating that OIL can indeed improve system reach.

While the distances transmitted over are fundamentally a product of the laboratory set-up here, the

relative improvement between systems with and without injection locking indicate that OIL is able to

compensate for nonlinear phase noise, and that this can translate into improved system reach.

The performance for 16-QAM modulation was measured next. This is important in the context of

nonlinearity compensation, because as nonlinear interference is modulation-dependent [148], the effect

of nonlinearity on higher-order QAM is worse than for QPSK. Fig. 5.22 plots the measured Q for the

recovered 16-QAM signal against the launch-power sweep for links of 640 km to 1920 km. The previously

used HD-FEC limit was not met when transmitting 16-QAM signals over links longer than 320 km in

this experiment, even for the OIL system. As a result, a 20% soft-decision FEC limit (BER = 2.7× 10−2,

Q = 12.1 dB, 20% overhead) is considered for 16-QAM modulated signals [154]. As shown in Fig. 5.22,

the peak Q over 1600-km transmission for an intradyne system without OIL does not meet the pre-FEC

requirements for SD-FEC, whereas with OIL system this condition is met. Again, this indicates that reach

can be improved through the use of OIL, here with 16-QAM modulated signals.
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Figure 5.22: Q vs. launch-power with 16-QAM modulation.

Peak-Q improvements

Transmission dis-
tance (km)

Peak-Q
improvement

Transmission
distance (km)

Peak-Q
improvement

2240 km 0.95 640 km 0.7

2880 km 1 1280 km 0.73

3200 km 1 1600 km 0.8

3520 km 1 1920 km 0.8

Table 5.1: Number of complex multiplications per symbol detection required by the algorithms.

Table 5.1 shows the improvement by the proposed OIL system in the peak-Q. The QPSK signals

experienced 0.95-1.1 dB of improvement whereas the 16-QAM system experienced between 0.7-0.8

dB improvement in Q. A marginal increase in peak-Q-improvement with transmission distance was

observed in both systems. This improvement saturates at 1 dB for QPSK and at 0.8 dB for 16-QAM.

The OIL system gave a 1-dB improvement over a regular intradyne system in the nonlinear regime

for QPSK modulated signal. The best Q was always obtained at 3-dBm (4-dBm) launch-power for

QPSK (16-QAM) modulated signal. The performance improvement in the nonlinear regime confirms the

nonlinearity compensation by the proposed OIL-based method.

Comparing the results to digital pilot tone-based compensation methods, the proposed method

gave a 0.2-dB gain in peak-Q over demonstrations of digital carrier extraction methods, which give

0.5-dB [155] [156] and 0.8-dB [154] improvements over non-compensated links. The peak-Q improvement

in those systems could be limited by receiver imperfections, possibly related to the resolution of the

ADCs. Moreover, the 0.2-dB improvement we observe over digital pilot recovery systems carrying QPSK

was achieved without adding extra steps into the receiver-side digital signal processing (DSP), thus
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avoids the introduction of extra processing latency, with reasonable increase in hardware complexity.

There are several avenues toward optimizing the performance of our system, and to establish rigorous

design rules for nonlinear cross-talk suppression using this technique. In this investigation, a low

carrier-to-signal-power ratio was used, that was close to what was found experimentally to be the

minimum-necessary to ensure locking. However, the carrier-to-signal-power ratio could be significantly

increased without significant degradation to the required OSNR at the receiver, and this may help expand

the injection locking bandwidth without causing significant penalty from signal leakage. A rigorous

study of this trade-off would help establish further design rules for the demonstrated system.

Compensation of inter-channel nonlinearities is proving to be a practically difficult task for multi-

channel DBP [144], [145], [146], as it requires accurate models of the inter-channel interference along

the link. By extracting nonlinear phase distortions optically at the receiver, we attempt to remove

the requirement for accurate nonlinear channel models over wide bandwidths. In addition to this,

by recovering phase distortions from the signal itself, the proposed system potentially allows for the

cancellation of some stochastic nonlinear distortions that are extremely difficult to predict. For example,

the proposed method should also cancel the low frequency components (those that fall within the phase

transfer bandwidth of the OIL) of both the nonlinear phase noise generated due to amplified spontaneous

emission’s (ASE) interaction with the nonlinearities (the Gordon-Mollenauer effect).

The motivation to find alternatives to nonlinearity compensation techniques that rely on knowledge

of the nonlinear fiber channel has also spurred investigations into in-line nonlinearity compensation

techniques [151], [153], [154]. By requiring modification to optical equipment at the receiver-side only,

our proposed system does not require modifications to equipment at multiple locations along the link,

potentially simplifying implementation.

The proposed system is capable of mitigating the XPM distortion because of its limited bandwidth, but

most of the wide-band SPM remains uncompensated. In contrast to wide-band inter-channel nonlinearity,

DBP can significantly mitigate intra-channel nonlinear distortion (such as SPM). As such, the peak-Q

and the nonlinearity tolerance can be further increased by adding a digital-backpropagation algorithm

in the DSP that takes care of the SPM distortions.

Open questions remain as to whether this technique could be used to improve capacity. If only a

small family of FEC options are considered, then the improvement in peak-Q afforded by OIL may be

useful in using lower overhead codes (e.g. switching from 20% SD-FEC to 7% HD-FEC). If adaptive

modulation or FEC codes are used, then the improvement in peak-Q may be used to improve capacity

for a given transmission distance. The trade-off between peak-Q improvement and the central guard

band’s bandwidth need to be investigated. The proportional spectral efficiency loss for a given guard

band will improve with higher bandwidth signals; here we used a 25-Gbd signal, signals with baud rates
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over 60-Gbd (e.g. [157]) are becoming common, and rates up to 100-Gbd are being reported by some

groups (e.g. [158]). In this work, digitally generated OFDM is chosen, because it enables guard bands to

be easily defined around the residual carrier. The proposed method can, however, be generalized to any

system using a guard-band, which can be investigated in future.

5.2.2 Digital backpropagation for SPM compensation cascaded with the OIL-based NLIN

cancellation.

The phase distortion due to intensity fluctuations of the same signal, known as the self-phase modu-

lation (SPM), is generally mitigated using a digital back-propagation (DBP) algorithm. DBP uses the

solutions of a Nonlinear Schroedinger Equation (NSE) to trace the signal back towards transmitter to

estimate the transmitted symbols. The previous section showed nonlinear interference (dominated by

XPM) cancellation using optical injection locking. This technique improves the peak-Q performance

of QPSK and 16-QAM modulated signals by 1 dB and 0.7 dB respectively. Despite of these gains, it

cannot compensate for the wide-band SPM. Thus, in this section the OIL-based nonlinear phase noise

compensation cascaded with the digital back-propagation algorithm in the DSP is investigated for the

SPM cancellation over link distances up to 3520 km.

System architecture and concept

5.2.3 XPM compensation

Figure 5.23: System compensating for XPM using optical injection locking and SPM using DBP (digital back-
propagation).

An OFDM signal is considered in this work as it allows to a guard band to be easily created in the

centre of the spectrum by allotting zeros to the central sub-carriers. A residual carrier is transmitted

along with the signal. This residual carrier acts as a pilot tone and picks up the cross-phase modulation

experienced by the sub-carriers. Due to the guard band (Bguard), the residual carrier can be filtered out

and the XPM distortions can be extracted for further cancellation from the sub-carriers. As discussed

in the previous section, the residual carrier can be selected out with the XPM distortions using optical

injection locking (OIL) as shown in Fig. 5.23. The OIL setup allows for transfer of the phase modulation
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within a certain phase-transfer bandwidth (BOIL), depending on the injected power [131]. The recovered

carrier with the XPM distortions at the output of the OIL is used as a local oscillator in the coherent

reception of the signal. The XPM distortions get canceled due to the conjugate mixing of the XPM-

carrying local oscillator and the distorted signal. The phase-transfer bandwidth needs to be chosen

properly as too narrow BOIL (BOIL < BXPM) leads to incomplete XPM cancellation or loss of injection

lock and too broad BOIL (BOIL > Bguard) leads to portions of signal sidebands getting transferred to the

output of the OIL. Thus, with proper injected power, the complex electrical signal at the output of the

coherent receiver is free of the XPM distortions as shown in Fig. 5.23.

Digital back-propagation (DBP)

The previous section discusses the proposed XPM compensation technique using optical injection locking.

Even after XPM compensation, the distortions due to self-phase modulation (SPM) still persists. For

this, digital back-propagation is performed in the digital signal processing. The DBP algorithm has

been widely discussed in the literature [159] [160] [161] [162] [142] [143]. The signal propagation in an

optical fiber is described using a nonlinear Schroedinger equation (NLSE). The optical fiber length is

divided into short steps for which the NLSE can be fragmented into linear and nonlinear parts as shown

in Eq. (5.8).

∂E
∂z

= (N̂ + L̂)E (5.8)

N̂ = jγ|E|2 (5.9)

L̂ = −j
β2

2
∂2

∂t2 −
α

2
(5.10)

where N̂ and L̂ are the nonlinear and linear operators emulating the effect of chromatic dispersion and

the nonlinearity of the fiber respectively. α, β2 and γ are the attenuation, chromatic dispersion (CD), and

nonlinear coefficients of the fiber respectively. Eq. (5.8) can be inverted in absence of noise and thus, the

signal can be traced back to the transmitter to recover the actual symbol transmitted. Essentially, the

split-step Fourier method is used to solve the inverse NLSE as shown below.

ELi = IFFT(HDi(ω)× FFT(Ei)) (5.11)

where Ei is the signal field at the input of the ith step, HDi(ω) = exp(−jβ2hiω
2/2) and hi is the step-size

of ith step. (∗) is convolutional operation. The step-size is dependent on power and is varied along the

length with shorter steps near the transmitter followed by gradually increasing step-sizes towards the

receiver. This gradient step-sizes represent the actual fiber link more accurately as the signal experiences

higher levels of nonlinearities near the transmitter due to higher instantaneous power levels, requiring

shorter steps to find accurate solutions of the NLSE. The instantaneous power of the signal reduces
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along the link due to attenuation and thus longer step-sizes can be considered towards the receiver. The

step-size is calculated according to the attenuation in the fiber as-

hi =
−1
α

log
1− iδ

1− (i− 1)δ
and δ =

1− exp(−αLspan)

Nsteps
(5.12)

where Lspan is the total span length and Nsteps is the number of steps per span. After the linear part,

the signal is passed through the nonlinear part that calculates the SPM effect on the signal as shown in

Eq. (5.13).

ENi = ELi × exp(γhi|ELi|2) (5.13)

The output of the ith step (ENi) is then passed through the next step till the start of the span. The final

step output gives the original signal transmitted through the span.

Filtered-DBP

Figure 5.24: Frequency response of the high-pass filter used in filtered-DBP. HPF: high pass filter.

In conventional transmission system, the DBP works efficiently for SPM compensation. However, in

our case, the regular DBP will perform sub-optimally, the reason being the OIL system has already com-

pensated for the intra-channel nonlinear phase distortions that lie within the phase-transfer bandwidth

(BOIL). The regular DBP, thus, over-compensates for these intra-channel distortions at lower frequencies

within BOIL. To solve this issue, a filtered-DBP is proposed where a high-pass filtering of the signal is

done after the nonlinear part in DBP. Consider a high-pass filter (HHPF) whose frequency response is

given in Fig. 5.24. The filtering operation can be shown as-

ELi− f iltered = IFFT(HHPF ∗ FFT(ELi)) (5.14)

This filtering operation is inserted after Eq. (5.11) in DBP algorithm. The stop-band frequency should

be chosen such that it matches the phase-transfer bandwidth of OIL (BOIL). The injected power is set at
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-24.5 dBm. At this optimum power, the phase transfer baseband bandwidth of the OIL was observed

as shown in Fig. 5.24 (blue line). The high-pass filter is supposed to attenuate the frequencies that are

passed through by the OIL. As such, the stop-band is chosen from 0 to 700 MHz and pass-band from 0.9

GHz onwards. As a result, the HPF passes those frequencies that suffer more than 5-dB attenuation by

the OIL. The slope of the shelf HPF is purposely chosen as shown in Fig. 5.23. The choices of 0.7 GHz, 0.9

GHz as stopband and passband frequencies respectively were found to give optimized Q performance

by repetitively checking different stop band frequencies and slope of the HPF. This result was found

heuristically in our experimental setup and is not included in this thesis. Readers can pursue this project

as future work for verification. If the passband frequency is reduced < 0.9 GHz and stopband is fixed

at 0.7 GHz, the slope of the HPF rises quickly amplifying the ringing sidelobes in the subcarriers. This

causes degradation in performance. The same problem appears if passband is fixed at 0.9 GHz and

stopband is increased > 0.7 GHz. If the stopband and passband are both reduced < 0.7 GHz and < 0.9

GHz, the ringing is not amplified but the HPF does not exclude the effects of inter-channel nonlinear

distortions as required. This causes overcompensation by DBP and again degrades the performance. If

the stopband is fixed at 0.7 GHz and passband is increased > 0.9 GHz, the slope of HPF reduces but

this increases the risk of passing the ringing-sidelobes of the subcarriers or the subcarriers themselves

through (guard band = 1.25 GHz in baseband), causing performance degradation again. The same

degradation effect is observed if both stopband and passband are increased > 0.7 GHz and 0.9 GHz

respectively. This justifies our choice of choosing the stopband and passband frequencies that results in

HPF passing all the frequencies that suffer >= 5-dB attenuation from the OIL.

5.2.4 Experimental results

The experimental setup is same as in previous section as shown in Fig. 5.19. The sequence of DSP flow is

shown in Fig. 5.23. Due to the OIL setup, the frequency offset estimation and correction is omitted. The

received signal samples were passed through the DBP. For this, each span of length 80 km was divided

in to 20 steps and the chromatic dispersion parameter β2 is taken as 16 ps/(nm·km). The nonlinearity

coefficient γ is calculated as

γ =
2πn2

λAe f f
(5.15)

where n2 = 2.6× 10−20 and the effective core area, Ae f f = 80µm. λ is the center carrier wavelength. After

back-propagation, the frame-synchronization using a pre-defined preamble is performed. The frame is

passed through FFT and the OFDM symbols were extracted. The channel response was estimated and

rectified from the signal using training symbols. Finally, the residual phase mismatch or phase offsets

were removed by training-based maximum likelihood (ML) phase estimation algorithm to recover the

transmitted symbols.
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(a) QPSK.

(b) 16-QAM.

Figure 5.25: Q (dB) vs. launch power (dBm) of system with (squares) and without filtering (triangles) in DBP.

The modulated signal was initially transmitted over different transmission lengths by varying the

number of times the signal loops through the recirculating loop (each loop adds 320 km to the transmis-

sion distance). The effect of filtering the signal in DBP with a shelf-HPF is shown in Fig. 5.25. For all the

cases in this comparison (filtered or unfiltered DBP), the system implements OIL for XPM compensation.

As mentioned in previous section, the unfiltered-DBP performs sub-optimally due to overcompensation

of low-frequency intra-channel nonlinear distortions. It is observed that there is room for improvement

which is achieved by the filtered DBP. The concept was tested for both QPSK and 16-QAM modula-

tion formats. For both cases, the filtered-DBP gave a Q performance improvement of 0.4-0.5 dB in the

nonlinear regime. A marginal 0.1-0.2 dB improvement in the noise-dominant low power regime is

also observed. This improvement could be attributed to the ASE noise filtering effect of the HPF in

the guard band region. Thus, with this optimization performed using filtered-DBP we compare the
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Figure 5.26: Q vs. launch power comparison for QPSK.

overall performance improvement from OIL+filtered-DBP system over a conventional system without

nonlinearity compensation.

For complete comparison, a reference curve without any nonlinearity compensation by OIL or DBP

is plotted over launch power sweep (asterisk markers). In this case, the slave laser in the OIL is in free

running mode i.e. there is no power injection. As a result, the frequency offsets need to be taken care of

in the DSP, which is done using a spectral-peak search method. Next the received signal is injected into

the OIL setup with a controlled injected power of -24.5 dBm. With the injection locking and the proposed

setup for XPM compensation, an overall improvement in the Q performance of about 1 dB is observed

as shown in Fig. 5.26 (circular markers) for all the transmission distances. Additionally, at 7% hard

forward error correction limit (Q=8.6 dB, BER = 3.8 ×10−3), the OIL based XPM compensation makes

transmission over 3200 km possible. It should be noted that OIL based recovery is not only nonlinearity

compensation but partially linear phase noise compensation as well. This results in marginal gain in the

linear region and improves the performance plot in low and mid-OSNR region, such that the optimum

launch power may seem to remain the same. Next the filtered-DBP algorithm is added in the DSP to

mitigate the SPM effects. Fig. 5.26 shows the Q performance improvement with OIL+DBP system (square

markers). An additional 0.9-dB improvement in the peak-Q (1.9-dB improvement compared to reference)

is observed for all the transmission distances considered. Also, a 2-dB improvement in the launch power

threshold at the 7% HD-FEC limit is seen. In terms of maximum reachable transmission lengths, the

system with OIL+DBP now crosses the HD-FEC threshold for distances up to 3520 km. Hence, a boost of

320 km in transmission length without errors using simple Reed Solomon RS(255,233) error-correcting

codes is achieved.

Similar results are observed in the case of 16-QAM modulated signals (Fig. 5.27). The OIL-based

XPM compensated increases the peak-Q by 0.7 dB, increased further by 0.9 dB when cascaded with the

filtered-DBP. With OIL based XPM compensation alone the the maximum transmission distance to cross
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Figure 5.27: Q vs. launch power comparison for 16-QAM.

the HD-FEC limit increases to 640 km. On addition of filtered-DBP, this maximum reach further increases

to 960 km. In case when 20% soft-decision FEC is considered, the maximum transmission reach that can

be achieved without errors using soft decision LDPC codes concatenated by convolutional codes is 1600

km for 16-QAM. By adding the filtered-DBP in the system, a 1-dB improvement in the required launch

power is observed at peak-Q for both modulation formats, thus allowing for the signals to be launched

at higher powers for longer distances. Overall, the OIL+DBP system proves to be capable of boosting the

transmission reach and the Q performance by compensating for the XPM-dominated nonlinear phase

noise and the SPM accumulated by the signal on transmission over longer distances.

There are expected trade-offs between the width of the guard-band employed to host the residual

carrier, and performance, especially when considering the overall capacity. At higher injection ratios,

the leakage of data sidebands into the recovered carrier reduce performance. Clearly, with a wide

guard-band, this effect could be reduced, but at the cost of lost capacity. This change in guard-band is

also likely to influence the optimal carrier-to-signal power ratio. An arguement can also be made that

the spectral benefits achieved by using OFDM may be lost by adding a guard band. A full investigation

of this trade-off between the spectral benefit for the applied OFDM parameters, the width of guard band

and channel capacity would benefit from using mutual information as a metric.

Fig. 5.15 shows that the XPM effect drops by 20 dB within 1-GHz modulation bandwidth for 3200 km

links. For 320-km links, though XPM is quite low, but it stays almost constant up to 2.5 GHz. On the

other hand, the phase transfer bandwidth of OIL for a flat-spectrum signal shows a lorentzian shape and

is not flat (Fig. 5.18). The width of this Lorentzian shape increases with the injected power, up to the point

when the OIL system enters the chaotic regime. As a result, the OIL will. completely or partly, transfer

the XPM phase distortions to be cancelled further, according to the link length and injected power. As

such, for complete or better cancellation of XPM, shorter links will require more injected power than
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the longer links. This change of required injected power according to link lengths could be an issue in

optical WDM networks where it is difficult to determine the length that individual channel has traversed.

Further investigation on required injected power against link length, thus, needs to be performed.

The nonlinear inter-channel noise (NLIN) addressed in this thesis is a specific case when the XPM

dominates the NLIN for many short spans for long overall link. However, the NLIN contributes to

amplitude noise and polarization rotations too along with phase distortions [163]. The amplitude noise

is dominant over the polarization rotations and phase distortions for low channel spacing between the

WDM channels. Moreover, the OIL system transfers only the phase distortions for further cancellation

and not the amplitude distortions. As a result, the proposed OIL-based NLIN cancellation can tackle

only the phase distortion part of NLIN. The OIL setup will not be affected by the polarization-rotations

induced by nonlinear interactions because we use the polarization-independence module. Nonetheless,

these polarization rotations will cause cross-polarization effects in the received signal and has to be

negated in the offline DSP. Further investigation of the proposed OIL-based NLIN compensation against

link lengths, channel spacing and number of spans will enlighten us more on this system. These are some

issues that would need to be investigated before turning the proposed system for feasible commercial

implementation over field links and optical networks.

5.2.5 Conclusions

The OIL-based carrier recovery has been researched for decades now. This chapter proposed techniques to

make the OIL-based carrier recovery practical to implement in filed links. The experimental verifications

and the field tests proved the reliability of the proposed concepts. The OIL-based carrier recovery was

made independent of the signal’s polarization, which is a big issue in field links. Moreover, the OIL

was used for nonlinearity compensation in addition to carrier recovery. Thus, the proposed technique

reduces the DSP latency as the CFO estimation and inter-channel nonlinearity compensation algorithms

are no longer required. The OIL also partially compensates for the laser phase noise as against the

OEFOE in previous chapter. This benefit, however, comes at the cost of increased hardware complexity.

Thus, trade-offs exist between system’s computation/hardware complexity and system’s latency in

data-recovery over the various techniques explored in this thesis.
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Conclusions

In this thesis, different approaches and methods have been investigated that work to achieve or aid

carrier recovery in optical communications systems. The proposed methods target one or more aspects of

carrier recovery; some techniques provide additional utilities. This is shown in Table 6.1. The proposed

methods are discussed across Chapters 3-5.

Proposed techniques and compensation capabilities

Technique
Carrier

frequency
offset

Phase noise Additional utility

Parallelized Kalman filters
for single carrier system 3 3 7

Joint polarization-state
and phase noise tracking 7 3

Polarization state
tracking

Optoelectronic frequency
offset estimator 3 7 7

Polarization-independent
optical injection locking 3 3(Partial)

Maintained
injection lock with

drifting
polarization

Optical injection locking
based nonlinearity com-
pensation

3 3(Partial)
Nonlinear phase

noise
compensation

Table 6.1: Proposed techniques with their compensation capabilities.

Chapter 1 discussed the problems addressed in this thesis covered under the broad topic of carrier

recovery in optical communications. A brief explanation about the effects of these problems such as

carrier frequency offset, phase noise and nonlinear interference noise was given. Also, the techniques

proposed to mitigate these effects were briefly discussed along with their pros and cons.
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Chapter 2 talked about the important inventions and research in the field of communications and

carrier recovery that led to the present techniques. The chapter started with techniques proposed

for carrier recovery in wireless radio frequency communication systems followed by many of them

being inherited for optical communication systems and then techniques developed specially for optical

communications.

Chapter 3 focused on the digital signal processing approach for carrier recovery. Kalman filters,

being proved as the optimum estimators were investigated. They were investigated for two applications

namely, parallel processing architecture for carrier recovery and joint phase-noise and polarization

state tracking. For the first application, a blind, unscented Kalman filter implemented as parallelized

architecture for carrier recovery in single-carrier optical systems was proposed. Its performance was

compared with previously proposed parallelized LKF. For block lengths optimized for Q performance,

the UKF reduces the computation time by 1.7 times than that of parallelized LKF. At the same time,

the UKF requires 1.2 dB and 0.8 dB lower OSNR at the 7% hard FEC limit compared with the LKF for

both QPSK and 16-QAM modulated signals respectively. These improvements in computation time

and required OSNR were observed to be better for longer blocks. The proposed system was verified

to perform successfully over an 800-km long-haul link, where the UKF gives 2.3-dBm improvement in

the required launch power at hard FEC limit over LKF that reduces with the order of modulation. This

study shows that in the case of parallelized architectures, for specific applications of carrier recovery in

optical communication systems, an unscented Kalman filter can prove to be a better option than a linear

Kalman filter. The benefit, however, comes at the cost of increased processing hardware requirements.

For the second application, an unscented Kalman filter was investigated and compared with the

previously proposed extended Kalman filter for joint polarization state tracking and phase noise miti-

gation. A comparison was also made with conventional blind CMA algorithms for QPSK and MMA

for 16-QAM modulation formats. It was shown through experiments that the proposed UKF for joint

polarization and phase tracking outperforms the previously proposed EKF algorithm and the conven-

tional CMA+VVPE/MMA+ML algorithms at the cost of increased complexity. The EKF showed no

improvement over CMA+VVPE algorithm on a QPSK modulated signal throughout the OSNR range

investigated and very marginal improvement over MMA+ML algorithm for higher QAM modulation

formats at high OSNRs. The reduced-complexity versions of the UKF and EKF, R-UKF and R-EKF were

also proposed for this application. The R-UKF outperformed both EKF and CMA +VVPE/MMA+ML for

moderate and higher OSNRs (i.e. >10 dB for QPSK and >13 dB for 16-QAM), while requiring fewer

computations than the EKF. Although the R-EKF was less complex than the EKF, its performance was

compromised for target OSNRs (i.e. <18 dB for QPSK and <16 dB for 16-QAM). After transmission over

an 800-km optical fiber link, all of the algorithms attained their peak performance at same launch powers;
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the UKF and R-UKF outperformed the other algorithms, whose performances were similar except for low

launch power region where the EKF showed marginal improvement over CMA+VVPE and R-EKF. In the

case of 16-QAM signals, the UKF required the lowest launch power at the 7% hard FEC limit followed

by R-UKF, EKF, R-EKF and MMA+ML. Overall, the Kalman filters gave flexibility against changes in

modulation formats as compared with the conventional systems. An UKF gave optimum performance

over all other algorithms at the cost of increased computational complexity. In case of systems that

require lower complexity, an R-UKF proved to be an appropriate choice if its OSNR requirements are met.

Here, the R-UKF proved to be optimum with its gains in computational complexity and performance.

Less computational complexity can be translated to less hardware requirements, but very less can be

said about the latency of the system as that would depend on the processing architecture design.

Chapter 4 focused on the frequency offset aspect in carrier recovery of optical communication sys-

tems. An optoelectronic carrier-frequency offset estimator that replaces the computationally expensive

estimation DSP algorithms was designed and tested using simulations. The system was designed in two

versions, one suitable to integration on a photonic chip while the other suitable to be implemented in

a lab with discrete equipments. Both the versions use passive optical components and avoid the use

of high-speed photodiodes or high-speed analog-to-digital converters. For a 28-Gbaud OFDM signal

(N=156, 100 subcarriers), the system can estimate CFO up to ±1250 MHz with estimate errors < 4%. The

simulations with varying cyclic prefix lengths suggested the CP length to be fixed ≥ 15% to maintain the

errors < 1%. The system was found to be robust to the chromatic dispersion, laser linewidth, self-phase

modulation, AWGN noise in the channel and the launch powers in a transmission link. Hence, the

system provides an efficient way towards reducing the load on digital signal processing. The reduction

in the DSP latency can be expected to be about 6-8%, depending on the CFO estimation algo, with a

slight increase in hardware complexity.

Chapter 5 looked into the all-optical processing approach of optical injection locking for carrier

recovery. In the first half of the chapter, the proposed methods helped the sustainability of the OIL-based

carrier recovery rather than performing it. A pluggable module was proposed that, when attached

before the OIL setup, rendered the OIL independent of the incoming signal’s polarization state. This

was achieved without any considerable loss in the Q performance. The system was tested over a 20-km

field link, using a 40-MHz LW, 0.5-dBm transmitter laser. The random fluctuations in the polarization

of the signal due to random events in the surroundings of the link were taken care of by the proposed

module. The resulting continuously-locked OIL setup cancelled the phase noise effects of the broad LW

laser. Thus, the complete setup with the proposed module along with the IL relaxed the constraints on

the laser specifications and proved to be capable for practical implementation, which was difficult until

now due to the polarization-sensitivity of OIL’s mechanism.
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In the second half, an all-optical processing approach for nonlinear phase noise compensation, using

optical injection locking, was proposed. The concept was experimentally verified on an OFDM signal in

a WDM system. The method resulted in 1-dB (QPSK) and 0.7-dB (16-QAM) improvement in Q in the

nonlinear power regime, compared with a conventional intradyne receiver. With an injection ratio of -45

dB, the transmission reach of the system was increased by 1 loop of the recirculating loop (320 km) in the

experimental setup before hitting the FEC limit. Thus, the proposed system can extend the transmission

distance of optical communication networks, only requiring a sub-system modification at the receiver to

avoid changes to fiber transmission infrastructure. Similar to the optoelectronic approach, the all-optical

processing approach also gave latency gains with increase in hardware complexity.

The Q-performance improvements of the proposed methods in this thesis are shown in Fig. 6.1. The

improvements are given in comparison with the respective conventional methods used for the different

applications.

Figure 6.1: Q-performance report of the proposed carrier-recovery methods.
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Performance report : Gain, : Penalty

Technique Q
performance Latency Complexity

Parallelized Kalman filters
for single carrier system

Joint polarization-state
and phase noise tracking (low OSNRs in

R-UKF)

(for UKF)

(for R-UKF)

(for UKF)

(for R-UKF)

Optoelectronic frequency
offset estimator Unchanged

(Computational)

(Hardware)

Polarization-independent
optical injection locking Unchanged

(Computational)

(Hardware)

Optical injection locking
based nonlinearity com-
pensation

(Computational)

(Hardware)

Table 6.2: Performance of the proposed techniques with respect to the requirement aspects.

From all these methods investigated, a common revelation appears. Various performance parameters

such as the Q performance, latency, hardware complexity or computational complexity are involved for

selecting an approach. The choice may vary for different application scenarios. All the techniques in the

literature or proposed in this thesis give gains in one or more of these parameters at the cost of some

other parameter. This can be seen in Table 6.2. A technique that gives benefits in all these parameters

does not exist yet. Attempts can only be made to approach that ideal solution that may or may not exist.

Though this research-journey towards optical carrier recovery has slowed down in past few years, it has

yet not reached its ultimate, ideal destination.
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Appendix

7.1 Appendix A: Parallelized unscented Kalman filter architecture and algorithm

Figure 7.1: (a) Architecture of parallelized unscented Kalman filter. (b) Internal structure of Block A.

The unscented Kalman filters, unlike the linear Kalman filters, can perform for nonlinear models [86].

The UKF predicts the estimates by choosing a specific number of sigma points from the previous estimates

and passing each of them through the nonlinear observation model, the output of which gives more

accurate predictions of the unknown parameters for current time instance. Fig. 7.1 shows the architecture

of the parallelized UKF system. The step-by-step processing algorithm of this structure is given as

follows.
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Unscented Kalman filter algorithm

Given: x̂k−1 = [θ̂k−1 ω̂k−1], the estimates from (k− 1)th block and the covariance matrix Pk−1. Here, θk

and ωk are the midpoint and the slope of the phase mismatch in kth block respectively.

Prediction stage

From the previous block estimates x̂k−1 the sigma points are calculated (Fig. 3.21(b)).

Calculate Sigma points:

ith sigma point: x̂k−1,i = x̂k−1 +
√
(L + λ)(Pk−1)i; for i=1· · ·L

ith sigma point: x̂k−1,i = x̂k−1 −
√
(L + λ)(Pk−1)i; for i=L+1· · ·2L

where: λ = L(10−3 − 1) is the scaling parameter, L is the number of parameters to be estimated. Here,

L=2 as two parameters, θ and ω are being estimated. (Pk−1)i is the ith column of Pk−1.

Time Update:

x̂−k,i = Ax̂k−1,i; i = 1 · · · 5. (7.1)

where: A =

 1 NB

0 1

. The time updated sigma points are each passed through the nonlinear

observation model as

yk,i
− = [ejx̂−k,i(0) x̂−k,i(1)]

T ; i = 1 · · · 5. (7.2)

ŷ−k =
5

∑
i=1

wiyk,i
− (7.3)

Pk
− =

5

∑
i=1

wi
c(yk,i

− − ŷ−k )(yk,i
− − ŷ−k )

∗ + Q (7.4)

where α2 = 10−3 determines the spread of sigma points and β is used to incorporate prior knowledge

of the distribution (β =2 is optimum for Gaussian distribution [86]). The weights in Eqs. (7.3) and (7.4)

are given as w1 = λ/(L + λ); w1
c = λ/(L + λ) + 1− α2 + β ; w2···5 = w2···5c = 1/2(L + λ) [86]; and the

covariance Q =

 0 0

0 10−3

 . These sigma points, being independent of each other can be calculated

in parallel. Thus, the complete process of calculating ŷ−k from x̂k−1 in Block A of Fig. 3.21(a) can be

parallelized as shown in Fig. 3.21(b). The phase mismatch at each sample for current kth block is then

predicted in Block B of Fig. 3.21(a) using-

φn
− = ŷ−k (0) +

(
n− NB + 1

2

)
ŷ−k (1); n = 1 · · · NB (7.5)
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Update stage

The state parameters are updated in this stage as follows (see Fig. 3.21(a)).

sn,k = rn,ke−jφn
−

; dn,k = decision(sn,k) (7.6)

where rn,k is the nth sample of kth block of the received signal. The final updated state parameters are

calculated as

x̂k = x̂k−1 + Kk

 ỹk − ŷ−k
δωk

 (7.7)

Pk = (I2×2 − Kk)Pk
− (7.8)

where the innovation, δωk is given as δωk =
Im
[

∑
NB
n=1

(
n− NB+1

2

)
sn,kdn,k

∗
]

Re
[

∑
NB
n=1

(
n− NB+1

2

)2
sn,kdn,k

∗
] and

ỹk = s(NB=1/2),k × (d(NB=1/2),k)
∗ (7.9)

The LKF calculates the innovation of θ i.e. δθk along with δωk in block a. As this is avoided in UKF, it bene-

fits in latency. The Kalman gain is Kk = Pk
−(Pk

−+R)−1 and the covariance matrix R =

 10−3 0

0 10−4

.

The covariance matrices are taken from [12] and improved upon by trial and error to optimize Q. The

estimates x̂k = [θ̂k ω̂k] in Eq. (7.7) are then used to calculate the phase mismatches of each sample

in the kth signal block by interpolation, again using Eq. (3.13). The received signal samples are then

compensated for these mismatches and sent for demodulation.
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7.2 Appendix B: Chosing co-ordinate system for joint phase-noise and

polarization-state observation model

The conventional mathematical model or Jones matrix for any birefringent material is given as [164]

M =

 ejη/2cos2ϑ + e−jη/2sin2ϑ (ejη/2 − e−jη/2)e−jΦcosϑsinϑ

(ejη/2 − e−jη/2)ejΦcosϑsinϑ e−jη/2cos2ϑ + ejη/2sin2ϑ

 (7.10)

where, η is the relative phase retardation induced between the fast axis and the slow axis, ϑ is the

orientation of the fast axis with respect to the horizontal axis and Φ is the circularity i.e. Φ = 0 for linear

retarders and Φ = ±π/2 for circular retarders. It can be observed that M forms a scaled unitary matrix

that agrees with the properties of a Jones matrix.

The elements of Jones matrix, M, are complex and can be written in phasor form as XejY or in

Cartesian form as a + jb. In this work, the Cartesian form is chosen for the Jones matrix as follows-

M =

 a + jb c + jd

−c + jd a− jb

 (7.11)

The reason for choosing the Cartesian form lies in context to using the Kalman filters that require

the parameters (to be estimated) to follow the Wiener process, i.e. an unknown parameter z should

follow zn+1 = zn + ∆z. The suffix denotes the time instance and ∆z is normal distributed such that

∆z ∼ N (0, σz
2). Since the real and imaginary parts of the elements of M follow Wiener procedure [13],

cartesian form is considered.

It may be possible that some researchers may favour to use the phasor form instead of Cartesian for

reasons of their own. Nonetheless, it can be proved that using the phasor form does not work in Kalman

filters. Consider the matrix element a + jb with equivalent phasor form XejY where a and b follow the

Wiener process i.e an+1 = an + ∆a and bn+1 = bn + ∆b. Thus, in order to use XejY in Kalman filters, X

and Y should also follow Wiener process.

Xn =
∥∥an + jbn

∥∥ =
√

an−1
2 = bn−1

2 + ∆a2 + ∆b2 + j2a∆a + 2b∆b (7.12)

Xn = Xn−1

√1 +
∆a2 + ∆b2 + j2a∆a + 2b∆b

Xn−1
2

 (7.13)

Now consider ∆X = Xn − Xn−1.
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∆X = Xn−1

√1 +
∆a2 + ∆b2 + j2a∆a + 2b∆b

Xn−1
2 − 1

 (7.14)

The term (∆a)2 + (∆b)2 is exponential distributed and (2a∆a + 2b∆b) is Gaussian distributed, ∆a

and ∆b being Gaussian distributed. Thus, the addition of an exponential and Gaussian distribution

is definitely not Gaussian. As a result, ∆X is not Gaussian distributed and X does not follow Wiener

process, making phasor form XejY unsuitable for Kalman filters.

Intuitively, since X is a non-zero magnitude, Xn − Xn−1 = (Xn–r) forXn−1 = any positive number

‘r’. Thus, the range within which ∆X = Xn − Xn−1 can take values is [−r,∞]. In order to make the

distribution of Xn to take values within range [−∞,∞], Xn−1 has to take value ∞ that is not possible in

practical systems. This contradicts the properties of Gaussian distribution that has the limits [−∞,∞]. As

a result, again, ∆X is not Gaussian distributed and X does not follow Wiener process, making phasor

form XejY unsuitable for Kalman filters.
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7.3 Appendix C: Unscented Kalman filter algorithm for joint phase noise and

polarization-state tracking

Algorithm 5 Alg.5: UKF for joint phase noise and polarization-state tracking

Given:
L: Number of unknown parameters to be estimated

L=5 for UKF and EKF; L=3 for R-UKF and R-EKF.

λ = L(10−3 − 1)

α2 = 10−3

β = 2

w1 = λ/(L + λ)

w1
c = λ/(L + λ) + 1− α2 + β

w2···(2L+1) = w2···(2L+1)
c = 1/2(L + λ)

S1 = [0, 0, ....0]1×L
T

P1 = [0]L×L

A = IL×L

Q = 10−5

R = 10−1

for k = 1 : N do B For N signal samples

Time update equations:
A.5.1: Sk

− = ASk−1

A.5.2: Pk
− = APk−1 AT + Q

Calculate sigma points:
A.5.3: (Sk)i

− = Sk
− +

√
(L + λ)(Pk

−)i ; for i=1· · ·L

A.5.4: (Sk)i
− = Sk

− −
√
(L + λ)(Pk

−)i ; for i=L+1· · ·2L B (Pk
−)i is the ith column of the matrix Pk

−

A.5.5: Sk f = ∑2L+1
i=1 wi(Sk)i

−

Measurement update equations:
For UKF:

A.5.6: tk,i = e−j[(Sk)i
−(5)]

[
(Sk)i

−(1) + j(Sk)i
−(2) (Sk)i

−(3) + j(Sk)i
−(4)

−(Sk)i
−(3) + j(Sk)i

−(4) (Sk)i
−(1)− j(Sk)i

−(2)

] [
Zx
Zy

]
For R-UKF:

A.5.7: tk,i = e−j[(Sk)i
−(3)]

[
(Sk)i

−(1) (Sk)i
−(2)

−(Sk)i
−(2)

∗
(Sk)i

−(1)
∗

]
A.5.8: t̂k = ∑2L+1

i=1 witk,i

A.5.9: Ptt = ∑2L+1
i=1 wi

c(tk,i − t̂k)(tk,i − t̂k)
∗
+ R

A.5.10: Pts = ∑2L+1
i=1 wi

c((Sk)i
− − Sk f )(tk,i − t̂k)

∗

A.5.11: Kk = PtsPtt
−1

A.5.12: Sk = Sk f + Kk(t̂k − decision(t̂k))

A.5.13: Pk = Pk
−KkPttKk

∗

end
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7.4 MATLAB codes

7.4.1 UKF for joint polarization-state and phase-noise tracking code.
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7.4.2 R-UKF for joint polarization-state and phase-noise tracking code.
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