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Abstract

The field of Digital Forensics (DF) has become integral to law enforcement, but demand in

terms of quantities of data and items seized is growing at a pace unmatchable by available

resources, both technical and human. Despite five-fold personnel increases, infrastructure

improvements and the introduction of workload reduction techniques such as triage and

self-service for routine, low-risk acquisitions, the demand for DF assistance within organ-

isations such as the Australian Federal Police (AFP) remains insatiable. Research into

efficiency improvements tends to focus upon data reduction at time of collection or im-

provements in presentation during analysis - a noble intention, but one incompatible with

some jurisdictions’ requirement for complete examination in all prosecutions, including

uncontested matters. In either case, both approaches do nothing to support the review of

the data itself for evidentiary value. Numerous studies report high levels of stress amongst

practitioners due to excessive workloads, exacerbated by exposure to offensive materials

such as Child Exploitation Material (CEM). The impact of requiring an investigator, ana-

lyst or even judicial officer to review 500,000+ CEM files renders any efficiency gains made

through data reduction and presentation improvements immaterial, and places personnel

and even the judiciary at an unacceptable health and safety risk.

Without adequate research and development of automation both for efficiency and

health & safety purposes, the degeneration of DF support levels within law enforcement

will continue, if not accelerate.

The efficacy of DF related research lags behind similar and related fields such as image

retrieval. Commercial considerations no doubt contribute, but academic and even inter-

jurisdictional collaboration are discouraged by legal & ethical considerations regarding the

sharing of evidentiary data and even the portability of findings - the definition of seemingly

consistent terms such as ‘child’ varying according to location and context.

This thesis lays the foundations for the sustainable research, development and imple-

mentation of automated tools for use throughout the investigation process, regardless of

jurisdiction. We ontologise criminal behaviour, introducing the Tor-use Motivation Model
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(TMM) as a simple yet robust method for recording not only online behaviour but moti-

vation, consistent with the common law criminal elements of actus reus and mens rea. We

design and develop a deep learning based CEM classifier, in the process identifying and

documenting shortcomings of currently used schemas when applied to machine learning.

We counter these deficiencies by introducing the Majura Schema, an objective, backward

compatible, age agnostic pornography ontology focused solely upon tangible attributes

rather than abstract concepts such as severity. Finally, we demonstrate the viability of

these emergent technologies through the introduction of Monte Carlo Filesystem Search

(MCFS), a lightweight, unsupervised and adaptive crawl strategy capable of exploiting

their outputs as guidance to significantly accelerate searches for evidentiary materials.
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Preface

Caveat

The research conducted and this resulting dissertation is focused upon improving
the efficacy of Digital Forensics (DF) within law enforcement - specifically, within
the Commonwealth of Australia. Whilst we don’t anticipate any inconsistencies
with DF activities within fields such as military and commerce (and indeed have
conducted some work with such organisations in confidence), the research, experi-
ments and findings detailed within this work haven’t been specifically tested outside
our specific context.

By way of background, I am a sworn member of the Australian Federal Police (AFP),

bearing the rank of Leading Senior Constable and designation of Federal Agent. I joined

the AFP after working in private industry as a software developer and natural language

speech recognition subject matter expert, graduating from recruit training in March 2003.

Since then I have served in areas including:

• General Duties (i.e. uniform) policing in the Australian Capital Territory (one year);

• Counter Terrorism (four years); and

• Digital Forensics (nine years).

During this time I have had the opportunity to work closely with domestic and inter-

national partners, conducting training in Indonesia (Jakarta Center for Law Enforcement

Cooperation), contributing to software development projects in the United States of Amer-

ica, and, of course, collaborating on investigations across Australia and in countries such

as Vanuatu, the United Kingdom, and the United States of America. I have also worked

in areas responsible for public policy and governance, including direct briefing of senior

management and government.

Throughout this thesis we focus upon the application of the research within investi-

gations into online child abuse and Child Exploitation Material (CEM) production/dis-

tribution. This is due to both personal and pragmatic reasons. Firstly, the creation and

distribution of CEM is a particularly abhorrent crime. Secondly, due to the nature of both

offending and prosecution, we have observed such investigations’ tendency to produce large

quantities of high quality, manually annotated data. These techniques are easily ported to

differing crime types such as Counter Terrorism, but such a move will require the assembly

of datasets of a scale beyond the feasibility of this research.

1
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In terms of workflow, this thesis places a heavy emphasis upon the use of tools and

techniques during triage - in particular, the filtering/whittling down of items identified

during search warrant execution as possibly containing data of interest, ideally to those

definitely doing so (though this can also include items requiring further examination due

to technical limitations of on-site facilities and equipment). The tools and techniques

examined and proposed within this thesis are not designed to be used at any specific

point in the investigative cycle, nor in any particular jurisdiction. The tools proposed

have been designed to be lightweight, portable, and fast in order to facilitate their use

in situations of minimal infrastructure, personnel and time - i.e. during the execution of

most search warrants. If one succeeds in providing tools for the search warrant use case,

then optimisation in the lab is simple.

Ethical Guidance

This research has been conducted in compliance with the inherent values of policing within

Australia, particularly in terms of ethical use of data and the avoidance of any ‘hacking’

type methodologies. This is in addition to the standard ethical considerations and clear-

ance processes conducted by Monash University as an academic institution.

Policing in countries such as the United Kingdom and Australia is described as polic-

ing by consent, a series of considerations and policies commonly referred to as “Peelian

Principles” or “Robert Peel’s 9 Principles of Policing”. Whilst their exact provenance is

unclear (Robert Peel is not thought to have written them himself), they appear to have

evolved from a set of guidelines for Constables during the early days of what is now the

Metropolitan Police. Overall, they are perhaps best summarised as an acknowledgment

that Police are part of the community (and vice-versa), and that unlike the military, their

legitimacy, powers and very existence are only granted by virtue of public support, consent

and respect (Home Office (United Kingdom), 2012).

Whereas the provenance, application and even relevance of the principles have been

subjected to debate (Loader, 2016), they remain a strong influence on, and also reflection

of, the values of ethical policing.

This work’s focus upon data mining and web crawls can be viewed as relating to elec-

tronic surveillance, a topic having gained particular prominence in public debate since

revelations regarding the activities of the National Security Agency (NSA) made by Ed-

ward Snowden. These relate to government intelligence operations, but understandably,

the vast bulk of public opinion simply regards such matters as ‘government’ activity, plac-

ing little distinction on law enforcement.

There is a place for data/telephone intercepts and mining of data obtained through

such means within policing, but these activities must be justifiable on a per instance case.

Within the Commonwealth of Australia all such activities must be judicially authorised

on a targeted (per-individual or service) basis, supported by sufficient grounds to justify

(in the eyes of the issuing officer) what amounts to an invasion of privacy. No avenue

exists to lawfully target groups or the general public.
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Peelian Principles

Named after Sir Robert Peel, who as Home Secretary of the United Kingdom
founded the organisation now known as the Metropolitan Police, a move often
regarded as the foundation of ‘modern’ policing. The nine principles were used as
part of general instructions for recruits from 1829 (Home Office (United Kingdom),
2012), and have since provided guidance for ethical policing worldwide.
Whereas not all below listed principles are relevant to this work (1–3 being the most
applicable), all nine are provided for context.

1. To prevent crime and disorder, as an alternative to their repression by military
force and severity of legal punishment.

2. To recognise always that the power of the police to fulfil their functions and du-
ties is dependent on public approval of their existence, actions and behaviour
and on their ability to secure and maintain public respect.

3. To recognise always that to secure and maintain the respect and approval of
the public means also the securing of the willing co-operation of the public in
the task of securing observance of laws.

4. To recognise always that the extent to which the co-operation of the public
can be secured diminishes proportionately the necessity of the use of physical
force and compulsion for achieving police objectives.

5. To seek and preserve public favour, not by pandering to public opinion; but
by constantly demonstrating absolutely impartial service to law, in complete
independence of policy, and without regard to the justice or injustice of the
substance of individual laws, by ready offering of individual service and friend-
ship to all members of the public without regard to their wealth or social
standing, by ready exercise of courtesy and friendly good humour; and by
ready offering of individual sacrifice in protecting and preserving life.

6. To use physical force only when the exercise of persuasion, advice and warning
is found to be insufficient to obtain public co-operation to an extent necessary
to secure observance of law or to restore order, and to use only the minimum
degree of physical force which is necessary on any particular occasion for
achieving a police objective.

7. To maintain at all times a relationship with the public that gives reality to
the historic tradition that the police are the public and that the public are the
police, the police being only members of the public who are paid to give full
time attention to duties which are incumbent on every citizen in the interests
of community welfare and existence.

8. To recognise always the need for strict adherence to police-executive functions,
and to refrain from even seeming to usurp the powers of the judiciary of
avenging individuals or the State, and of authoritatively judging guilt and
punishing the guilty.

9. To recognise always that the test of police efficiency is the absence of crime
and disorder, and not the visible evidence of police action in dealing with
them.
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All activities undertaken and outputs sought during this research were considered

specifically to remain consistent with the mindset represented by these laws and principles.

We therefore self-imposed the following restrictions:

Public data were only obtained where a complete lack of restrictions existed. For

example, during our crawl of The Onion Router (Tor) (chapter 3) we only accessed sites

listed within public indices or linked to from other such pages. Robots.txt files were

respected, and logins were never made. Similarly, ‘captchas’ were regarded as a withdrawal

of consent for such examination, and sites hosting such infrastructure were dropped from

further consideration.

Private data were only made available to this research when already lawfully obtained

via search warrant, and even then only when established to be illegal via manual review.

No such private data was shared further, with direct ‘view’ access restricted to authorised

Australian Federal Police (AFP) staff. In total, two persons were granted such access

throughout this work.

Some data (still images) taken from the aforementioned sources is included within

appendices to this dissertation. However, all lawful materials are blurred, and illegal

materials fully redacted. A ‘law enforcement only’ copy may be produced in future and

stored within the AFP library for authorised research purposes, but only for work where

the granting of such access is obviously in the public interest.

Technical vulnerabilities are seen as out of scope for our work, given the absence

of any individual justification for undermining third parties’ data security. In chapter

3 we mention past research into Tor undertaken using technical exploits to undermine

anonymity. Whilst the researchers didn’t de-anonymise any users or attempt to access any

normally inaccessible data, we regard the indiscriminate use of such methods as against

the policing by consent model. Therefore, no attempts were made to identify any contem-

porary equivalents to past exploits.

Ontologisation of networks and data was undertaken specifically to aid the avoidance

of inefficient search - not only for economic reasons, but also to ensure the accessing of

innocent third parties’ public data is kept to an absolute minimum. Given the estab-

lished legal and ethical restrictions around accessing of private data, the accessing of such

information is regarded as completely out of scope for our research.

This research has not been conducted to enable increased (in terms of targets) surveil-

lance, nor does it seek or introduce any methods for undermining existing privacy safe-

guards - technical, physical or legal.
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A Final Caveat

Unless otherwise cited, any opinions and anecdotal observations described within this

thesis are directly drawn from first hand experience. They should not necessarily be

regarded as those of the AFP, Monash University, or any other parties.
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Chapter 1

Introduction

Forensic, adj. and n.: Pertaining to,

connected with, or used in courts of

law (Oxford English Dictionary, 2018)

The term ‘forensics’ tends to invoke visions based on popular television programs such

as “CSI” and its many offshoots, whereby fearless forensic analysts rapidly examine crime

scenes, cadavers and computers, invariably identifying methodologies, motivations and of-

fenders. Arrests almost invariably follow within a one hour period, including commercials.

Setting aside the sheer investigative speeds implied, the only accurate element within this

perception is the examination of possible crime scenes and things (including persons) of

interest. The remainder can largely be summarised as misconceptions made for entertain-

ment purposes alone.

To paraphrase a broad topic, we define Digital Forensics (DF) as the identification,

evaluation and presentation of data from electronic devices for the primary

purpose of presentation in court. As a law enforcement field, it has evolved from

individuals and ad-hoc teams working on specialist matters to dedicated laboratories em-

bedded within relevant agencies worldwide, largely in response to the vast quantities of

electronic devices and data emerging as a result of pervasive computing. Furthermore, the

significance of data as evidence has evolved in sync with that of data in general throughout

business and social life worldwide. Combined, these have resulted in the field encountering

near immeasurable growth in workload and importance within investigations and prose-

cutions globally.

The reality of DF is somewhat less glamorous than that alluded to in the aforemen-

tioned television programs, and certainly not as efficient. DF is undeniably more im-

portant within criminal investigations now than it was ten years ago, and is more often

critical to the success of complex investigations, particularly where mens rea1 and con-

spiracy are required proofs. For example, a senior Counter Terrorism investigator from
2 explained that during a recent investigation into a (foiled)

terrorist attack involving home made explosives, they’d rather have had more DF analysts

1’Guilty mind’ - summarisable as intent to commit a crime
2Given under ‘Chatham House rules’ of non-attribution

7
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than crime scene examiners, as establishing the presence of explosives and their precursors

in a location is relatively simple3. Proving the mindset and intended actions of a bomb

manufacturer is more difficult, often relying upon past communications and interactions

as a means for examining motivation, likely paths of radicalisation, possible targets, and

even co-conspirators. In the case of so-called lone wolf 4 attackers, the absence of known,

identifiable physical interactions makes electronic records particularly important (if not

essential).

1.1 Motivation

Whilst DF is typically separated from investigators organisationally, the rise of pervasive

computing has resulted in something of a parallel evolution in law enforcement. Even

the ‘lowest tech’ offences such as affray (typified by drunken brawling) will result in the

examination of Closed Circuit Television (CCTV) systems and mobile phones for recorded

footage, rendering DF itself ubiquitous, if not integral, to criminal investigations.

This “ubiquitous DF” means law enforcement has encountered something of a double

hit - not only are more investigators requesting DF assistance, they are requesting it for

more aspects of their cases. This has placed an unmeetable load on resources, leading

to requests for assistance being postponed, reduced or rejected outright. Like many such

organisations, the AFP has secured increased funding in the area (Borys, 2017), but the

growth of data and devices requiring examination (including on-site triage) is too large to

deal with through additional personnel and infrastructure alone.

A further complicating factor contributing to the challenges facing DF is the psycholog-

ical harm being encountered by practitioners. Burn out5 relating to increased workloads

is an obvious symptom, but the damage caused by long term exposure to offensive materi-

als such as Child Exploitation Material (CEM) and violence/gore (associated with online

radicalisation) is now being recognised as a major workplace health & safety concern. The

risks associated with CEM exposure have been known for some time, with issues such

as secondary traumatic stress (Seigfried-Spellar, 2017) and secondary victimhood (Brown

et al., 1999) well known for investigators. Contrastingly, the dangers associated with an-

alysts appear to have been underestimated or overlooked, with recent work starting to

identify stressors encountered even by those without direct victim/offender interactions

(Seigfried-Spellar, 2017; Powell et al., 2015).

DF research lags behind other information retrieval related fields. Beyond commercial

considerations (DF largely being a government and specialist field), access to quality data

corpora in and of itself is difficult, largely due to legal and ethical restrictions. CEM

related research is particularly constrained by understandably strict laws on the storage

and transmission of such materials - made all the more onerous when shared between

jurisdictions with differing laws.

3We emphasise not ‘easy’
4Individuals seemingly radicalised, preparing and conducting terrorist acts in isolation
5Mental exhaustion, typically associated with long periods of stress
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In summary, DF within law enforcement can’t keep pace with demand without a signifi-

cant effort at reducing analyst workloads and stressors. This thesis does not aim to provide

complete solutions for the challenges facing DF today - this will only be achieved through

cooperation between industry, government, the legal fraternity and judiciary within each

affected jurisdiction. An ambitious goal, to say the least. As detailed within the Preface,

this research is primarily aimed at reducing stresses and harms directly resulting from

large workloads of often monotonous, repetitive and psychologically harmful tasks. Im-

proved automation is an obvious first step towards this goal, but can only be achieved

if DF is lifted beyond mere ubiquity to integration throughout the investigations lifecy-

cle, with tools, inputs and outputs easily transported between teams, organisations and

jurisdictions.

1.2 Research Questions

In this work we specifically note that the identification of a crime having occurred is outside

the traditional role of ‘forensics’ - a view resulting in the “DF as a service” model, with

knowledge siloed within investigations and forensic teams. We believe these silos directly

contributed to the underestimation (if not complete ignorance) of practitioner welfare

issues. Whilst not responsible for detecting criminal behaviour, DF as an organisational

unit and science needs to be informed by investigators in order to carry out its pivotal role

- the preservation of evidence. If we wish to automate the recognition and classification of

evidentiary materials, we must be able to algorithmically explain what it is we are seeking.

Such ‘mapping’ of specialist concepts is not in and of itself novel, but as we will go on

to discuss, the absence of a global standard directly applicable to law enforcement has

directly limited the ability to share tools and techniques across jurisdictions. We therefore

ask:

Can online criminality be robustly ontologised? Can online criminal behaviour be

classified according to a jurisdictionally independent ontology? If so, can that ontology be

sufficiently flexible without becoming confusing and ambiguous?

An established ontology directly informs automated classification, providing a class

structure for the target materials - in this case, imagery. Image classification is a mature

topic, particularly in commercially valuable fields such as search. The safe annotation

and supervised training of a classifier using materials known to cause psychological harm

(refer Section 2.5.1) is a challenge still being felt by industry and government, yet the

efficiency and safety dividends presented by such automation has the potential to provide

the richest rewards to law enforcement. We therefore ask:

Can offensive materials be automatically recognised and classified reliably,

with minimal labelling? Can broad topics such as child exploitation be automatically

identified against existing labelling schemas currently in use by law enforcement?
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The first two research questions aid in preparation for preservation and collection of

evidence. However, the vast bulk of evidentiary data is typically encountered, preserved

and collected on site during the execution of search warrants - situations where even basic

facilities such as electricity and a safe working environment can’t be assured. Whilst

the automated classification of materials introduced in the previous research questions is

undoubtedly of value, there is the potential for improving the performance of the search

itself. In this work we therefore also discuss crawl strategies, a family of techniques used

to traverse networks in a highly efficient manner. Directing a crawler to intelligently

focus upon materials of interest is not a novel concept, and indeed we could implement a

manually directed crawler quite easily. However, the adaptation of such a methodology,

using the results output by an automated classifier, can lead not only to faster search

(both in terms of time and files examined), but also unattended search. We therefore ask

the question:

Can automated classifiers prioritise search for evidentiary electronic materials?

Can classifiers efficiently inform automated search within digital forensics, particularly in

time-critical situations where additional computational infrastructure is scarce or unavail-

able?

1.3 Contributions

Our research makes the following research contributions:

TMM The Tor-use Motivation Model (TMM) is a two dimensional taxonomy for online

behaviour on dark webs, with a particular interest in criminal & ‘of interest’6 behaviour.

Whereas existing schemas tend to categorise content according to underlying subject mat-

ter (‘pornography’, ‘narcotics’ etc), the TMM incorporates motivation as a means for

improving granularity without introducing ambiguity. The TMM has been peer reviewed

and published in the Journal of Digital Investigation (Dalins, Wilson and Carman, 2018).

Automated CEM Classifier We construct and demonstrate a deep learning based

classifier for the automated classification of CEM. Unlike previous research in the field,

and with close and rigorously regulated co-operation with the Australian Federal Police

(AFP), the classifier was trained and validated on data taken from numerous real world

cases. Furthermore, it was tested on thousands of images taken from an unrelated criminal

investigation, ensuring the quality of results. Using deep learning, we show the classifier

can be effectively trained with annotations already generated by law enforcement personnel

as part of investigations, rather than requiring manual identification of features.

Majura Schema During the development of the classifier, we observed that existing

CEM schemas are too abstract for the purpose of adequately training automated classifiers.

In response, we introduce the Majura Schema, an ontology focused upon visible content

6to law enforcement
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rather than abstract concepts such as ‘sadism’. The Majura Schema and aforementioned

CEM classifier have been peer reviewed and published together in the Journal of Digital

Investigation (Dalins, Tyshetskiy, Wilson, Carman and Boudry, 2018).

MCFS Monte Carlo Filesystem Search (MCFS) is a Monte-Carlo based tree search al-

gorithm, specifically adapted and tested for optimising searches across file systems within

electronic media - a key DF activity, particularly during search warrant execution. The

algorithm is lightweight and modular, capable of being directed by existing methodolo-

gies such as cryptographic hashes. MCFS does not require domain specific knowledge,

enabling portability between media types, source applications and even languages used in

naming files & directories. However, it is capable of exploiting knowledge such as metadata

when prioritising steps, further improving performance. MCFS has been peer reviewed and

published in the Journal of Digital Investigation (Dalins et al., 2015).

1.4 Chapter Summaries

Chapter 2: This chapter provides an overview of DF, existing research and the current

state of practice. It demonstrates how the field has evolved from a subordinate of infor-

mation security to become a specialised ‘forensic’ role, focusing specifically on identifying

what has occurred, rather than securing against what could occur. A level of disagreement

remains between practitioners as to the role of DF in protection, though as the chapter

demonstrates, it is perhaps wise to view DF’s outputs as informing security efforts rather

than being an integrated part of such matters. The chapter details the challenges facing

DF as a field, particularly due to the growth of data and device volumes at a rate un-

matched by any feasible allocation of infrastructure and human resources. The chapter

provides a case study of these challenges, showing how exposure to offensive media such

as CEM adds further psychological burden on police and DF practitioners, at levels previ-

ously underestimated by law enforcement and academia alike. Finally, the chapter details

the ‘dearth’ of available data, and its impact on research into technological responses for

addressing these urgent challenges.

Chapter 3: A perhaps understimated challenge in developing automated tools for iden-

tifying and classifying content is understanding precisely what is (and is not) being sought.

One need only attempt to define pornography7 to understand how context dependent, con-

stantly evolving and vague such a ‘simple’ concept can actually be. Introducing elements

required for identifying illegality and then translating such a definition into machine read-

able form adds further complication, with such ontologies needing to find balance between

comprehensiveness, flexibility and clarity. Whilst not designed or implemented for illegal

activities, the anonymity afforded by dark webs such as The Onion Router (Tor) (Dingle-

dine et al., 2004) has attracted an illicit user base, making their content an ideal starting

point for defining what constitutes criminal behaviour online. Whilst numerous schemas

7In this case, lawful pornography
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and ontologies exist for dark webs, in Chapter 2 we show these to be inadequate for law

enforcement use, with ambiguity or vagueness contributing to a lack of accuracy (CEM

being categorised as ‘adult content’ in one instance). Chapter 3 details our extensive

and unrestricted crawl of Tor, achieved through unprecedented levels of support from the

Australian Government and law enforcement agencies8. We use all data obtained as a

means for developing an ontology specifically suited for police use. We demonstrate how

an uncontrolled vocabulary approach provides simplicity, but rapidly leads to ambiguity

and confusion - online criminality being a far richer and more diverse ‘community’ than

we’d anticipated. We therefore introduce the TMM as a means for dealing with this di-

versity, demonstrating how the introduction of motivation as a second dimension provides

a far greater level of granularity. This is critical when one considers the ‘edge’/hard to

anticipate cases caused by the constant evolution and variability of criminality itself.

Chapter 4: This chapter demonstrates the introduction of machine learning to illegal

content recognition, with the development and testing of a deep learning based classifier

to detect and classify materials against a CEM schema currently in use across Australian

jurisdictions. We show that the classifier performs particularly well on the one class ac-

tually focused upon an unambiguous feature, with the remaining classes’ reliance upon

abstract or vague concepts directly contributing to poor performance. We therefore de-

velop and introduce Majura, a labelling schema focused primarily upon unambiguous

attributes. Whilst more complex (and therefore possibly more onerous) than existing

labelling schemas such as the Child Exploitation Tracking System (CETS) and the Com-

bating Paedophile Information Networks in Europe (COPINE) index, its flexibility also

allows for the creation and use of datasets of lawful materials as proxies for CEM, opening

the field to research and collaboration beyond law enforcement and associated entities.

Chapter 5: One of the challenges identified by DF practitioners is a difficulty in applying

current research to their everyday work. The aforementioned classifier is presentable via a

RESTful API, making it accessible to the vast majority of tools and applications available

today. Chapter 5 takes this one step further, demonstrating how focused crawls can

exploit existing knowledge such as CEM hashsets as a means for not only identifying

known items of interest, but also for doing so more quickly and without the need for

operator supervision. We develop and demonstrate the efficacy of MCFS across numerous

‘real world’ media seized as part of AFP investigations, showing it to robustly outperform

traditional search methodologies, particularly during device triage.

Chapter 6: This chapter concludes the dissertation, summarising our work, detailing

future directions (including some currently in progress) and practical implications of our

findings.

8In keeping with Australian law, written permission was obtained from the Commonwealth Minister
for Justice in order to allow the accessing, transmission and storage of CEM. The Attorney General’s
Department and AFP also granted specific permission, with State authorities informed via joint policing
arrangements.



Chapter 2

Digital Forensics Research &

Practice

Digital Forensic Science is not in the

business of protection (Palmer, 2001)

The emergence, evolution and growth of Digital Forensics (DF) as a profession and

field of research appears to have followed that of mobile communications and pervasive

computing, where at some point, electronic data started to regularly become relevant

within criminal investigations and intelligence matters. In the specific case of the Aus-

tralian Federal Police (AFP), this occurred around the early 1990s. In the absence of

any guidelines, standards, accepted projections or even definitions, practitioners in this

nascent field largely worked in relative isolation.

The earliest peer reviewed paper regarding computer forensics1 we could identify is by

Pollitt (1995), who provides a somewhat philosophical description of the field as “. . . the

application of science and engineering to the legal problem of digital evidence. It is a

synthesis of science and law. At one extreme is the pure science of ones and zeros. At this

level, the laws of physics and mathematics rule. At the other extreme, is the courtroom.”.

The author, an FBI Special Agent, specifically contrasts electronic evidence with the

“Paper Paradigm”, whereby a paper-based item of evidence goes through a four part

process within an investigation, being:

1A decreasingly used synonym of digital forensics

13
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Acquisition
A document is acquired (aka ‘seized’) by police

⇓
Identification

The contents of the document are identified - i.e. ‘read’

⇓
Evaluation

The relevance of the information within the document is assessed

⇓
Admission as Evidence

The document (and relevant information therein) is presented to court

Under this process, specialist knowledge (provided via an ‘expert2 witness’) is only

required in the last two stages (if at all), and only to help establish relevance. Simply put,

all stages beyond acquisition are plainly visible, and judges & juries are perfectly capable

of examining physical items and reading printed text. Contrastingly, electronic evidence

is seen as going through a separate process, with three “contexts”:

Physical
Where does the piece of evidence reside? (i.e. storage medium)

⇓
Logical

Where does the piece of evidence reside logically? (i.e. file path)

⇓
Legal

Interpretation of data in its proper context (i.e. raw hex, rendered as an MS Word document)

The entire process requires specialist knowledge, with only the final context’s output

properly aligning with the ‘Paper Paradigm’, but only after the data has been rendered in

a readily human interpretable form. Without the specialist knowledge offered by Digital

Forensics (DF), electronic data isn’t presentable as evidence, and as the author states, if

information is not admitted as evidence, “it doesn’t exist”.

The Digital Forensic Research Workshop (DFRWS) appears to be the first forum

dedicated to peer reviewed research and practice in DF. Before this time, relevant research

tended to find an audience within information security and legal conferences and journals.

Held annually since 2001 with a stated audience of “military, civilian and law enforcement

professionals. . . ”, the workshop has influenced the establishment and definition of DF as

an independent field, particularly beyond its use in government. A decisive, inaugural item

of business was the definition of DF as a science - not a simple task when one considers

participants’ differing environments and priorities, as shown in Table 2.1.

2defined in the State of Victoria (Australia) as a person who has specialised knowledge based on the
person’s training, study or experience (Supreme Court of Victoria (Australia), 2015)
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Digital Forensics (DF) in the Australian Federal Police (AFP)

The AFP’s DF capability has evolved from ad-hoc networks of technically minded

staff ( / mid 1990s), to small investigative teams (≈ 2000), to a specialist capability

offering, for want of a better term, DF ‘as a service’ (' early 2002), whereby

investigators request support and analysis on a per-case basis not dissimilar to an

outsourcing arrangement. To give an idea of the scale of growth, the AFP DF

function has grown from six people in 2004 to >50 members in 2018, despite the

introduction of ‘self service’ functionality for routine, simple items and aggressive

data triage (discussed later in the chapter). In spite of this growth, a material

proportion of requests for DF assistance are rejected, deferred, or severely restricted

due to lack of resources.

Area Primary Objective Secondary Objective Environment

Law Enforcement Prosecution After the fact

Military IW3Operations Continuity of Operations Prosecution Real Time

Business & Industry Availability of Service Prosecution Real Time

Table 2.1: Suitability Guidelines for Digital Forensic Research (Palmer, 2001)

Table 2.1 shows the main difference in differing practitioners’ priorities lies with law

enforcement, whose focus upon prosecution and post incident investigations contrasts with

remaining participants’ focus upon availability and real-time response. The evolution of

law enforcement itself means these guidelines are somewhat dated, though by no means

obsolete. Policing no longer has a sole focus on prosecution as a primary objective, with

organisations such as the AFP moving to also support disruption of criminal activity and

networks (Australian Federal Police, 2017), not only due to public safety considerations

(e.g. counter terrorism) but also as a means of overcoming jurisdictional limitations caused

by the international nature of contemporary crime.

The differing priorities prompted the introduction of a holistic definition of DF as

a science, included here as Digital Forensic Science. Doubtlessly wordy, it nonetheless

provides a good snapshot of the activities performed within the wider field:

Digital Forensic Science

The use of scientifically derived and proven methods toward the preservation, collec-

tion, validation, identification, analysis, interpretation, documentation and presen-

tation of digital evidence derived from digital sources for the purpose of facilitating

or furthering the reconstruction of events found to be criminal, or helping to antic-

ipate unauthorized actions shown to be disruptive to planned operations. (Palmer,

2001)

An important caveat provided by the participants reflects the focus on evidentiary

proofs rather than security faults, cementing the role of DF within incident response:

“Digital Forensic Science is not in the business of protection”.

3Information Warfare
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- Name Description

1 Identification The establishment of the crime/incident having occurred.

2 Preservation The preservation of evidence in a forensically sound manner
(e.g. imaging of data, chain of custody).

3 Collection The collection of data/items relevant to the case.

4 Examination Identification of deleted/hidden items, basic pattern match-
ing/text search.

5 Analysis Exploitation and further interpretation of data, including
activities such as data mining.

6 Presentation Documentation and testimony associated with analyst find-
ings from the previous steps.

7 Decision
(Out of scope)

Implementation of changes to processes/infrastructure in re-
sponse to incident.

Table 2.2: “Investigative Process for Digital Forensic Science”(Palmer, 2001). Italics
denote debate regarding status as ‘forensic’ categories.

2.1 Digital Forensic Frameworks

Now that we have established what DF is and isn’t, we need to understand what the

actual process entails. Numerous digital investigation frameworks have been defined, usu-

ally process based and focusing either upon the entire investigative life cycle or specific

components (often associated with the authors’ specific skill sets).

The inaugural DFRWS (Palmer, 2001) issued a technical report including a seven

category “Investigative Process for Digital Forensic Science”, detailed in Figure 2.2. Items

listed in italics are acknowledged as being most open to debate as ‘forensic’ categories.

The paper also acknowledges some discussion as to whether Preservation is a subset of

Collection - a reasonable view, as the primary purpose of collecting evidence is to preserve

its existence for later analysis and ultimate production in court. The inclusion of the

(admittedly debatable) ‘Decision’ category reflects some degree of disagreement between

participants, being contradictory to the previously quoted and unequivocal statement

regarding non-involvement of DF in “protection”. Nonetheless, the document (plus the

underlying investigative process) appears to have influenced government guidelines, with

the National Institute of Standards and Technology (NIST) guide to introducing DF into

incident response (Kent et al., 2006) loosely tracking the categories.

By being exclusively focused upon post-incident identification of events, our research

takes the opinion of DF mirroring the traditional role of law enforcement - supporting

or refuting allegations/charges through the establishment of proofs. Item 7 is therefore

regarded as out of scope and is not further discussed within this dissertation.

2.1.1 Process Based Frameworks

The DFRWS focus upon process has heavily influenced subsequent framework proposals,

with most at least reflecting elements therein. Reith et al. (2002) identify a lack of stan-

dardisation within DF frameworks, largely due to a focus on specific technologies rather

than the underlying process. The authors provide an example of a methodology (Prosise
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et al., 2003)4, detailing DFRWS process-esque steps such as incident detection and re-

sponse. Acknowledging the methodology as “well thought out”, the authors nonetheless

criticise the specification of “Windows NT/2000, UNIX and Cisco Routers”, pointing out

that the focus on “computer crime” means devices such as PDAs, mobile phones and pe-

ripherals are not considered. This remains a prescient critique, as the evolution of mobile

computing in the form of tablets, smart phones, etc. has greatly increased the poten-

tial significance of such items within investigations, regardless of crime type. The authors

therefore move away from such pitfalls by expressly proposing “An Abstract Digital Foren-

sics Model”, differing heavily from the DFRWS model. For example, the authors introduce

preparation and strategic steps between Identification and Preservation, and also add a

“Returning Evidence” stage to close out the process.

Stephenson (2003) introduces End-to-End Digital Investigation (EEDI), a “collection

of steps to be taken in conjunction with the DFRWS framework”. A key element of the

paper is the introduction of Digital Investigation Process Language (DIPL), a formal lan-

guage for documenting the investigation process. This focus on language results in the

provision of definitions for key elements within the DFRWS process. According to the

author, a by-product of heavier process regulation is the ability to work with more sophis-

ticated tools such as link analysers, but the primary benefit of this approach appears to be

more focused toward providing a framework for ensuring the quality and reproducibility

of the investigative process - not unlike ISO accreditation.

Based upon crime scene theory such as Locard’s Exchange Principle5, the “Integrated

Digital Investigation Process” (IDIP) model (Carrier and Spafford, 2003) defines the ‘dig-

ital crime scene’. Whilst building on work such as the EEDI, the IDIP differs by moving

closer to traditional forensic models, with seventeen phases across five groups. The groups

themselves more closely resemble traditional crime scene sciences, with physical and digital

crime scene investigation phases.

Ieong (2006) proposes the FORensics ZAchman (FORZA) framework6 as a means to

integrate legal considerations within digital investigations. Heavy on defining individuals’

roles within investigations, it is light on detail in terms of technical aspects, instead defining

desired outcomes for abstract layers such as the data analysis layer.

Beebe and Clark (2005), identifying the limitations of single tier process models, in-

stead design a hierarchical framework, based upon investigative objectives. The authors

contrast forensic and non-forensic investigations, using two hypothetical use scenarios (in-

cluding an investigation into Child Exploitation Material (CEM) trading) focused upon

the Analysis phase as a means to demonstrate the advantages of focusing upon objectives

rather than tasks. This paper represents a strong attempt at designing a framework ca-

pable of representing overarching holistic views right through to detailed, device-specific

taskings. The authors themselves argue the framework is incomplete, targeted more at

4We have been unable to source a copy of the original text
5Summarisable as “Every contact leaves a trace” (Horswell and Fowler, 2004)
6Based upon an unpublished work relating to enterprise architecture
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Figure 2.1: Digital Forensic Analysis Cycle (Quick and Choo, 2013a)

generating discussion within the DF community than representing a finalised, ‘as is’ solu-

tion. The authors openly admit that platform-specific tasking frameworks are conceivable,

and in fact use this to support their objective based approach.

The emergence of cloud computing as a storage and processing medium is being ad-

dressed by research such as that by Martini and Choo (2012). A conceptual work closely

aligned with the aforementioned NIST guidelines (Kent et al., 2006), it identifies the it-

erative nature of identifying and working with remote data at time of evidence collection

and during examination & analysis, where artefacts may indicate the use of previously

unanticipated providers. An evolution of this work by Quick and Choo (2013a) constructs

a more granular process for working with cloud hosted data, as displayed in Figure 2.1.

Of particular note, every step is bidirectional, acknowledging the very real possibility that

an unknown remote storage account (as an example) could be identified at any time, ne-

cessitating a return to a previous step - in the case of our example, most likely to either

“Prepare and Respond” or “Identify and Collect”. Whilst other cloud frameworks have

been proposed, these two are of particular relevance to our research, as firstly, the research

is conducted from the perspective of Australian practitioners7, but secondly, the frame-

work has been tested on scenarios using MS SkyDrive, DropBox (Quick and Choo, 2013b)

and Google Drive (Quick and Choo, 2014), representing a large proportion (if not clear

majority) of the domestic cloud storage market.

7The authors are based in South Australia, with Quick being an Electronic Evidence analyst with the
SA Police
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2.1.2 Technically Focused Frameworks

A less holistic but far more nuanced alternative to focusing upon process is to generate

frameworks around specific tasks and tools. Carrier (2003) moves beyond process design,

instead providing an abstraction layer based framework for digital analysis tools. The

author provides the example of File Allocation Table (FAT) file system analysis, separating

the task of listing directory contents into seven layers, extending from the raw file system

(used for boot sector values) up to extrapolating file details from allocated clusters.

By introducing the Computer History Model, Carrier and Spafford (2006) move to

define digital investigation process categories based upon device history, rather than how

existing investigations and tools operate. As the authors state, “the unique contribution

of this paper is that the categories are based on how digital evidence is created...”

Petroni et al. (2006) provide another example of a purely technically focused frame-

work, with FATKit (Forensic Analysis ToolKit) proposed as a modular method for im-

proving the efficiency of low-level data extraction/analysis as it relates to volatile memory.

The main value presented by FATKit is the abstraction of analysis, with the software pro-

viding means for automatically identifying objects within memory. Primarily targeting

the C programming language, the authors’ focus upon modularity provides the means to

allow other languages and processes to be added to FATKit’s functionality.

The PyFlag (Cohen, 2008) framework is similar to FATKit, with a target of network

communications. It provides analysts with abstraction tools for rendering otherwise com-

plex, lower level data (for example, by rendering HTML pages from raw packet captures).

Whilst impossible to objectively quantify, the emergence of tools such as PyFlag was very

significant, coming at a time when law enforcement was encountering extremely large in-

creases in telecommunications intercept (‘wire tap’) data volumes in line with a boom in

mobile communications8.

Attempts at technical frameworks for cloud computing also exist, but due to the archi-

tecture’s very nature, direct DF practitioner access to infrastructure and media is limited,

typically by geography but also legal and practical considerations. Search warrants give

law enforcement the right to enter premises and seize data, but disruptions to businesses

(particularly innocent third parties) must be kept to a minimum, and only when reason-

able and necessary. Unless a hosting service is seen as a co-offender or otherwise hostile

to law enforcement, a mass outage of innocent third parties’ services is not justifiable.

Furthermore, the proprietary, distributed nature of storage within major providers would

make a physical examination technically unfeasible. Alex and Kishore (2017) propose the

use of external computing infrastructure and a “forensic monitoring plane” as a means for

bypassing these restrictions, but the approach appears to rely upon telecommunications

intercepts, a methodology strongly restricted within Australia and well outside the ‘re-

sponse’ model typically associated with DF. Realistically, DF responses to cloud hosted

data and services at a technical level will be dictated by the providers themselves, and

will be limited to data dumps rather than physical level examinations.

8Personal observation by author.
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2.1.3 Frameworks Summary

Whilst broad in their application, the frameworks listed above share common origins from

the “Investigative Process for Digital Forensic Science” (Palmer, 2001) discussed earlier

within this section. Figure 2.2 displays a subset of this framework, focusing upon the

categories directly relevant to the research reported within this work. Preservation and

Collection have been merged, consistent with the authors’ reference to debate regarding

the discrete nature of these stages.

Preservation & Collection Examination Analysis

Legal Authority Data Preservation Data Preservation

Data Acquisition Keyword Searches Data Mining

Data Reduction Data carving
Link

Analysis

Sampling
Crawl Strategy

Hidden Data
Discovery/Extraction

Clustering

Figure 2.2: Subset of DFRWS framework - Italics denote proposed activities/enhance-
ments

2.2 Preservation and Collection

As shown within Figure 2.2, the initial framework category relates to the preservation

and collection of data, both from technical and legal perspectives. Legislative powers and

restrictions are particularly prevalent within criminal investigations, whilst issues such as

data acquisition and data reduction are concerns across all facets of DF.

2.2.1 Legal Authority

The direct acquisition of evidence during investigations typically occurs via the execution

of search warrants, granting investigators access to premises and data for assessment and

seizure (as required).

The scope of examinations undertaken during search warrants is set by relevant legis-

lation. Search warrants in Australian Commonwealth criminal investigations are typically

issued by virtue of Section 3E of the Crimes Act 1914 (Cth), giving investigators per-

mission to search specified premises, conveyances, and/or person(s) and seize evidential

material9 where reasonable grounds for suspicion that such evidential materials are present

or will be present within 72 hours.

The concept of ‘seizing’ logical data (as opposed to physical items) is taken into ac-

count. To paraphrase the relevant legislation, electronic items can be seized if the investi-

gator believes on reasonable grounds that an item or data accessed by operating the

9a “thing” relevant to an indictable or summary Commonwealth offence or State offence with a federal
aspect
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item is evidential material10 - pending any debate regarding the process, the presentation

of data copied from an item is equivalent to presenting the item itself. Helpful in avoiding

unreasonable disruptions to businesses and innocent third parties, this provision is critical

for accessing remotely stored data.

Section 3L (“Use of electronic equipment at premises”) of the Crimes Act 1914 (Cth)

regulates access to and copying of data, including data “not held at the premises”. This

distinction is quite important, as online/‘cloud’ data storage services such as Microsoft

SkyDriveTM and Google DriveTM provide free, convenient location transparent storage

services worldwide. Such data can be obtained via mutual assistance request (MAR), but

such requests can be slow and rely completely upon the service provider and data storage

location being known and the relevant jurisdiction(s) being cooperative. Furthermore,

services such as SpiderOak(Spideroak, 2015) now offer encrypted storage, whereby the

service provider itself has no ability to access and interpret user data. Therefore, the

ability to at least cursorily examine any relevant online storage services becomes critical

during search warrant execution.

An investigator executing a search warrant under Australian Commonwealth legislation

is therefore faced with the challenge of examining all potentially relevant electronic devices

within or accessible from a target premises before being able to seize items and/or copy

data. Typically, this analysis will involve manual browsing of data (perhaps with the

targeting of specific features), or the calculation of file hashes with subsequent comparisons

against pre-established hash sets of known files. Both processes are resource intensive from

a computational, bandwidth, and/or human perspective.

The quantity and nature of items encountered during search warrant execution is

largely unpredictable, making the process of allocating resources extremely difficult. The

process of thoroughly examining individual items prior to seizure is largely a luxury nowa-

days, with analysts employing triage methods not unlike hospital emergency wards for

prioritising and allocating taskings.

2.2.2 Digital Forensic Triage

Digital forensic triage, defined by Roussev et al. (2013) as “a partial forensic examination

conducted under (significant) time and resource constraints”, is the process of examining

items for the purposes of finding a subset of relevant data - typically, ‘enough’ to achieve

the task at hand. The subset needn’t be specifically pre-identified - in our scenario of

search warrant execution, the desired outcome is typically finding evidence sufficient for

the investigator(s) to establish belief that the item or data constitutes evidential material,

and is therefore seizable.

Using an example of a CEM investigation, upon commencing a search of premises,

an investigator should prioritise examination of electronic items and media according to

their capability and practicability in being used to commission11 the offence. For exam-

ple, a games console such as the Nintendo WiiTM has web browsing capability, but the

10Section 3K Crimes Act 1914 (Cth) allows for the temporary moving of items offsite for examination,
but this is subject to time restrictions and other considerations

11Perform/enact/commit the act of
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impracticality of using a games controller for navigation makes a network connected PC

far more likely to be used for such activity. Therefore, examination of these devices would

be prioritised accordingly.

Device examination can occur either live/‘as is’ (typically when the device is located

powered on and operational), or ‘dead’, via either a specialised boot device or through

the removal of storage media and read-only connection to examiner devices via a write

blocker. The latter is the preferred option, due to the inherent safeguards against inad-

vertently corrupting or otherwise altering data. Depending upon examiner preference and

individual circumstances, devices found powered on and operational at time of examina-

tion may be subjected to more thorough examination. Given the resources required for

such examination, this tends to be limited to situations where a danger of data loss exists,

typically due to encryption or other obfuscation methods.

A search for CEM can be approached from several angles. A triage approach will

typically commence at the search for ‘low hanging fruit’12, continuing through to slower,

more thorough examinations. For example, the process may include:

1. ‘Live’ search: In cases where the device is running, the examiner may look for

relevant user behaviour (recent files, internet history etc), or potential obstructions

such as encryption.

2. Locations of interest file search: A quick check of relevant, known locations

of interest for CEM related files - for example, the Downloads directory in a case

of browser-based access and downloads. Such an approach is reliant upon the sus-

pect user(s) maintaining such default behaviours, and not moving/deleting data of

interest.

3. Relevant application history search: An examination of logs, libraries, history

files etc associated with the application(s) suspected to have been used during the

offence. For example, Limewire(Internet Archive, 2015), a now discontinued P2P

file sharing application, saved attributes of files encountered on the network and

download logs by default, providing analysts with a ready source of information

regarding user behaviour.

4. Filename search: Fast, lightweight search of filenames for terms known to be

associated with the specific matter, and CEM in general. In matters where specific

files are sought (e.g. where the suspect is thought to have been party to specific

file transfers), a search of filenames akin to the Unix/POSIX find(The Open Group,

2017) utility can be extremely fast and effective.

5. Hash Digest search: A comparison of all accessible files against a known file of

interest (FOI) hashset. Whilst slow, this has the advantage of low user interaction

due to the negligible (if not non-existent) level of false positives encountered using

cryptographic hashes such as Message Digest 5 (MD5) or Secure Hash Algorithm 1

12Easily identifiable items of interest
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(SHA-1). Similarity digests (described below) provide a more flexible but more com-

putationally expensive approach, exploiting similarities as a means for identifying

data of interest without being affected by minor text/image changes.

6. Data carving (file recovery): Search of the device’s raw contents (bypassing

the file system), recovering files based upon known signatures such as file headers.

Computationally expensive, plus completely reliant upon (1) the crawler recognising

such signatures, and (2) in the case of deleted files, being intact enough for detection.

7. Full text search: As with data carving the device’s raw data is searched, this

time for text strings of interest. This step can be carried out in isolation, but will

not detect strings stored in other formats (e.g. deleted docx files) unless the crawler

is capable of recognising and parsing such formats.

Roussev and Quates (2012) identify the slow performance of ‘deep forensic’ examina-

tions, instead choosing to extend the use of hash-based searches to similarity digests. The

move away from searching for identical data provides a means for identifying relationships

across sources and establishing “an initial framework of understanding” - for example, by

finding similar text files across devices. This approach could serve as an effective means

for identifying related or altered data (e.g. chat logs from other parties’ perspectives,

cropped/altered photographs, etc.). Interestingly, the authors use sequential access of the

target physical storage devices as a means for accelerating search by removing seek time

latencies. This effectively ignores the logical file system layout, and therefore is completely

reliant upon the host operating system’s implementation of physical storage. A great deal

of early sectors within devices will typically be used during Operating System (OS) in-

stallation, and therefore the crawler could risk becoming bogged down in irrelevant OS

files rather than user generated data. The authors identify metadata based prioritisation

as an option for improving performance, and this indeed would most likely be a suitable

approach for lower latency devices such as SSDs.

An interesting analysis of the performance impacts caused by triage methods is pre-

sented by Roussev et al. (2013), who perform typical investigative tasks on a reference tar-

get using ‘workstation’ and ‘server’ configurations, reflecting on-site and lab-based triage.

Whereas metadata extraction and cryptographic hashing perform well on the workstation,

more intensive methods such as indexing and similarity hashing “become somewhat feasible

on the server”.

2.2.3 Data Collection

Complete examination (as opposed to triage) follows the decision for seizure. Under op-

timal conditions, an item’s storage devices are imaged - a copying process where raw

(i.e. binary level) data is acquired, rather than logical copies of files presented by the file

system(s), prior to further examinations being undertaken. This is a slow and resource

intensive process, but the additional information obtained from unused sectors, file system

metadata and even the physical distribution of data can provide vital context and back-

ground to otherwise plainly visible files. Of course, the detection/‘carving’ of deleted or
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otherwise obfuscated data is heavily reliant on having a complete copy of all data present

on devices.

2.2.4 Preservation and Collection in Practice

Preservation and collection of data is typically conducted on a physical, per-device basis.

If the triage and preview process identifies seizable material on (for example) a computer

or HDD, the device is then seized as per the authorising legislation or body (e.g. search

warrant, subpoena etc). The device itself is effectively ‘preserved’, in so far as physical

access is now limited to authorised persons working under the direct authority and control

of the investigating body. In cases of online services such as Google Drive, the level

of service available to the end user is collected as per the investigator’s authority - for

example, by downloading an account holder’s data using a service such as Google Takeout

(Google, n.d.), or via the use of legal authorities such as subpoenas in the service provider’s

jurisdiction.

The main exemption to the ‘per device’ focus comes from practicality, common sense,

and/or legislative considerations. For example, data seized from innocent third parties

(e.g. a suspect’s bank or university) is typically conducted on a targeted basis - the

seizing of a university’s email server in order to obtain a copy of a single student’s mailbox

would be deemed excessive in all but the most extreme cases - not just from the processing

of large quantities of irrelevant data, but also from the disruption to third parties. One

would have extreme difficulty justifying the shutdown and seizure of a bank’s servers in

order to obtain a suspect’s financial records.

To date, this differentiation is largely carried out on a common sense basis, informed

by investigators’ experiences in dealing with subject organisations and devices. Targeted

data seizure has also been a focus of academic research, principally around data reduction.

2.2.5 Data Reduction

A strict, unrelenting requirement for the complete preservation and collection of relevant

storage devices and services is a noble desire, providing investigators with a maximum

quantity of data - both incriminating and possibly exonerating. It is also terribly ineffi-

cient, as evidentiary value needn’t correlate with logical size, and data of relevance needn’t

constitute a material proportion of a storage device or service’s capacity. In fact, the in-

creasing size of storage devices and use of cloud processing and storage infrastructure have

been identified as issues for DF practitioners, even being described as part of a “coming

digital forensic crisis” (Garfinkel, 2010). Unlike encryption, neither issue directly prevents

the preservation/collection and analysis of data within individual cases - the effect is far

more widespread, slowing down the machinery of law enforcement through the need for

increased infrastructure, resources and time to store and process data.

Spafford (Palmer, 2001) identified the challenge inherent in the standard approach of

“collecting everything”, leading “to examination and scrutiny of volumes of data heretofore

unheard of”. He cited a research focus involving identifying what data is required to ensure

the highest levels of accurate analysis.



2.2. PRESERVATION AND COLLECTION 25

Ferraro and Russell (2004) provide a strong discussion on the challenges encountered

within digital investigations, particularly from an organisational perspective. One such

challenge is the perceived tension between expert examination and investigative review,

resulting in issues such as the the “usually unnecessary” use of full-blown forensic exami-

nation (an issue discussed later within this chapter). The authors cite the example of an

investigation into child pornography possession, stating that “an examination looking for

questionable images should be sufficient to obtain the necessary evidence”.

A response proposed within academia and industry is the process of data reduction:

limiting analysis to data known (or highly likely) to be of interest to the investigator,

either at time of collection/preservation or analysis.

Reduction At Collection

Data reduction at time of collection relates to the triage of data, as opposed to devices,

- changing from a “shotgun” approach to that of a “sniper” (Pogue, 2011). As with

the sufficiency argument presented within section 2.2.2, known irrelevant data can be

discarded from the investigative process, though at the risk of introducing false negatives

- incorrectly disregarded pertinent information. This is a natural response to the ever

increasing storage media sizes encountered, even within the domestic use market. (Culley,

2003) identified the questionable efficiency of imaging all data13.

Post Preservation

A more cautious approach to data reduction comes after preservation/collection, with the

most typical scenario being through the use of selective acquisition and analysis of seized

items.

An example of a readily implementable post preservation analytical framework is pro-

vided by Quick and Choo (2016), who introduce Data Reduction by Selective Imaging

(DRbSI). To paraphrase the paper, DRbSI provides a means for reducing processing time

and infrastructure requirements by acquiring “information dense” files, most likely to be of

interest to investigators, including internet history, email containers, images and multime-

dia. Acquired data is compressed as part of the process, with images and movies converted

to thumbnails instead of being copied ‘as is’. The authors quote results of near 99% re-

duction in the quantity of data copied for analysis, obtaining “74% of the information in

11% of the processing time”.

Such efficiencies are seductive from a workflow perspective, but problematic when

one considers the criminal prosecution landscape rather than simple process acceleration.

Firstly, the requirement to prove guilt “beyond reasonable doubt” requires assertions to

be supported by evidence capable of surviving strong scrutiny within court. Context is

therefore key. The paper’s authors describe unallocated clusters and system files such as

pagefile and hiberfile as “information light”, requiring a large amount of space whilst

providing minimal information. From a purely volumetric perspective, this is a reasonable

13As an aside, the article identifies a 500GB external HDD as costing $1000 at the time of writing,
perhaps inadvertently giving us an indication as to the drop in storage media costs worldwide
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assumption. As mentioned previously, the evidentiary significance of data needn’t correlate

with logical size - a web page or password cached within a 4GB+ sized pagefile can be

critical evidence, but only constitute an immaterial proportion of data by size.

Discussion

The design and implementation of workable, peer-reviewed frameworks, procedures and

guidelines in fields such as DF can be of great value, particularly in adversarial applications

such as law enforcement. Work carried out by relatively junior, inexperienced investigators

and analysts can be endorsed and defended by leaders in the field if it can be shown that

such frameworks were followed.

The more prescriptive a framework, the more easily it can be consistently implemented

and defended in court. On the other hand, unrelenting rigidity in a field as variable and

unpredictable as law enforcement can also be a burden. A simple approach such as copying

and preserving a target user’s home directory (e.g. c:\users\JanisDalins) will quite

possibly gather sufficient evidence to support an investigator’s allegations, particularly in

cases involving unsophisticated offenders (assuming single drive, self contained systems).

Such an approach implicitly labels the remainder of the storage device as ‘not of interest’,

raising the very real risk of false negatives14 in the form of overlooked evidence.

An issue with triage and data reduction previously identified by Pollitt (2013) is that

of inadvertently limiting one’s scope. Investigators will tend to look for evidence obviously

supporting the underlying allegation(s), possibly overlooking evidence of a different crime,

unexpected aspects (e.g. conspiracy), or worse yet, exculpatory evidence15. Such a risk is

always present, but is arguably increased when time and resources are at a premium, as

is the case during search warrants and other such field work. The colocation of differing,

seemingly unrelated materials of interest such as CEM and violent imagery has been noted

by Edelmann (2010); Powell et al. (2015). Anecdotal reports from within the AFP and

associated agencies indicate an over-representation of CEM being identified on electronic

devices seized during Counter Terrorism (CT) investigations. Numerous theories have

been posited by investigators, but we are unaware of any quantified research into the

reasons for this particular correlation.

On this basis, the use of data reduction methodologies during the preservation/col-

lection phases is potentially problematic, as attempts at obtaining subsequent access to

subject devices will most likely be restricted by (a) reluctance by issuing authorities to

authorise repeated search warrants, lest they constitute harassment; and (b) the high

likelihood of evidentiary material being lost, hidden or destroyed once law enforcement

interest is revealed.

It is impossible to objectively measure the risk of such false negatives on a case-by-case

basis, and we are yet to observe any larger scale research into such an approach based upon

real-world datasets.

14The labelling of ‘positive’ (of interest) data as ignorable/‘negative’.
15Evidence refuting an allegation - for example, an alibi.
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False negatives are difficult to detect without corroborating information, and often

impossible to overcome. Obfuscation and concealment are common in criminal behaviour,

with encryption and steganography examples of readily available technologies commonly

encountered by DF practitioners. In a search warrant situation involving data reduction

prior to preservation/collection, an analyst is required to select ‘relevant’ files and data

from storage devices containing potentially thousands of candidate documents, creating a

risk of critical information being missed. The risk of such a false negative is difficult (if not

impossible) to quantify without a suspect’s (unlikely) cooperation, denying practitioners

the opportunity to undertake informed risk acceptance, mitigation or rejection.

For these reasons, prescriptive frameworks are unsuitable for data reduction, partic-

ularly at time of collection. This is an issue identified by Quick and Choo (2016), who

rightly acknowledge the need for the DF practitioner and/or investigator to make their

own decisions when selecting data for extraction, based upon personal expertise and ex-

perience. The procedures proposed by the authors are, in our opinion, the most complete

and readily applicable of this type for law enforcement, at least from the Australian per-

spective. This is largely due to the authors’ own insistence that much of the selection

of data of interest is largely at the investigator/analyst’s discretion - no ‘one size fits all’

claims are made, including during which phase data reduction should be undertaken.

We are sceptical of data reduction at the time of collection/preservation, and cautious

as to the value of data reduction post collection, for practical rather than academic reasons.

The gathering of evidence is specifically required due to an absence of certainty regarding

an investigation - in other words, an absence of reasonable doubt means a conviction is

already achievable and any further investigative activity is redundant. The overlooking

of evidence due to a ‘blinkered’ search for specific data is dangerous, and courts typically

require an expert witness to ensure all relevant examinations are undertaken (Supreme

Court of Victoria (Australia), 2015). For example, it would be exceedingly difficult (if

not impossible) to disprove a defence involving malware/viruses if a complete copy of all

executable files (and related libraries) was not made.

Unanticipated requests for additional analysis can occur even in situations of full con-

fession and undisputed facts. For example, courts within the State of Victoria (Australia)

commonly request full analysis of suspects’ devices (including manual annotation of CEM)

in uncontested matters as a means for informing sentencing. It is also not unheard of for a

court to request analysis be undertaken to refute potential (as opposed to actual) defences

in cases, though this could be due to concerns regarding a defendant’s motivations for

pleading guilty. For this reason we posit that data reduction may be used to accelerate

processing and analysis, but only in situations where either a full master copy (or the

source device itself) is preserved and remains available throughout the investigation and

subsequent prosecution/appeals processes.

2.3 Analysis

The analysis phase of investigations refers largely to the exploitation of data acquired dur-

ing the preceding stages, by identifying wider patterns and/or characteristics between files,
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devices or overall sources. Typically focused upon text search and known of interest/not

of interest search, pattern matching is the fundamental element of investigation - string

matching being perhaps the base level method for identifying documents of interest. The

efficiency of such searches varies widely and can be particularly affected by the original

terms sought. Searches for long, less frequent character combinations will provide high

levels of precision, but will suffer from misspellings and regional variations (e.g. ‘organise’

vs. ‘organize’). On the other hand, searches for common abbreviations (often seen in

child exploitation investigations) suffer from large numbers of false positives (100,000+

false positives per device is not uncommon, due to some abbreviations being common to

CEM and internal Windows operating system processes), presenting the risk of valuable

data being overlooked due to resource limitations.

2.3.1 Visualisation

The first (and surprisingly complex) step in improving search result usability within DF is

presentation - interpreting hundreds (if not thousands) of keyword search results is tedious

work, leading to increased probabilities of incorrectly labelled and overlooked data. Beebe

et al. (2011) identified that the presentation of search hits in two leading DF products

actually underperformed a random walk16, largely due to the inability to filter or prioritise

results. A more effective means of presenting data to possibly non-expert users needs to

be found.

The field of DF is under-served in terms of data visualisation, particularly when

compared with the broader field of data analytics. Forensic analysis software such as

EnCase®(Guidance Software, 2018) and X-Ways®(X-Ways Software AG, n.d.) both fea-

ture text-heavy GUIs and processes, supporting in-depth technical analysis on a per-device

basis. Data such as identified entities are presented in a largely tabular fashion, with more

specialised components usually introduced as add-on modules using proprietary scripting

languages. Nuix®(Nuix, n.d.), an e-discovery product gaining support in law enforcement,

features a ‘context’ module, plotting entities and relationships as edge/node graphs. We

believe this constitutes the first commercially available entity visualisation tool within a

forensic analysis product17.

Teelink and Erbacher (2006) designed and implemented two visualisation tools specif-

ically for DF - one hierarchical, and one non-hierarchical. The hierarchical tool represents

the file system structure using a tree map, with a colouring scheme for distinguishing

branches, and node sizes determined by logical size. The non-hierarchical representation

simply shows a ‘flattened’ view of a directory’s contents, including subdirectories. Both

representations utilise colour as a means for reporting differentiation (e.g. logical size).

The non-hierarchical plot effectively provides a means for reporting file clustering to the

user, where unusual/outlier files’ colour (and potentially other properties) can be used to

identify anomalies and hidden data. The use of colour and size allows even untrained users

16A strategy whereby one traverses a network using completely random steps
17Timeline visualisations are available in some products, but these tend to be focused upon readily

available metadata rather than identified and extracted entities
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to rapidly observe patterns of files within a device: The authors report experiments com-

paring their tool with text-based (Linux shell) tools, observing a 35% reduction in time

identifying files of interest, and a 57% reduction in identifying the first file of interest.

These are impressive results, but a comparison with an industrially accepted tool such as

EnCase® or Autopsy/TSK(Carrier, n.d.) would provide a more like-for-like comparison.

Furthermore, the test focused upon the identification of altered or hidden files - a valid

scenario, but perhaps not truly representative of the wider spread of scenarios typically

encountered by DF practitioners.

2.3.2 Clustering

Clustering is the process of grouping individual documents into coherent topics/categories,

identified via statistical analysis.

Early research into clustering within DF introduced the concept of adding processing

steps during post-retrieval text string search, with data being classified prior to being

searched, ranked and/or clustered, finally being presented to the examiner for analysis

(Beebe and Dietrich, 2007). Kohonen Self-Organizing Maps were proposed as the means

for clustering, largely due to their unsupervised nature and linear scaling against data set

size (Beebe and Clark, 2007).

Separate research into the efficacy of clustering within digital forensics saw the use

of partitional (K-means, K-medoids), hierarchical (Single Link, Complete Link, Average

Link) and cluster ensemble (CSPA) algorithms on real-world datasets from Brazilian Fed-

eral Police investigations (da Cruz Nassif and Hruschka, 2013). Average Link and Com-

plete Link algorithms performed best on the datasets, with “suitably initialized” K-means

and K-medoids also performing well. The paper’s findings include:

• File names: The authors found that despite file names being insufficient for

computing dissimilarities between files in isolation, they did assist the clustering

process;

• Relevant/irrelevant: Documents tended to cluster around relevant and irrelevant

materials, justifying the clustering process.

• Outliers: The removal of outliers during clustering didn’t result in improved

performance. This is an interesting result (particularly in terms of simplified pro-

cessing), but the authors note this could be data dependent and may not generalize

to other examinations.

Beebe et al. (2011) build upon the proposals listed within Beebe and Dietrich (2007);

Beebe and Clark (2007), clustering documents containing keyword search hits as specified

by a volunteer examiner. The authors implement and measure precision and recall using

a real-world dataset (a divorce case). This paper presents a large jump over the authors’

earlier papers, with a full test system implemented, including a GUI for user interaction.

Key points of note from this paper:
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• Documents: Whereas da Cruz Nassif and Hruschka (2013) focused their exami-

nations on clustering documents, the authors here actually include full (byte level)

search of the device, treating slack space as individual documents. Documents con-

taining examiner-defined keyword terms are clustered prior to presentation to the

user.

• SSOM: Scalable Self-Organizing Maps are used for clustering, due to the authors’

desire for this solution to readily scale.

• Performance metrics: Precision18 and recall19 are measured as a function of

search term priority20, measured at cut-off points in the user’s activity. In other

words, instead of measuring precision in terms of raw hits/matches, relevance is

included as a metric: P = n relevant hits
N hits .

• Search hit analysis: The authors use a GUI to present keyword search hits to

the user, displaying hits by document clusters. The user is free to leave a cluster

once he/she suspects all relevant data has been found.

• Reproducibility: The time taken by the user to evaluate hits (relevant/irrelevant)

is recorded, and an average used to measure clock time in further simulations.

• Real-world comparison: The evaluation is extended to cover the same be-

haviour using traditional text search on commonly used forensic software, namely

EnCase®and FTK®.

An interesting finding (discussed in the previous section) by the authors is the poor

performance of EnCase® and FTK® in terms of precision and recall. The authors theorise

this is due to investigators selecting search terms purely on relevance to the investigation

at hand, with no consideration made to potential noise21. This appears a reasonable

assumption, though it remains surprising and concerning that a random walk of search

hits can outperform these tools. In all likelihood, this is due to a traditional focus upon

identifying and returning all potential evidence, at the expense of potentially swamping

analysts with extraneous data.

Metadata Based Clustering

Fei et al. (2005) provide a broad overview of the potential of self organizing maps (SOMs)

as a means for improving efficiency for examiners undertaking manual examination of

data for CEM imagery. The authors provide the example of temporary internet files,

18The fraction of correct results within a search result. If a search returns 5 results and 2 are valid, then
precision = 0.4

19The fraction of correct results found by a search - e.g. if there are 10 correct records and the search
returns 8, recall = 0.8

20Search terms are assumed to be of varying interest/priority to the analyst, with some terms generating
large degrees of valid (but irrelevant) hits - i.e. ‘noise’.

21A common issue when short (less than four character) strings are sought across large, compressed
datasets, where even random distribution will result in thousands of matches
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images typically generated and stored by the user’s web browser as a by-product of gen-

eral browsing. In this instance, an SOM was used to generate cluster maps based upon

files’ extension, creation date and creation time22. This experiment showed that images’

clustering could be used to identify browsing habits, potentially allowing an examiner to

quickly focus upon suspect areas based upon user behaviour.

The practicality of the scenario presented by this paper is somewhat limited, for the

following reasons:

• File extension: The authors’ claimed use of file extensions is erroneous, as they

state elsewhere that their forensic software (FTK) will identify graphics with false

extensions. This is a move beyond simple metadata analysis.

• Files analysed: The use case is based upon temporary internet files, which are

programmatically created by users’ web browser(s). The focus upon only one source

of ‘interesting’ files undermines the analytical process, as another approach would

be to simply focus all analysis upon directories known to be used by web browsers.

• Low detail of dataset: The authors’ dataset is a selection of files extracted using

forensic software, with no detail given as to the distribution of relevant/irrelevant

files, nor logical structure.

The aforementioned items should not be taken to be criticisms of the paper, which

appears to be more an introduction to the possibilities of such an approach than an in-

depth analysis. The limited nature of available results (temporal analysis of online user

activity being the primary outcome) leads to the belief that at least some analysis of file

content is required for more effective search.

Content Based Clustering

Research on topic modelling within DF focuses largely on text clustering, with a view to

accelerating manual investigator reviews of seized data by increasing precision with an

acceptable trade-off of recall. Common observations of the DF landscape are that typical

datasets are heterogeneous, unstructured (Beebe et al., 2011), and there often is little or

no prior knowledge of the data (da Cruz Nassif and Hruschka, 2013).

Arguably, some degree of a priori knowledge may be available in circumstances where

specific domains of digital investigations are being searched. Unlike search of an electronic

storage device, an investigator/analyst searching a company’s email archives will have

some degree of anticipation as to what will be encountered, at least in terms of format

and the general nature of emails23. For this reason, research into general text search on

devices and domain-specific search (in this case, emails) are separated within this section.

Clustering Email Search

Decherchi et al. (2009) investigate whether individual users’ roles within a company (En-

ron) could be identified via clustering of their individual email mailbox contents. In this

22All fields were converted into numeric values for processing
23It is arguably unlikely to encounter multiple GB multimedia files as attachments, for example.
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case, the cluster count was set to 10, due to the authors’ desire to “obtain a limited num-

ber of informative groups”. Some commentary indicates a level of success in identifying

randomly selected staff members’ activities, but the paper provides little (if any) critical

analysis of the algorithm’s performance, with a brief discussion sufficing as a summary. At

best, the research and findings of this paper could be used to partially guide investigators

undertaking a holistic overview of activities, but it does not seem to provide any true

means for increasing precision or at least effectively prioritising accounts of interest.

Estimating Cluster Counts

A key challenge identified within da Cruz Nassif and Hruschka (2013) is that of accurately

estimating the number of clusters present within a dataset, especially considering the

limited (if not non-existent) knowledge a priori. This issue was also identified by Stoffel

et al. (2010), though admittedly in a related but not identical field. DF related research

has involved the use of empirically selected counts (Beebe and Liu, 2014; Decherchi et al.,

2009). da Cruz Nassif and Hruschka (2013) use silhouette, a relative validity index, as

a means for conducting topic count estimation. Such an approach comes with a non-

trivial processing overhead, often requiring repeated passes over the data. One imagines

some degree of a priori knowledge of a storage device’s contents could assist in at least

estimating topic count, but as previously mentioned, this would be rarely forthcoming.

The problem of estimating the number of clusters in a data set is difficult, underlined

by the fact that there is no clear definition of a ‘cluster’ (Tibshirani et al., 2001). Any

proposed topic count solution requires testing and validation prior to use, presumably

against a known good clustering dataset. The establishment of such a dataset isn’t as

simple as it may appear, with the seemingly simple task of validating the cluster heavily

influenced by the selection of a relevant null model - the specification of which is “not a

straightforward matter” (Gordon, 1996).

We are unaware of any discussion of null model selection for cluster validation within

the DF focused papers cited within this chapter, as most measures of efficacy within these

works are focused upon comparison with more traditional search practices. This perhaps

comes as a result of the complexities associated with measuring clustering performance -

beyond challenges associated with formulating null models, Tibshirani et al. (2001) point

out that the difficulty of estimating cluster numbers is “underlined by the fact that there

is no clear definition of a ‘cluster’”.

2.3.3 Crawl Strategies

A performance improvement, rather than a forensic process in and of itself, the efficacy

of crawl strategies24 has already been proven in unrelated fields such as World-Wide Web

(WWW) search and indexing. Currently, a typical search within a digital investigation

will be undertaken using arbitrary rules - at the logical/file system level, breadth or depth

first (refer Figure 2.3) are simple approaches, with best first25 a more complicated but

24The methods used to optimise paths taken by crawlers across networks such as the WWW.
25Selection of nodes according to pre-defined rules for establishing priority
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Breadth First

1

2 3 4

5 6 7

Depth First

1

2 4 6

3 5 7

Figure 2.3: Node selection orders taken by breadth-first (left) and depth-first (right)
crawls.

potentially more rewarding approach. Variations of these can be used at the physical

level, based upon the physical properties of a device. These approaches have particular

merits, as displayed within table 2.3.

Memory Overhead Speed

Breadth/Depth First Minor
Best First (Metadata based) Classifier Dependent

Device dependent
(seek time latencies)

Physical (stream) Negligible Fastest

Table 2.3: Performance characteristics - search crawl strategies

Focused Crawling

The bedrock principle behind our methods for accelerating forensic analysis is making

relevant data available for examination as quickly as possible, particularly during time

critical activities such as search warrant execution. An obvious starting point is to assess

the application of a focused crawler for traversing file systems resident within target media.

Chakrabarti et al. (1999) first proposed focused crawlers as a resource whose goal “is

to selectively seek out pages that are relevant to a pre-defined set of topics”. Designed

around the challenge of indexing hypertext documents within a rapidly growing WWW,

the authors found that combining a classifier evaluating document relevance with a dis-

tiller recognising documents linking to relevant information was an effective method for

improving indexing efficiency.

The authors provide a very good justification for intelligent crawl strategies within

large-scale search, by contrasting the then-dominant Altavista and Inktomi search engines’

use of (contemporarily) high-end hardware clusters, in contrast to the authors’ use of a

Pentium II PC. They argue the aforementioned search engines attempted indexing as much

data as possible in order to answer every possible user query, and therefore traversed and

indexed a great deal of irrelevant and low value data during the process. Focused crawlers’
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ability to classify document relevance allows them to identify high value locations (in terms

of specialised sites and/or high proportions of links to relevant documents), achieving

knowledge of relevant data without large-scale crawls. Hence the use of comparatively low-

end hardware is not due to the budgetary restrictions commonly associated with research,

but rather because the crawler achieves its goals quickly, and has “relatively little to do”.

Diligenti et al. (2000) experiment with context graphs for focused crawlers, introducing

the Context Focused Crawler (CFC). Identifying the optimal focused crawler as retrieving

“...the maximal set of relevant pages while simultaneously traversing the minimal number

of irrelevant documents...”, the authors identify performance risks such as pursuing im-

mediate links of middling value at the expense of less obvious (but more valuable) links.

Introducing context knowledge therefore allows the crawler to predict links’ value more

effectively (particularly in terms of multiple hops), and indeed the authors report up to

50-60% performance improvement, in terms of relevant documents obtained during a set

period.

Chakrabarti et al. (2002) take a different approach to automating focused crawler

training, introducing an apprentice to the focused crawler model. The apprentice serves to

prioritise unvisited pages, whilst the original classifier becomes a trainer for the apprentice.

This approach is shown to be an effective means for improving the process of predicting

unvisited pages’ value (reducing false positives by up to 90%), but the authors rely upon

Document Object Model (DOM) features within referencing pages - an information source

unique to the WWW.

Contrast with File System Search

It is most likely apparent to the reader that the logical structure of the WWW is quite dif-

ferent from the file systems present within typical electronic media. Beyond the structure

changing from network to tree, links between WWW pages are established within docu-

ments, giving a crawler a great deal more context. The tree structures inherent within

file systems are defined by metadata outside a document, and whilst influenced by user

behaviour, are largely dictated by OS and installed applications.

The CFC approach of Diligenti et al. (2000) has tradeoffs. Context graphs need to be

generated for a “reasonable fraction” of seed documents, which in turn requires reverse

links to be known. The authors acknowledge this limitation, utilising Google for this

task. It is unlikely that such data would be readily available for seeding in many criminal

investigations - particularly CEM matters! The context graph approach represents an

enhancement of Chakrabarti et al. (1999)’s distiller, rather than a generational leap in

approach.

Similarly, the apprentice approach taken by Chakrabarti et al. (2002) is designed solely

for the WWW landscape, heavily utilising DOM features as a source of information. Such

information is absent within our targeted landscape, but the authors do argue that other

approaches could be valid within the apprentice model.

An alternate approach to the distiller enhancement (Chakrabarti et al., 1999) may be

feasible, but it still needs to be remembered that the number of links emanating from
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indexable documents within the WWW far outweighs the relative number of equivalent

links within file system search. One to many and many to many relationships are common

between nodes within the WWW, whilst file systems typically only see one to many - the

relationship between parent (typically a directory) and child.

2.3.4 Crawling a Dark Web

Confusingly, terms such as ‘dark web’, ‘deep web’, ‘invisible web’ and ‘hidden web’ are

often used interchangeably to denote a broad spectrum of mostly exclusive concepts, with

changing definitions including:

• websites and services not indexed or made available via search engines (Guitton,

2013);

• dynamically generated materials inaccessible via search engines due to the need for

user input, rather than any desire for covertness or privacy (Florescu et al., 1998;

Schadd et al., 2012);

• unseemly or nefarious content such as that created by extremist/hate groups (Abbasi

and Chen, 2007; Yang et al., 2009; Li et al., 2013); and

• networks providing anonymity for content users and content providers (Iliou et al.,

2016).

Such definitions are overly broad, potentially encompassing a significant proportion of

the WWW. The proposal (Fielding, 1994) and later widespread adoption of a voluntary

standard for restricting crawlers’ access to websites (often referred to as robots.txt)

effectively made large amounts of the WWW a ‘dark web’ according to the definition used

by Guitton (2013). Similarly, the use of ‘captchas’ to detect and block automated crawlers

and bots renders a large degree of the WWW ‘dark’ according to the definition posited by

Florescu et al. (1998); Schadd et al. (2012). Defining a ‘dark’ web according to the nature

of content as per Abbasi and Chen (2007); Yang et al. (2009); Li et al. (2013) ignores

accessibility and accountability, with the added disadvantage of introducing subjectivity.

We refer to ‘dark web’ as referring to networks providing anonymity, though with

further clarification. Following Guitton (2013), we regard anonymity to be the non-

coordinatability of traits (Wallace, 1999). Non-coordinatability does not exist on the

WWW, where any party involved in or capable of observing a particular communication

can immediately glean each party’s IP address, or at least that of an upstream provider26.

As alluded to by Guitton (2013), any sufficiently legally or technically empowered party

could exploit such information to further efforts at identifying the actual user(s). We re-

gard dark webs to be networks which at a technical level do not rely upon elements capable

of supporting coordinatability of traits - users can choose to make themselves identifiable,

even inadvertently, but the network itself does not require them to do so as part of normal

operation.

26For example, a Virtual Private Network (VPN) host
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The scope of research into the ‘dark’ or ‘deep’ webs within this thesis is restricted

to The Onion Router (Tor), an anonymising network readily accessible to users via an

open-source software download27. Tor utilises a protocol employing circuits of relays for

the purposes of ensuring user anonymity, and can be used as a ‘one way’ anonymiser,

concealing client access to a known internet node (such as a WWW site). Tor also supports

‘hidden sites’, being websites and/or associated services hosted within its router network,

thereby providing two-way anonymity - the ultimate ‘anonymous’ network.

The basic, ‘client’ software package includes an integrated web browser, providing a

user experience not dissimilar to established software such as Firefox and Google Chrome,

effectively making the network’s use near-identical to everyday web browsing. This sim-

plicity has arguably contributed to its rise in usage, with well-publicised services such

as the Silk Road marketplace effectively providing a pull factor for users and commerce

perhaps not traditionally associated with the internet.

The Silk Road

The “Silk Road” was an online marketplace for the sale of any goods and services
excepting those involving violence, accessible exclusively via Tor. It gained infamy
largely around the sale of narcotics and false identification documents, achieving
scale enabling vendor and buyer feedback akin to legitimate sites, effectively pro-
viding reputation assurance and earning it monikers such as the “Ebay for drugs”
(Barratt, 2012). The enterprise was shut down by the FBI in 2013, with the founder,
Ross Ulbricht (aka “Dread Pirate Roberts”), arrested and subsequently convicted
on numerous charges including narcotics trafficking and money laundering. An in-
dication of the operation’s scale is given by the USD183,961,921 forfeiture order
issued against Ulbricht during his trial, the judge finding the amount “no more
significant than the revenue that was generated” by the site’s operations (United
States of America vs Ross William Ulbricht, 2015).

Figure 2.4: Sample screen shot of Silk Road marketplace (Farivar, 2013).

27Refer https://www.torproject.org/

https://www.torproject.org/
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The surveying of dark webs and subsequent development of taxonomies has occurred,

from different perspectives. Guitton (2013) conducted a crawl of 1171 Tor hidden services,

building a 23 category schema split broadly into ethical and unethical services - finding

unethical services to be so pervasive that “...further development of Tor hidden services

should hence stop”.

Moore and Rid (2016) also conducted a crawl of Tor, creating a twelve category tax-

onomy. As with the other crawlers, the authors’ aim was to provide a ‘snapshot’ of Tor

and the services offered therein, without any specific interests or use cases. Of note, the

authors specifically restricted their crawler to textual content, due to the high risk of inad-

vertently accessing illegal materials such as child pornography and terrorist publications

- a common issue within this field.

With respect to law enforcement applications, research into the dark web tends to

focus upon specific content types. Chen (2012) establish a schema for categories of use

for the web (also applied to ‘dark webs’), focused upon terrorist organisations. West-

lake et al. (2017) create a web crawler specifically focused upon locating CEM. Guided

by seed websites plus a combination of keywords for identifying CEM plus ‘safe sites’

for domains previously identified as not being of interest, the crawler was successful in

following the topic, though limited to three ‘categories’ based upon Canadian legal defini-

tions of CEM. Whereas both studies ultimately relied upon manual labelling (with some

automated features for steering and/or identifying content of interest), their focus upon

particular content limits their use in identifying wider taxonomies.

Table 2.4 summarises and contrasts the various taxonomies developed in the afore-

mentioned papers, ranging from particularly holistic (Biryukov et al., 2014) to targeted

(Chen, 2012).

Automated classification of materials of interest is obviously of value in identifying

illicit materials online, though as with previously detailed work, such work tends to be

focused on narrow topics. For example, Fu et al. (2010) develop a crawler focused upon

extremist discussion fora on the ‘dark web’28, with a need to access and analyse multi-

media resulting in a mixed approach of URL tokens used to identify links associated with

discussion fora and file hosting, plus page levels used to ensure collection of multimedia

files potentially housed behind several links (typically encountered with third party file

hosting services). Once identified, URLs are prioritised according to either best first or

depth first search, depending upon the nature of the relevant forum. Sabbah et al. (2016)

utilised the data generated by Fu et al. (2010) as a test-bed for further statistical analysis

as a means for document classification, though with the rather basic categorisation of

‘dark’ for terrorist activities such as weapons/explosives manufacture. It is unclear where

less clearly ‘illegal’ discussions such as recruitment and incitement to extremism lie within

this definition. Contrastingly, Scanlon and Gerber (2014) focus specifically on detecting

online recruitment by violent extremists, with a correspondingly simple annotation schema

- ‘recruitment’/‘not recruitment’.

28In this case, content requiring input in order to be accessible
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Moore and Rid (2016)

Arms
Drugs
Extremism
Finance
Hacking
Illegitimate Pornography
Nexus
Other illicit
Social
Violence
Other
None

Guitton (2013)

Unethical Services Ethical Services
Hacking Personal
Black Market File sharing
Pornography (excl. child) Informatics
Drugs Bitcoin
Gen. forum with unethical topics Everything
Hit man Search Engine
Weapons Subversion of state power
Racial Discrimination Surveillance

Politics
Anarchism
Energy politics
Communism
Ethical & specific topic (other)

Biryukov et al. (2014)

Adult
Drugs
Politics
Counterfeit
Weapons
FAQs, Tutorials
Security
Anonymity
Hacking
Software/Hacking
Art
Services
Games
Science
Digital libs
Sports
Technology
Other

Chen (2012) (Terrorist use)

Communications
Fundraising
Sharing Ideology
Propaganda (insiders)
Propaganda (outsiders)
Virtual Community

Table 2.4: A comparison of identified Tor hidden site topics or uses

It is readily apparent that existing schemas and ontologies reflect the motivations

surrounding their creation. Chen (2012) shows an extremely efficient approach to recording

a specific area of concern, reducing terrorist use of communications fora to six distinct

categories. Unfortunately, such a tight focus would probably best be described as ‘myopic’

if used within law enforcement, due to the complete absence of other crime types or areas

of concern - in fact, the absence of any ‘other’ type category.

The demarcation of ‘ethical’ and ‘unethical’ topics by Guitton (2013) takes an approach

more relevant to law enforcement, but realistically, the collection, labelling and classifi-

cation of ‘ethical’ materials by law enforcement is unlikely, if not for efficiency purposes,
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then at least due to their own ethical limitations - large scale monitoring of ‘not of inter-

est’/‘legal’ materials running dangerously close to mass surveillance. A more immediate

issue, however, is the relatively fluid definition of ‘ethical’. In this instance, ‘Anarchism’

and ‘Subversion of state power’ are listed as ‘ethical’ activities. It is difficult to imagine

either topic in and of itself to be regarded as ‘unethical’ by a reasonable person - realisti-

cally, the severity of the writings and proposed actions/incitements (if applicable) should

most heavily influence such opinion.

Research into user networks within the dark web continues a focus upon extremist

activities. Xu et al. (2006) examined the online topologies of terrorist groups. Identifi-

cation of groups and their interactions is a vital part of intelligence gathering, but the

authors’ heavy reliance upon manual identification and cleaning of URLs throughout the

crawl process limits its application within our work.

Where to Begin?

A crawl of a network is effectively an attempt to survey, observe, and record a virtual

topography - relatively simple in terms of the WWW whereby a hierarchy of name servers

takes responsibility for managing a repository of registered domain names and processing

queries. Updates and changes of address are administered through this process, ensuring

timely (though not immediate) updates across the WWW.

Extending such a crawl down the stack to IP addresses is more complicated with large

quantities (sometimes entire countries) of devices effectively concealed behind routers util-

ising Network Address Translation (NAT). Admittedly, NAT isn’t a technology best suited

for use in service provision to external parties, but new connections could be forwarded

via pre-agreed ports for disambiguation, in a large-scale version of a service provided

in consumer-level domestic ADSL routers. This is not exactly practical, but definitely

feasible.

Surveying a ‘dark’ web is far more complicated - whilst the term itself has myriad

definitions, most (if not all) share one attribute - unlike the WWW’s Domain Name System

(DNS) service, they don’t advertise entry points. Hidden services on Tor issue hidden

service descriptors. A requesting user queries the Tor network with a hidden service’s

URL29, receiving addressing information if the hidden service exists. Being decentralised

and intentionally obfuscated, seeking and accessing hidden services is by its very nature

slower than DNS. Ignoring the wider performance implications of a ‘brute force’ approach

to identifying active services, such an approach would also be incredibly slow - there are

3216 possible top level domains for Tor hidden services, meaning a single threaded crawler

experiencing extremely optimistic query times of six seconds per lookup would require

2.3× 1017 years to traverse each valid address.

We have therefore established that whilst Tor currently supports a finite address range

for hidden services, simply trying valid addresses isn’t feasible. Another option is to

undermine Tor’s security as a means to removing obfuscation. Biryukov et al. (2014)

29Tor hidden service addresses consist of a sixteen character, base32 (a-z2-7) string, appended with
.onion - refer https://www.torproject.org/docs/hidden-services.html.en

https://www.torproject.org/docs/hidden-services.html.en
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utilised an exploit available in February 2013 (since patched) to detect 39,824 hidden

service addresses, their technical services offered, and their relative popularity. Wang

et al. (2011) and Ling et al. (2013) freely detail other vulnerabilities, subsequently fixed.

Research utilising technical exploits in Tor is relatively rare, with the reliability of any

exploit or vulnerability extremely tentative at best (particularly post publication).

Undermining a service commonly used for lawful (and ethically sound) activities for

the purposes of research and/or indiscriminate surveillance is unethical and quite possibly

illegal in many jurisdictions. The mere publication of the existence of any weaknesses in

an otherwise ‘secure’ network can lead to further attacks. We are uncomfortable with

surveys, crawls and port scans undertaken through bulk or otherwise indiscriminate iden-

tification of hidden services, as utilised in previously mentioned research. We acknowledge

no ‘secret’ data was necessarily accessed (let alone published), but no permission was re-

ceived to access what is effectively a secret address, plus the sheer volume of network traffic

undertaken as part of the process would impact the Tor network’s performance (however

slightly). For these reasons, we regard the use of technical exploits as ‘off limits’ for our

research.

The open-source nature of the Tor project, together with its high profile, means many

such weaknesses are quickly identified, publicised, and patched. The pace of such work

is perhaps best exemplified by the software itself - the project’s client software release

notes(Tor Project, 2017) list 150 versions, with over 600 minor and major bugfix summaries

from underlying projects. Disregarding the ethical issues previously detailed, the rapid

repair of any publicised security shortcomings also makes the reproducibility of any results

unlikely.

The best (if not ‘least bad’) option is therefore bootstrapping - exploiting lists of known

‘live’ sites, either from external providers or ‘rolling your own’. Table 2.5 lists the methods

used in previous research in this area.
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Research Dataset Focus Bootstrap/Seeding method

Fu et al.

(2010)

Terrorist & Ex-

tremist Groups

Dark Web Portal (Chen, 2012)

Guitton

(2013)

Tor Hidden Ser-

vice Sites

Aggregate list of services taken from Tor search en-

gine/databases: Hidden Wiki, Snapp BBS, and Ah-

mia.fi

Yang et al.

(2010)

Externally

sourced dataset

Ansar1 English language based forum.

Al-Rowaily

et al. (2015)

Cyber Security &

extremism

Dark Web Portal (Chen, 2012)

Biryukov

et al. (2013)

Tor Hidden Ser-

vice Sites

Port scanning and service identification, via an iden-

tified flaw/vulnerability in the Tor protocol

Chen

(2012)

Terrorist & Ex-

tremist Groups

Manual identification of URLs associated with previ-

ously identified, extremist groups and associated en-

tities. Includes use of search,engines, government re-

ports and research centers.

Anwar and

Abulaish

(2012)

Extremist Group Forums hosted by manually identified Neo-Nazi web-

site (http://www.stormfront.org)

Xu et al.

(2006)

Terrorist & Ex-

tremist groups

URLs from US State Department and FBI reports re-

lating to manually identified organisations of interest.

L’huillier

et al. (2010)

Terrorist & Ex-

tremist fora (En-

glish language)

Subset of Dark Web Portal (Chen, 2012)

Chen et al.

(2008)

Terrorist & ”Ji-

hadist” groups

Seeded URL list, backlink searches via search engines

Table 2.5: Dark Web crawler seeding methods

For reasons including the above, this thesis’ interest in anonymous networks is limited

to the efficient mapping of online behaviour from a law enforcement perspective, with a

view to better informing future data analytics within policing.

2.4 Summarising Existing Research

Garfinkel (2010) characterises 1999-2007 as a digital forensics ‘golden age’, largely due to

consistency in the infrastructure and behaviours encountered (for example Windows XP

as OS, ‘relatively few’ file formats of interest). However, at time of writing he predicted a

looming crisis in investigative matters, due to (amongst others):

• Growing storage device capacities leading to the inability to completely image

a device or completely analyse data if acquired;

• Multiple storage devices being involved in matters, requiring increased data cor-

relation and examination;

http://www.stormfront.org
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• Cloud storage and processing effectively splitting single devices into multiple

structures;

• OS and file format proliferation, leading to additional complexities in search

exploitation.

Garfinkel’s paper was published eight years ago, but the identified challenges largely

remain contemporary. Growth in both the number and size of electronic storage media en-

countered during investigations simply reflects pervasive computing, and is most strongly

felt during digital forensic triage, when infrastructure and time both tend to be in short

supply. Approaches such as similarity digests can be effective in establishing links, but

simple pattern matching still requires extensive reading and interrogation of data stored

within a medium.

Research into data reduction typically espouses the value of limiting data analysis to

files/areas known not to be of interest to an investigation, but does extend to reducing

acquisition. This approach ostensibly makes sense when preservation is not in question.

Indeed, the ‘sniper forensics’ proposal mentioned earlier uses the example of an investi-

gation into unauthorised system access, presumably on behalf of the system’s owners. A

central tenet of science and the judicial system alike is the requirement to look for evidence

contradicting the asserted theory or allegation. A risk associated with data reduction is

the overlooking of exculpatory data. Unlike the example of an investigation into unautho-

rised system access, the assertion that child pornography possession investigations need

only focus upon the search for relevant imagery (Ferraro and Russell, 2004) may be true

in terms of establishing relevant proofs, but perhaps doesn’t take sufficient account of ex-

ternal influences. As discussed in this chapter, courts in the State of Victoria (Australia)

often require full forensic reports even in uncontested matters. Comprehensive forensic

reports can’t be generated if analysis is reduced to a simple investigative review. Debate

over the need for full analysis across all digital investigations is valid, but external con-

siderations such as those imposed by the relevant judiciary are outside the scope of this

work.

Prior research is focused largely on the technical and practical challenges faced by DF.

An issue largely under-appreciated until the last few years is that of exposure to offensive

materials - the aggravating factors of which lead to significant challenges within the field.

2.5 Challenges in Digital Forensics

The move towards pervasiveness of computers across most (if not all) crime types is not

a recent event - Ferraro and Russell (2004) specifically predicted this pattern fourteen

years ago, warning that if forensic examination is expected for every crime, “Every law

enforcement agency will either have a laboratory of its own or rely upon a computer

forensics laboratory to process its evidence”. This prediction has largely come to pass,

with every law enforcement agency (and many government agencies with investigative

functions) now maintaining in-house DF capabilities or contracted third party analytics.
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Powell et al. (2014) conducted a survey of 32 law enforcement personnel across all

Australian jurisdictions, querying their opinions on issues faced during investigations into

online child exploitation. DF challenges identified included:

• Limited access to “image scanning” software - most likely a reference to CETS (refer

Table B.1) or another cryptographic digest based content recognition system (refer

Section 2.6);

• Inadequate staffing, including a lack of relevant digital forensics experience; and

• The need for “complete” examination - courts requiring every relevant item (im-

age/video) to be reviewed and categorised, rather than accepting a representative

sample. A respondent quotes a staff member “going through 500,000 images”.

More recently, Franqueira et al. (2017) conducted a targeted survey of DF practitioners

worldwide, seeking their comments on challenges in the field of online child exploitation.

The survey returned similar results in regard to the stresses and impacts of exposure

to such imagery, but the authors’ stronger focus on technical specialists30 resulted in a

differing set of reported challenges:

• Emerging technologies such as automatic age estimation are not ‘translating’ into

workable tools for improving practices;

• Stressful working conditions associated with viewing CEM, with recommendations

for improving automation to “minimize exposure in the first place”; and

• A need to standardise operations, procedures and legal frameworks globally, neces-

sitating an “internationally recognised scale of indecency levels and a taxonomy of

terms to bridge language and cultural differences”

The absence of standardisation as a challenge is notable in Powell et al. (2014). Nine

jurisdictions are included (6 States, 2 Territories, plus Federal), each with some degree

of individual case law and procedures, but de-facto standardisation has occurred - both

through the establishment of Joint Anti Child Exploitation Teams (JACETs) in each

State/Territory, and the alignment of State legislation and availability of Federal legislation

to State Police. Whilst not in blanket use across all prosecutions, the Child Exploitation

Tracking System (CETS) scale (discussed further in Section 2.6) is used across Australia

as a standardised measure of offending, greatly simplifying joint investigations and cross-

jurisdictional prosecutions.

30The authors use ‘DF’ in a broad sense, encompassing first responders, consultants and other roles
regularly exposed to such materials
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A Loose Quantification of Sentencing

sentence = (
∑

c∈categories nc×βc)× ((1 +α)−ω)× τ , where n denotes the quantity

of materials identified for a category and β the weighting for the category. α and ω

denote weightings with values [0, 1] for aggravating and mitigating circumstances.

All weightings and circumstances are exclusively the preserve of sentencing officer

(Magistrate, Judge etc), but are informed by precedents set by equivalent matters

in like jurisdictions (denoted by τ).

Whereas standardisation is undoubtedly a benefit for knowledge sharing within law

enforcement, the existence of a means to compare offending has had the unintended con-

sequence of encouraging the requesting by courts of ‘complete’ examinations within online

child exploitation prosecutions, particularly as an input for sentencing (detailed in A Loose

Quantification of Sentencing). This in turn has increased workload related stressors, fur-

ther aggravated through the dangers of repeat exposure to CEM.

2.5.1 Dangers of CEM Exposure

First-hand exposure to traumatic and offensive events is long documented as psycholog-

ically harmful. Surveys of police officers in provincial England (Brown et al., 1999) and

New York State (USA) (Violanti and Aron, 1995) indicated comparatively high levels of

stress associated with exposure to traumatic events involving children. Both studies pre-

date the mainstream emergence of online child sex abuse, but a key point of note appears

to be stress associated with dealing with victims of crimes such as rape and child abuse

being quite high, with police officers seen as potentially “becoming secondary victims”

(Brown et al., 1999) in such cases.

The absence of studies into the effects of exposure to child exploitation on forensic

analysts and other persons involved in the investigation/prosecution process is noted by

Edelmann (2010), who observe that employers such as the Metropolitan Police provide

mandatory counselling to staff routinely exposed to such imagery.

In Powell et al. (2015), the authors of the aforementioned Powell et al. (2014) also

specifically recorded the surveyed participants’ reported impacts of exposure to CEM31

within internet child exploitation investigations. Critically, the survey included not only

sworn police, but also “computer analysts” - a role arguably requiring even more regular

and in-depth exposure to materials during the course of normal duties. Interestingly,

some respondents indicated an experience akin to the previously mentioned ‘secondary

victimhood’, though contrastingly, some perceived exposure to CEM as less harmful than

direct ‘interaction with victims of assault’32.

Specific factors were listed by survey respondents as increasing a risk of long-term

effects from exposure:

• Perceived resemblances between victim(s) and child(ren) known to the reviewer (par-

ticularly the reviewer’s own children);

31Referred to as “internet child exploitation” materials within the paper
32It is unclear if this refers to sexual or physical assault, given the context
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• ‘Unexpected’ viewing of child exploitation materials;

• Repeat exposure to specific images or offenders; and

• Viewing the progression of an offender from viewer to contact offender33.

An anonymous survey of US law enforcement personnel by Seigfried-Spellar (2017)

identified differences in psychological distress between investigators and forensic analysts,

with persons conducting both duties in CEM related cases reporting higher levels of trau-

matic stress than those working single roles. The author hypothesizes this is due to their

requirement to both review CEM and interact with victims and offenders, a theory con-

sistent with the “secondary victimhood” identified by Brown et al. (1999). Furthermore,

whilst respondents generally used healthy coping strategies, those working dual roles “may

be more likely to use sedatives . . . as a coping mechanism”.

Given the nature of the survey, it is difficult to quantify the level of ‘overlap’ en-

countered by respondents, as this often will be set by their respective organisations. For

example, whilst DF practitioners within the AFP attend search warrants and interact to

a limited extent with offenders, victims etc, the vast bulk of CEM review is conducted by

investigators. As investigators are also responsible for offender and victim interactions,

they effectively perform the more stressful ‘dual’ role.

Powell et al. (2015) note that due to the large number of variables involved, individual

investigators’ reactions to CEM exposure are impossible to predict - interestingly, they

also note reports of increased distress due to text content such as filenames, an aspect

traditionally viewed as low/no risk by law enforcement.

Given the general reluctance by police to seek assistance, combined with a low (16%)

level of mandatory counselling offered by the respondents’ agencies (Seigfried-Spellar,

2017), it appears quite feasible that the extents of exposure and related stress & harm

are both underreported across law enforcement.

As stated by Powell et al. (2015), “purchase of technological strategies for global re-

duction in exposure to images is therefore warranted”.

2.6 Towards Automation of Digital Forensics - A CEM Case

Study

Automated CEM detection is best divided into two challenges - discovering known items

of interest (i.e. images previously observed), and discovering previously unknown items of

interest.

In terms of known materials, previously observed and annotated files tend to be

‘recorded’ in the form of cryptographic digests, due largely to their inherent confiden-

tiality, broad acceptance across industry and government, and their relative efficiency

in terms of storage and processing. Fuzzy hashing, whilst computationally more expen-

sive, can identify slightly altered or otherwise highly similar data. Perceptual hashing, a

multimedia-focused extension of fuzzy hashing, has the most relevance and displays the

33The abuser, as opposed to viewer of abuse.
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most promise for offensive multimedia. The exploitation of file metadata is lightweight

and fast, but can only provide hints as to the likely nature of content. Unfortunately,

both fuzzy hashing and file metadata exploitation can only provide automated detection

of materials highly similar to known items - a sort of ‘semi unknown’ detection at best.

In regards to unknown materials, the only accepted, readily available method for auto-

matically recognising pornography and CEM is skin tone detection, of use only in pornog-

raphy related investigations. This approach has numerous limitations (listed below), and

for this reason, appears largely used as a triage tool of last resort within criminal investi-

gations.

2.6.1 Metadata Based CEM Detection

Metadata, or ‘data about data’, is a lightweight means for identifying likely materials of

interest, but with restrictions due to the fact that metadata provides descriptors rather

than content itself. A rough but simple approach during preview/triage is to filter can-

didate files by type, according to the nature of data being sought. For example, device

examinations during multimedia focused matters such as CEM investigations can often

start with a simple filter for files with extensions such as jpg, jpeg, gif or png. Non user-

generated files such as thumbnails and/or caches can be ignored or downgraded through

the use of a further filter or descending sort based on file size.

Such an approach is effective for separating disparate files, but not when filtering like

data formats. Offenders don’t necessarily only collect illegal materials - for example, adult

pornography can be colocated with CEM (Powell et al., 2015; Franqueira et al., 2017).

Intricately organised and managed libraries of electronic paedophilia are not unheard of,

but the more usual experience is a highly unstructured dump of disparate media, often

within the default download directory for the P2P/torrent application du jour.

A dominant academic focus for automated CEM recognition is filename/textual anal-

ysis of likely content, particularly in the context of P2P networks - architectures such as

LimeWire and BitTorrent(BitTorrent inc, n.d.) allow the collection of metadata without

downloading actual content, enabling researchers to stop short of breaching local laws and

ethical boundaries. Steel (2009) provides a snapshot of the Gnutella network, using to-

kenised query responses to categorise files as likely child pornography. Whilst most terms

are sanitised for ethical reasons, the author provides some indications of common ages and

advertised features/actions. Panchenko et al. (2012) identified textual features from file-

names of known CEM files (provided by law enforcement), providing a level of confidence

unachievable from query-based studies. Latapy et al. (2013) also observed specialised vo-

cabulary exclusive to online paedophile activity, a finding supported by Peersman et al.

(2016).

Based on first-hand experience, we can confirm the presence of such ‘red flag’ terms,

though their presence seems to be highly correlated with distribution via P2P networks - we

hypothesise this is due to uploaders ‘advertising’ the files to make them more attractive

for download, possibly in order to maintain required upload/download quotas in such

systems.
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Filenames are an obvious next step for further prioritising or filtering results, particu-

larly the long, descriptive file names dominant within sharing services such as BitTorrent.

CEMs often display domain specific vocabulary, with terms such as Bibcam, PTSC and

PTHC giving a strong indication of content34 - a hypothesis supported by Latapy et al.

(2013); Peersman et al. (2016); Steel (2009). The identification of textual features from

filenames of known CEM files (provided by law enforcement) provides a further level of

confidence (Panchenko et al., 2012) from what amounts to an understandably limited ac-

cess to source data (none of the aforementioned studies actually accessed or downloaded

any CEM, limiting their involvement to searching for files of likely interest).

File extensions are another option, whereby a ranking algorithm identifies likely mul-

timedia files for examination (e.g. MP4, AVI). File extensions remain a convention rather

than rule within computing, with file headers (typically an n-long series of characters at

the start of a file’s content) actually used by software for parsing. Therefore, one can’t

assume the presence of a specific extension actually reflects a file’s content.

File size can be a reliable indicator of multimedia files, particularly high definition

movies. However, it doesn’t reflect the nature of content, leading to extremely poor results

where a device contains large quantities of files from disparate genres - a common scenerio

identified by Franqueira et al. (2017).

The creation of a reliable classifier utilising the aforementioned features is extremely

challenging, and presuming one could be made to work reliably, a prioritiser based on such

is limited to identifying likely files of interest (and perhaps directories with suspect names).

This is perfectly acceptable in ‘first past the post’ situations, where only the presence of

such data is being sought, but one needs to consider the bigger picture - identifying a

number of disparate files of interest may imply guilt, but doesn’t provide investigators

with an overall impression of the nature or scale of offending. Presuming a suspect has

been (or will be) arrested as a result of finding the data of interest, the investigation may

be subject to time limits prior to charges being laid and the suspect being delivered to a

court or released on summons. A taped record of interview (or equivalent) will typically

be conducted during this time, during which questions will be asked of the suspect, and

the suspect given an opportunity to put forward their version of events. Typically, this is

the only opportunity for such direct interaction, making the timely provision of accurate

data (particularly relating to proofs and potential defences) critical for investigators.

Exploitation of metadata is lightweight and fast, but shouldn’t be entirely relied upon

for forensic tasks, for multiple reasons:

1. Metadata is machine readable, and therefore also easily editable. A simple obfusca-

tion technique such as changing file extensions to unrelated type (for example, jpg

to zip) will overcome the filter/prioritisation approach previously described. In the

absence of an obviously incongruous extension (e.g. txt for a 1+GB file), examina-

tion of at least part of the candidate file’s content is required to establish actual file

type. Most file types contain a unique header (aka magic number) as a means to

34All CEM related filenames listed here have been published prior to our research. A number of other
such terms exist and are common knowledge within the field, but have not been listed for ethical reasons
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Trialling Filename Based Detection

As a means of testing the approach and findings of Panchenko et al. (2012),
we constructed a corpus of filenames associated with (a) general files, (b) adult
pornography (sourced from The Pirate Bay download lists) and (c) CEM. These
filenames were then processed using the Apache Solra default English language
indexing analyser, which in turn was used to train a multinomial naive Bayes clas-
sifier. Encouraging signs were observed in the obviously distinct term distributions
amongst the three classes, as shown by the histogram within figure 2.5.

The classifier initially performed encouragingly, with 0.9+ precision and recall
levels observed with data limited to individual cases. Contrastingly, such perfor-
mance dropped off rapidly once the classifier was trained and tested across unrelated
cases. Panchenko et al. (2012) anticipate drops in performance when disambiguat-
ing adult pornography and CEM due to overlapping vocabulary, but we suspect
poor performance is due more to CEM being a diverse field rather than a distinct
genre. From personal investigative experience, we can state that seemingly spe-
cialised fields such as online child exploitation can actually be quite broad, with
individual users’ tastes and predilections heavily influencing the volume, nature
and format of materials being traded, generated and stored. This is compounded
by domain-specific influences during the sharing phase - for example, bitTorrent
traded files’ names tend to be quite descriptive, given the propensity for the names
themselves to be the only advertising ‘feature’ seen by end users when searching for
material.

Filenames therefore tend to have specialised vocabularies. Common terms and
phrases are present across classes and genres (for example fucks), but these tend to
also be seen within lawful and otherwise uninteresting data, raising the real possibil-
ity of high rates of false positive (inconvenient) and false negative (disastrous) rates
within investigations. We have no doubt that a designer with access to sufficient
data will at some point in the future be able to build a more successful classifier,
once sufficient volumes of data from disparate sources are aggregated.

ahttps://lucene.apache.org/solr/

Figure 2.5: Histogram - Top 100 index terms for (a) General Files, (b) Adult
Pornography, and (c) CEM



2.6. TOWARDS AUTOMATION OF DIGITAL FORENSICS 49

inform rendering applications of their format, so a prioritiser may only need examine

data of the order of dozens of bytes per file.

2. File size is indicative by nature, but does not constitute a guarantee about a file’s

provenance or nature. Compression and ever-increasing definition (“Megapixel”)

resolutions mean the size range of user-generated content is expanding.

3. Descriptive filenames tend to be added to files as they are shared, particularly when

distributed via torrents. Therefore, this method tends to detect materials the further

they are from the original source, potentially missing detection of contact offenders’

generated materials (i.e. CEM still bearing the camera’s default naming convention

of IMG XXXX.jpg);

4. Files can be incorrectly named and/or labelled. We have observed this to be a

common issue in file sharing services and protocols such as eMule(eMule Project,

n.d.), BitTorrent and the now discontinued Limewire. Whilst this could be due to

user error, one suspects that elements of advertising and inticement to download

(both true and false) play a greater role in this behaviour, particularly in networks

maintaining minimum user sharing rates; and

5. Individual offenders tend to have specific tastes. Of the sample cases used for Figure

2.5, one offender was particularly prolific with several hundred thousand descriptively

named images. One prototype filename-based classifier we trained using this sample

data showed an extremely strong bias for pubescent boys, completely ignoring file

names denoting female involvement. This is a classic symptom of a biased training

corpus, but the fact remains that the remaining non-specific textual features had

more in common with innocent/general files than other CEM files.

Ultimately, a file’s metadata can only represent an author’s claims, and should be

regarded as an indicative rather than objective or complete representation of rendered

content.

Beyond legal considerations, it is likely at least some of the aforementioned research was

able to be conducted because researchers and their host organisations viewed the avoidance

of direct exposure to materials as akin to avoidance of risk, a fallacy already discussed in

Section 2.5.1. Further work even at low exposure levels should only be conducted with

the mandatory involvement of psychological screening, monitoring and counselling.

2.6.2 Content Based CEM Detection

Content analytics is a more intensive, but arguably also more robust approach. Currently,

the dominant method for automatically detecting known materials is via cryptographic

hash (e.g. MD5, SHA-1) comparison, recognising identical materials at the binary level.

Specialist algorithms such as PhotoDNA(Ith, 2015) can measure similarity, allowing the

automated recognition of resized, skewed or otherwise slightly altered still images.
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Figure 2.6: Original and altered images

Image MD5 SHA-1
Left 5ca29e467c30aa2ade4195d53b011163 dde22a84c894ed68a6dd9312b82050e65205c3f5
Right 92cd72ae43ba10358a2aa4053e1fd4fe 96e55bc2498d48bb0610b07201a9b7fd35a070a8
Hamming
Distance

25 (maximum distance: 32) 34 (maximum distance: 40)

Table 2.6: Cryptographic Hashes for Figure 2.6

2.6.3 Cryptographic Digests

Currently, law enforcement capture and distribution of known materials (both of inter-

est and ignorable) is largely reliant upon cryptographic digests (commonly referred to

as ‘hashes’) – traditionally MD5 , with the newer SHA-1 algorithm used to a lesser (but

growing) extent. Both are widely accepted methods for reliably recognising identical data,

being designed as means for easily detecting unauthorised alterations, and work at the bi-

nary level. In simple terms, cryptographic digests look at binary data, and do not make

any attempt to measure or understand the perceived/rendered output. To take the exam-

ple of photographic images, Figure 2.6 shows an original and an (arguably imperceptibly)

altered image, with a slight change in exposure levels applied. As anticipated, their re-

spective cryptographic hashes (refer Table 2.6) detect their difference, giving distinctly

different outputs. Whilst both algorithms’ outputs see Hamming Distances exceeding 2
3

of their lengths, it must be remembered that every Hamming Distance greater than zero

is equal in this context, simply denoting the data as ‘different’.

Cryptographic digests are designed specifically to not allow similarity measurement,

both in order to preserve the confidentiality of materials being ‘hashed’, but also to min-

imise the value of brute-force efforts to force ‘collisions’ - different data returning identical

digests.

2.6.4 Fuzzy Hashing

‘Fuzzy’ hashing is something of a similar technology (one-way compression of data to a

reproducible ‘fingerprint’) to cryptographic digests, but for what amounts to a different

application - in this case, measuring similarity between data. Several algorithms exist

for measuring similarities at a binary (or flexible) level, for example ssdeep (Kornblum

et al., 2018), Trend Micro Locality Sensitive Hash (Micro, 2018) and SDHash (Roussev,

2010). Effective for detecting lightly altered files such as binaries and text documents,
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fuzzy hashing is susceptible to technologies opaque and/or of little relevance to the end

user, such as compression. For example, the similarity of the images in Figure 2.6 at a

binary level would differ widely if they were saved using differing file formats (e.g. jpg vs

png).

Perceptual Hashing

Perceptual hashing applies fuzzy hashing to rendered content - in other words, measuring

similarities between materials as they appear to the viewer. By way of example, pHash

(Klinger, 2010), an open source perceptual hash algorithm, measures the similarity of the

images in Figure 2.6 as 0.999992 (Using Peak of Cross Correlation), with 0.85 seen as the

threshold for ‘identical’ (in terms of perception) images (Klinger, 2018).

PhotoDNA (Microsoft, 2015) has received strong support in law enforcement, having

been acquired and distributed by Microsoft primarily as a CEM detection technology.

Whilst ‘free’ for law enforcement use in the financial sense, PhotoDNA’s usage remains

subject to licensing restrictions by Microsoft, limiting its use outside law enforcement. A

cloud-based service is advertised for use in detecting CEM by the general public, but ac-

cess is subject to user vetting35, and requires users to upload images rather than hashes - a

model reportedly adopted by Facebook as a means for detecting revenge porn36(Gribbin,

2017). Both services require user trust that the uploaded data is not going to be mis-

used, but the transmission of CEM, even in good faith, potentially places users at risk of

breaching laws in some jurisdictions.

A freely available algorithm nicknamed dHash (Krawetz, 2013) was utilised in our early

forensic crawl acceleration experiments , and observed to be surprisingly fast and effective,

particularly in light of the algorithm’s simplicity and reproducibility. Its use was dropped

in favour of PhotoDNA for compatibility with existing datasets. It is difficult to quantify

performance against other algorithms, as no experiments were conducted measuring the

impact of ‘skewing’, rotating or otherwise altering imagery in a manner beyond cropping

or changing resolution. Furthermore, no research was conducted into the rate of false

positives.

Limitations of Fuzzy Hashing

It is unquestionable that fuzzy hashing, and in particular perceptual hashing, can be of

great value in automatically identifying previously observed and annotated imagery of in-

terest. Beyond licensing restrictions and efficiency of the underlying algorithms themselves,

the principal challenge around fuzzy hashing in a law enforcement context is technical - in

particular, dimensionality. To simplify, cryptographic hashes are one dimensional, in that

if any character differs between two hashes, they are as distant as if all characters differ.

A Hamming Distance value of 1 (one character difference) is therefore as dissimilar as a

35Presumably to avoid counter-intelligence type efforts by offenders to measure law enforcement knowl-
edge of certain materials

36The release of explicit media without a depicted person’s permission, popularly associated with jilt-
ed/scorned ex-partners seeking comeuppance after termination of a relationship
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value of the entire hash length. Comparison of cryptographic hashes can therefore cease

at the point of encountering the first differing character.

To take the example of an MD5 hash, of the 3216 available combinations , any particular

file has 1
16 probability of matching the first character of a previously known hash/digest.

Therefore when searching through a dataset, about (1− 1
16) u 94% of known hashes can

be disregarded at the first character, and (1 − 1
16

2
) u 99.7% at the second. 99.9999% of

candidate hashes can be disregarded at the fifth character.

DHash (the fuzzy hash previously mentioned) can be stored as 64 bits (coincidentally

half the length of an MD5 hash), represented on paper as a sixteen character hexadecimal

hash. Comparisons are made on a per-bit level, with users reporting a Hamming distance

less than 10 typically denoting a ‘match’ between images. Assuming a pseudorandom

distribution of bits37, each bit has a 50% probability of increasing the Hamming Distance,

meaning a hash comparison has a 50% chance of reaching the 20th bit before crossing

the threshold distance of 10 and being disregarded. This is far more computationally

complicated than a straight test for completely identical values, and also requires memory

for maintaining Hamming Distance (minimal, but with potential impacts on parallel pro-

cessing). Furthermore, an image-based similarity measure will also by its nature require

rendering by the chosen algorithm, further increasing cost of computation.

It should be noted that methods for accelerating queries around fuzzy hashes exist,

typically involving indexing subsets of hashes. Such an approach trades memory for speed,

requiring such indices to be available within memory at query time and therefore again

requiring additional computational resources.

Whilst fuzzy hashing is more robust to changed data than cryptographic digests, both

methods are restricted to recognising previously observed and annotated materials, re-

stricting their value to ‘downstream’ in the sharing process - older imagery/movies, most

likely shared numerous times between production and detection. An obvious help by

accelerating analysis, this does little to aid law enforcement in targeting producers and

victims.

2.6.5 Skin Tone Analysis

A simple method for automatically detecting previously unseen pornographic content is

the measurement of skin tone occurrence as a proportion of the image. Strictly speaking

this is a nudity detector (we will discuss definitions of pornography in section 2.6.7), with

a small number of ‘value added’ options such as disambiguation of adults and children

(Islam et al., 2011) also being proposed. We posit that analysis based upon skin tone is

inherently unreliable, due to a combination of the broad spectrum and non-exclusivity of

possible skin colours, combined with the wide range of possible lighting situations available

within legible imagery.

Figure 2.7 shows three images, together with corresponding skin tone masks calculated

using the ‘Uniform Daylight Illumination’ algorithm by Kovac et al. (2003). The first

37Problematic, given the pattern actually reflects what is seen in the image, meaning ‘common’ image
types such as passport photographs will tend to have some correlation
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Figure 2.7: Ceiling skin tone >Bikini skin tone >Nude male skin tone
Top row: Ceiling(Shapiro, n.d.) (34% skin tone), Female bikini ‘selfie’(Drain, 2015)
(24%), Male nude ‘selfie’(Choi, n.d.)(23% as received, 34% after cropping).
Bottom row: ‘Uniform Daylight Illumination’ (Kovac et al., 2003) Skin tone ‘masks’ of
top row images. Red denotes pixels displaying skin tone, black denotes all other colours

image, a picture of a ceiling, reports skin tone appearing in 34% of pixels, an obvious

result of the cream coloured paint. The second image is of a female bikini ‘selfie’, taken in

front of a dark background - this only displays 24% skin tone, almost a third less than image

one. As received, the third image of a Korean male bodybuilder displays 23% skin tone,

increasing to 34% after the borders are removed. An admittedly selective sample, these

examples shows how irrelevant features such as background, clothing colour and lighting

can dominate rather than merely affect results. Interestingly, a material proportion of

exposed skin in image three appears to have been sufficiently shaded or brightened to not

be recorded as such, most likely due to contours arising from the subject’s muscle tone.

Skin tone analysis is unable to disambiguate an image of a nude male from that of ceiling.

Beyond theoretical false positives, reliance upon skin tone in isolation can result in a

great deal of false negatives when the imagery depicts persons of non-Caucasian heritage,

a prime example of ‘whitewashing’. Figure 2.8 shows an image from the set of Demolition

Man. The filter captures almost all of Sylvester Stallone’s exposed skin (excluding his

heavily shaded hands), whilst Wesley Snipes is almost completely missed - his bleached

hair and a small section of his ear being all that remains.

Moreover, measuring skin tone in isolation simply reflects the percentage of pixels

within an image showing such colours - not the nature of the content. A passport photo
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Figure 2.8: Scene from the 1993 movie Demolition Man(IMDB.com, n.d.), plus skin tone
mask. Red denotes skin tone pixels, black denotes all other colours

arguably contains a high proportion of skin tone, given the dominance of a ‘nude’ face

across most of the image.

An excellent, in-depth review of colour based approaches for adult pornography detec-

tion can be found in Ries and Lienhart (2014). Vitorino et al. (2018) include a compre-

hensive overview on numerous pornography detection methods and products.

2.6.6 Introducing Machine Learning

Thus far, we have shown how the vast bulk (if not all) of existing automated CEM detection

doesn’t seek out or otherwise identify CEM. Technologies such as cryptographic and fuzzy

hashes merely recognise identical or similar materials, respectively. The nature of the

content is not in any way relevant to search. The closest existing technology commonly

applied to this task is skin tone detection, and this merely detects and measures the

presence of pre-defined colours within an image.

Machine Learning (ML) in its many guises has certainly increased in profile within

academia and industry over the last few years. Whilst the terms ‘artificial intelligence’

and ‘machine learning’ are popularly correlated with killer cyborgs a la James Cameron’s

1984 movie The Terminator and HAL in Stanley Kubrick’s 2001: A Space Odyssey, such

methods are comparatively mundane. ML is perhaps best summarised as an approach

whereby computers ‘learn’ their requisite tasks through the use of data, rather than their

every action being explicitly programmed by human operators. It is better to think of

ML as a means towards artificial intelligence, driving the development of improved tools,

particularly for well-defined, repetitive, and possibly mundane tasks. The sheer breadth

of tasks, approaches and even applications of ML make it something more of a class of

computing rather than a field of endeavour, though it should be noted that development

of a truly ‘artificial mind’ remains elusive within the foreseeable future.

ML algorithms fall into two broad approaches: supervised and unsupervised learning.

Supervised learning involves an algorithm being provided with labelled training data, and

therefore allows tuning (typically via the manual design, implementation and weighting

of feature extractors) towards a known desired outcome. Unsupervised learning is not
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provided such information, making it suitable for extremely large datasets and application

in knowledge discovery tasks such as document clustering (discussed in section 2.3.2).

We have already detailed the dangers of working with offensive materials such as CEM.

The manual identification and extraction of features relevant to such materials inevitably

requires trainer exposure during development and tuning, effectively protecting investi-

gators and analysts, though at the unfortunate expense of data scientists. Beyond this

serious ethical limitation, such an approach would be highly inefficient and likely doomed

to failure. Manually identifying and extracting features is cumbersome, particularly within

complex tasks such as image recognition. For example, the volume of features relevant to

pornographic imagery, either in isolation or combined, is probably impossible to quantify.

Human trainers are effectively required to wholly define pornography through examples,

a task more difficult than the already difficult challenge of defining the concept through

words alone.

Neural Networks

As the name implies, artificial neural networks (aka ‘neural networks’) are a machine

learning approach inspired by the biological networks within the brain. They consist of

nodes (emulating neurons), connected via links/edges (emulating synapses) to each node

on neighbouring layers38. The only observable elements of the network are the input

and output layers, with remaining layers’ behaviour and performance hidden from view39.

Figure 2.9 displays a simple, one layer neural network.

Nodes (‘neurons’) are responsible for processing inputs received from preceeding nodes

(or in the case of input nodes, from outside the network - e.g. pixel RGB values), per-

forming activations (in short, processing these inputs according to pre-defined functions)

and outputting results via outbound connections. Activation functions are typically hard

thresholds or logistic functions, though a more recent approach seen as providing good

performance is the Rectified Linear Unit (ReLU) (LeCun et al., 2015) - a function return-

ing 0 for any negative numbers, and the original input value for positive values. Figure

2.10 displays an example for each activation function.

Connections are responsible for transmission of activations between nodes. They are

typically weighted for tuning purposes, and can operate according to two structures: Feed-

forward, where information travels unidirectionally towards the output, with the network

forming a stateless Directed Acyclic Graph (DAG) (Russell and Norvig, 2009). Recurrent

networks can send outputs to its own inputs, giving it some degree of statefulness/‘memory’

at the cost of increased complexity. Feed-forward networks are well suited for static data

such as still images, whilst recurrent networks have gained interest in video processing, due

specifically to their ability to transfer knowledge between iterations - useful for retaining

context when examining individual frames.

38The number of layers forms a network’s ‘depth’
39Methods exist (back-propagation) for inferring layers’ performance, but these are out of scope for this

chapter
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Figure 2.9: Example neural network. Note feed forward architecture, single hidden layer.
(CBurnett, n.d.)
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Figure 2.10: Example activation functions.
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Figure 2.11: Example feature maps with sample activations (He et al., 2014). The upper
feature map appears to detect car windows, whilst the lower seems to detect round objects.

Convolutional Neural Networks

Convolutional neural networks (ConvNets) are neural networks specifically suited for data

represented by arrays, making them well suited for image recognition40. Whilst the name

seems complex, it is derived from discrete convolution, the process of combining and/or

converting discrete signals to form a separate output. This function is performed by feature

maps, an integral part of ConvNets, displayed in figure 2.11.

ConvNets became popular for image recognition after the network developed by Krizhevsky

et al. (2012) won the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in

2012 (LeCun et al., 2015) with a Top-5 error rate41 of 15.3% (second place returning

26.3%).

Advantages over Existing Methods

The Support Vector Machine (SVM) (Boser et al., 1992), a widely used ML classifica-

tion methodology, works on the understanding that data assumed to fall into one of two

classes can be mapped to a high-dimensional space in such a way that these classes can

be linearly separated. In simpler terms, if the features of each exemplar are plotted, a

straight line/hyperplane can be drawn between the classes. This assumes similarity be-

tween neighbouring examples, a perfectly feasible proposition in simple tasks (particularly

those plottable on a two dimensional diagram), but exceedingly complex and restrictive

when faced with the very high dimensionality and myriad variations possible between

ostensibly similar images from the same class. This similarity results in an inability to

disambiguate irrelevant features, restricting classifier efficacy to materials highly similar to

40Still images being easily reducible to Red Green Blue (RGB) vectors of pixel values
41The rate of the correct category being in the top 5 results returned by the classifier. In this case, from

1000 possible categories.
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training exemplars (Bengio et al., 2006). One needs only to consider the variety of back-

grounds and lighting levels available within posed portraits (i.e. ‘passport photo’ style

pictures of an individual’s face) to see the incredibly large variety inherent within even a

constrained image type. LeCun et al. (2015) point out that image recognition classifiers

need to be able to ignore irrelevant features such as lighting, position and orientation,

giving the example of identifying the difference between a wolf and Samoyed dog. At

the pixel level, two pictures of the latter could vary considerably in pose, lighting and

background, whilst pictures of either breed in similar poses and conditions could appear

quite similar.

Unlike the aforementioned disambiguation limitations, neural networks are not con-

strained to linear separators when mapping classes, giving far greater flexibility when

dealing with features. With sufficient depth and nodes, neural networks are capable of

learning intricate feature combinations, making them both less sensitive to irrelevant fea-

tures seen across images and also more sensitive to small (but relevant) class-specific

features (LeCun et al., 2015).

Multi-layer, non-linear machine learning architectures (commonly referred to as ‘Deep

Learning’), occupy a suitable middle ground for automated image recognition. Reliance

upon annotated training datasets determines that it is a supervised learning methodology.

Indeed, humans are required to design networks, observe outputs and extensively tune

variables. However, unlike the supervised methods previously described, deep learning

methods effectively generate their own feature extractors, meaning less specific annotations

(such as those already created by investigators) suffice. No exposure to materials during

training is required. In effect, deep learning in our context is lightly supervised, and doesn’t

require prior domain knowledge from its trainers. The practicality of this approach is

further improved by the free availability of tools for building networks, such as TensorFlow

(Abadi et al., 2015) and Caffe (Jia et al., 2014).

Rather than having trainers flag or highlight specific features within images or crafting

highly feature-specific datasets, networks are provided with large quantities of labelled

data (i.e. n labels per image rather than specific coordinates of features), with networks

designed, tested and tuned around what might work in a process of trial and error. Training

is often an exercise in quantity, with large volumes of data used to overcome a lack of

specifically labelled features. The model learns common elements between samples of

like classes, and vice-versa. Methods for augmenting small or otherwise limited datasets

exist. For example, Krizhevsky et al. (2012) utilised random sampling of image regions

(“patches”), horizontal reflections and RGB intensity shifts as a means to reduce overfitting

in their ConvNet. The scale of data being utilised becomes clear when one considers the

ILSVRC dataset consisted of 1.2 million images, with augmentation increasing this count

to around 2.5 billion.

Limitations

Such an approach is obviously limited by processing capacity (the aforementioned ConvNet

utilised 650,000 nodes and 60 million parameters), but the architecture itself is extremely
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suited to parallel processing - hence the sudden rush to massively parallel Graphics Pro-

cessing Unit (GPU)42 infrastructure once costs became more reasonable. Another danger,

however, comes directly from the opaque nature of the models’ inherent networks. Being

‘deep’, it is impossible for trainers to fully understand exactly what the networks are ob-

serving and learning. Commercial facial analysis products based upon neural networks

have been shown to underperform on non-white (and particularly non-male) subjects

(Buolamwini and Gebru, 2018), indicating a likely unconscious bias by developers and

dataset designers during development - effectively reproducing the previously mentioned

limitations of supervised learning.

Another, more technical issue is efficiency - an obvious temptation during development

and testing is to simply add layers and nodes to a network as a means of improving

precision and/or recall. Whilst improving accuracy is important, increased complexity

will increase computational and memory costs. Developers need to be mindful of their

networks’ deployability, particularly in the triage scenarios described in section 2.2.2. In

this chapter we detail a classifier workflow designed around existing practices, but an

obvious first step in improving performance would be to merge all modules into what

hopefully constitutes a more efficient, single network. This option was not available at

time of development due to dataset and processing limitations - primarily due to an ironic

lack of innocent child imagery and lawful pornography, but also due to a more traditional

lack of computing infrastructure.

2.6.7 Defining NSFW, Pornography, and CEM

Effective training of classifiers requires clear and objective labelling schemas with agreed

terminology. An issue we have thus far avoided is the definition of CEM - as mentioned

previously, no existing automated CEM detection methods actually seek the concept, in-

stead merely measuring similarity to pre-existing, known data.

The definition of pornography, meanwhile, remains debatable in myriad contexts, often

reduced to variations detailing materials produced and/or collected for sexual gratifica-

tion. The broad range of human desires, kinks and peccadilloes means it is impossible to

definitively predict what may or may not meet such a benchmark, with the oft quoted “I

know it when I see it”, made in reference to hard core pornography, perhaps best sum-

marising the level of confusion regarding an all-encompassing definition of pornography

itself.

Hard core pornography

“I shall not today attempt further to define the kinds of material I un-

derstand to be embraced within that shorthand description (hard core

pornography); and perhaps I could never succeed in intelligibly doing so.

But I know it when I see it...” Justice Stewart (Jacobellis v. Ohio, 1964)

42Whilst not necessarily as fast as traditional CPUs, GPUs (aka ‘video cards’) are designed to work with
parallel workloads, a common feature in tasks such as texture mapping.
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Such ambiguity appears to have been accepted commercially. Figure 2.12 displays

Microsoft Azure’s Computer Vision API providing confidence scores for “adult content”,

but also for “racy” (seemingly an alternate term for Not Safe For Work (NSFW)). Such

an approach appears particularly relevant for dealing with sensitivities regarding CEM

- the sample image shown can be reasonably viewed as mildly ‘racy’, but beyond the

relative absence of clothing, it is difficult to disambiguate this image from an innocent

holiday picture. Any datasets for use in this context would benefit from a stronger focus

on tangible aspects and classes (e.g. ‘swimsuit’) rather than ambiguous concepts such as

NSFW.

Figure 2.12: Microsoft Azure Computer Vision API demo (Microsoft, 2017) - note inclusion
of ‘Adult Content’ and ‘Racy’

Perhaps surprisingly (given the common view of legislation being overlong, ambiguous

and difficult to understand), the Australian legal definition of CEM, whilst wordy, is

relatively clear, as detailed within Defining CEM (page 61).

Legislative definitions are adequate for establishing evidentiary proofs and informing

any subsequent criminal charges, but the simplistic nature has effectively been deemed

inadequate for the purposes of informing sentencing in many jurisdictions, where judicial

officers request itemised counts of all CEM against taxonomies such as Child Exploitation

Tracking System (CETS) and COPINE, summarised in tables 2.7 and 2.8. CETS is the

current de facto standard across Australia. Both primarily serve as means for measuring

offence severity, a useful metric in sentencing and investigation prioritisation.
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Defining CEM

Child Exploitation Material (CEM) is the preferred term of law enforcement and
partner agencies for the more colloquial ‘child pornography’. This is due to a
perception that the term ‘pornography’ legitimises sexual exploitation of children
by using a phrase common with lawful sexual content.
CEM and ‘child pornography’ are legislatively defined and can therefore differ be-
tween jurisdictions. Australian State and Territory legislation has gradually aligned
over the last decade, with Commonwealth legislation serving as a ‘standard’ defini-
tion and law if and when required.

Commonwealth (Australia) legislationa defines “child pornography material” as
meaning:

(a) material that depicts a person, or a representation of a person, who is, or
appears to be, under 18 years of age and who:

(i) is engaged in, or appears to be engaged in, a sexual pose or sexual activity
(whether or not in the presence of other persons); or

(ii) is in the presence of a person who is engaged in, or appears to be engaged
in, a sexual pose or sexual activity;

and does this in a way that reasonable persons would regard as being, in all
the circumstances, offensive; or

(b) material the dominant characteristic of which is the depiction, for a sexual
purpose, of:

(i) a sexual organ or the anal region of a person who is, or appears to be,
under 18 years of age; or

(ii) a representation of such a sexual organ or anal region; or
(iii) the breasts, or a representation of the breasts, of a female person who is,

or appears to be, under 18 years of age;

in a way that reasonable persons would regard as being, in all the circum-
stances, offensive; or

(c) material that describes a person who is, or is implied to be, under 18 years of
age and who:

(i) is engaged in, or is implied to be engaged in, a sexual pose or sexual
activity (whether or not in the presence of other persons); or

(ii) is in the presence of a person who is engaged in, or is implied to be
engaged in, a sexual pose or sexual activity;

and does this in a way that reasonable persons would regard as being, in all
the circumstances, offensive; or

(d) material that describes:

(i) a sexual organ or the anal region of a person who is, or is implied to be,
under 18 years of age; or

(ii) the breasts of a female person who is, or is implied to be, under 18 years
of age;

and does this in a way that reasonable persons would regard as being, in all
the circumstances, offensive.

aCriminal Code Act (Cth) 1995, 473.1 - Definitions
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Category Summary (abbreviated)

1 No Sexual Activity (restricted to nudity/suggestiveness)

2 Sex acts, either solo or between children

3 Non-penetrative sex acts between child(ren) and adult(s)

4 Penetrative sex acts between child(ren) and adult(s)

5 Sadism/Bestiality/Child Abuse

6 Animated/Virtual/Anime

7 Non-Illegal (typically part of series including CEM)

8 Adult pornography

9 Ignorable

Table 2.7: Child Exploitation Tracking System (CETS), abbreviated. Refer Appendix B.1
for complete version

Level Name

1 Indicative

2 Nudist

3 Erotica

4 Posing

5 Erotic Posing

6 Explicit Erotic Posing

7 Explicit Sexual Activity

8 Assault

9 Gross Assault

10 Sadistic/bestiality

Table 2.8: Combating Paedophile Information Networks in Europe (COPINE), abbrevi-
ated. Refer Appendix B.1 for complete version
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2.6.8 Applying Machine Learning to CEM Detection

By drawing their ‘learning’ from data rather than pre-defined features, ML methodologies

are actually well suited for tasks with complicated or otherwise difficult to define con-

cepts. Pornography/Not Safe For Work (NSFW) detectors are commonly implemented

in corporate environments within e-mail scanners and internet proxy monitors, frequently

operating in conjunction with supplementary materials such as black and white lists of

known bad/innocuous sites. Typically such products focus upon adult materials ranging

from swimsuit modelling to hard core pornography, due largely to (a) demand for such

products in light of workplace harassment laws, and (b) the readily accessible and largely

lawful nature of such materials for classifier training and development.

Moustafa (2015) slightly modified and combined the AlexNet and GoogLeNet networks

to create a pornographic image classifier, achieving around 94% accuracy.

Of most relevance to our work is the approach taken by Vitorino et al. (2018), who

created a two tiered CNN for CEM detection - the first step being the less sensitive task

of general pornography detection, followed by a second, more sensitive (from the ethical

and legal perspectives) step in child detection - limited by access to data.

This rather short list of published work represents an exhaustive survey of publicly

accessible research into deep learning based CEM detection. Deep learning is a data

‘hungry’ methodology, relying upon sufficient quantities of individual examples to detect

features and relationships unique to the provided classes/categories.

2.6.9 An Unfortunate Dearth of Data

As mentioned previously, research in the field of online child exploitation is largely unwork-

able within academia and vast swathes of industry due to the ethical, legal and welfare

implications of accessing, possessing and/or viewing such materials.

Realistically, the only organisations intentionally gathering, labelling and sharing (to

whichever extent) CEM as part of their core ‘business’ are law enforcement agencies,

making them an obvious point of contact and collaboration. Caetano et al. (2016) used

the Pornography-2K dataset (Moreira et al., 2016) (itself an extension of the dataset

produced by Avila et al. (2013)) for training an adult porn classifier, but were reduced

to indirect access to data from one hard drive from one case being conducted by the

Brazilian Federal Police for training, testing and validating their CEM classifier. This

limitation is entirely understandable and beyond the control of the authors, but we assert

that such a tight focus runs the risk (if not guarantee) of overfitting43, due largely to (a)

suspect/offender tastes, predilections and methodologies, and (b) temporal ‘staleness’ due

to trends and fashions - not only in terms of offending, but fashions and appearances of

persons and objects viewed within imagery and multimedia.

43The inadvertent design or tuning of a classifier to perform best on the sample dataset rather than the
actual population
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Grajeda et al. (2017) don’t report any pornographic (lawful or otherwise) datasets

within their survey of digital forensic datasets, with most image/multimedia sets gravitat-

ing towards more ‘traditional’ DF topics such as steganography and device (e.g. camera)

forensics.

Suprisingly, this dearth of CEM also extends to lawful materials. In their survey of

adult pornography detection methodologies, Ries and Lienhart (2014) mention the absence

of shared, publicly available databases of adult pornography, leading to the conclusion that

individual research in most cases “can’t be quantitatively compared”.

Researchers therefore are forced to create their own corpora, even for lawful mate-

rials. Avila et al. (2013) create and use a pornography image dataset in order to test

the application of their concept detection system (‘BossaNova’) in pornography detec-

tion. Generated by extracting frames from pornographic and non-pornographic movies,

the authors extended the corpus’ research value by intentionally classifying innocuous

content according to the difficulty of disambiguation with porn. They also focus upon

multi-ethnic content across genres. The authors have made this corpus freely available

for research purposes (subject to a licensing agreement), and the corpus has since been

used in further research by Caetano et al. (2016); Moustafa (2015). The dataset itself

was extended (Moreira et al., 2016), adding further content and overcoming a possible

limitation caused by the original version’s reliance upon specialised pornography websites

for the ‘pornographic’ content.

Simulating CEM is a possible approach. Sae-Bae et al. (2014) were forced to use explicit

adult images for training and validating elements of their automated child pornography

detection system, with a limited (105 image) corpus of ‘explicit-like’ images of children

for validating their overall performance. We are uncertain how the authors were able to

objectively measure the ‘likeness’ of their images to CEM, beyond an obvious focus on

materials depicting persons with youthful appearances or made to look like minors. In

either case, this may be adequate for more mature minors, but of limited value for younger

persons - almost guaranteeing a corresponding bias in any resulting tools.

An approach we considered as part of our research is the combination of an off the

shelf pornography detector with a custom age-detection tool. However, this also presented

issues with data. Chatzis et al. (2016) identified the absence of a standard test database

when researching facial features (in particular, face to iris ratio) as a means for identifying

children within images. In particular, no ‘ground truth’ system with confirmed ages was

found to be available. Instead, a collection of 75 publicly available images of persons with

known ages was used - a sample of which indicated a strong bias towards images at least

capable of portrait-style cropping (i.e. reduction to a passport-style image restricted to

the subject’s face from approximately directly ahead). Sensing a lack of suitable datasets

whilst researching automated face-based age and gender estimation, Eidinger et al. (2014)

assembled a corpus of approx. 26,580 age and gender labelled images of 2,284 subjects.

Critically, the images are “in the wild” - i.e. with unpredictable variations in conditions

such as lighting, poses, and background (Wang et al., 2013). Eight age groups are provided,
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but unfortunately for CEM identification purposes in the Australian context44, one of the

labelled age groups is ‘15-20’, making it of limited use in disambiguating near-legal and

legal ages.

In their further work on the topic of age and gender classification, Levi and Hassncer

(2015) summarise the challenges of data corpora succinctly - gathering a labelled image

set of ages and genders either requires access to private information, or sufficient resources

to undertake a tedious, time consuming labelling exercise. Assembling a CEM corpus

represents a tedious, time consuming and also psychologically harmful extension to this

challenge.

To date, we have been unable to identify any record of a documented CEM dataset

being made available for research, beyond the ad-hoc, ‘per case’ arrangement directly made

between researchers and law enforcement. This data ‘drought’, whilst understandable, is

nonetheless ironic given that many law enforcement organisations are flooded, unable to

keep up with the volumes of such materials being seized.

2.7 Conclusions

Existing DF research is heavily focused upon efficiency gains through either reducing the

amount of data analysed or improving the presentation of data to analysts - for example,

through the clustering of like content.

Such approaches are of obvious and proven value, though with differing impacts de-

pending upon the nature of data being sought and the software tools available to analysts.

We respectfully posit that automated identification of materials of interest is a critical,

complementary means for not only dealing with workloads but also ensuring analyst wel-

fare. Unfortunately, such automation is currently limited to the sharing of hashsets, an

inflexible and dated approach limited to identification of previously viewed materials.

A common element of the methodologies within Section 2.3 is that whilst useful in

assisting reviewers in sorting, visualising and arranging data, they ultimately rely upon

manual review. This reduces workloads and accelerates review up to (but not including)

the point of actually examining files - a major shortcoming when considering the stressors

and dangers listed within Section 2.5. The only way to automate this step of the analysis

process is to effectively teach an algorithm to recognise content, in a robust and sustainable

manner. Simple examples and proofs of concept are helpful as one-off tools, but fail to

enable standardisation and discourage development of integrated tools (the absence of

both being identified challenges in DF).

In order to achieve standardisation within DF, one needs to construct an ontology,

codifying what is sought.

This can arguably done at two levels:

1. Macro: What activities and entities exist in our environment? What is the land-

scape?

2. Micro: What are the characteristics of those individual items/activities?

44the age of ‘adulthood’ in terms of CEM within Australia being 18 years
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In Chapter 3 we address the macro by introducing the Tor-use Motivation Model

(TMM), a two dimensional schema capable of recording the activity (‘what’) and moti-

vation (‘why’) of criminal behaviour online. In Chapter 4 we provide an exemplar of the

micro through the Majura Schema, a CEM ontology capable of supporting not only ma-

chine learning, but also cross-jurisdictional knowledge sharing through a focus on tangible

features rather than abstract concepts.

In Chapter 5 we apply our research through the introduction of Monte Carlo Filesystem

Search (MCFS), an automated crawl strategy specifically designed to meet the challenges

of on-site triage - the algorithm is unsupervised and ‘learns’ from the encountered land-

scape, reducing analyst workload and time spent on premises.



Chapter 3

Understanding and Categorising

Online Criminal Activity

Introducing the Tor Motivation Model

This chapter investigates the structure and content of a popular dark web as a case

study to aid the efficient, automated identification of materials of interest to law enforce-

ment. Exhaustive examinations of networks such as the World-Wide Web (WWW) have

been shown to be expensive, inefficient and ultimately fruitless, particularly when dealing

with dynamic content (Chakrabarti et al., 1999). Focused crawls are far more efficient,

and have the added bonus of avoiding blanket crawls and their perceived association with

mass surveillance. They do, however, require an underlying understanding of topics, both

of interest and ignorable, in order to make informed decisions about likely locations of

value. An ontology capable of representing and recording all online criminal activity is

therefore warranted.

The ‘ontologisation’ of criminal activity, with a particular focus on electronic/online

actions, is perhaps not as simple as it sounds. One could read through all relevant legisla-

tion, itemising each offence and applicable proofs, but such an approach would result in an

overly prescriptive and restrictive ‘map’. Firstly, the detection and interdiction of crime

does not require the establishing of all relevant proofs against a specific offence - this is

the purpose of an investigation. Secondly, legislation isn’t static, with offences introduced,

amended and withdrawn on a near-constant basis. Thirdly, legislation is jurisdictionally

specific, reducing (if not eliminating) the value of sharing any resulting schemas. Australia

alone could possibly produce nine ‘correct’ schemas - one for each State and Territory, plus

the Commonwealth.

We have already discussed the varying definitions of “dark”,“deep”,“invisible” and

“hidden” webs in popular culture, industry and academia in Section 2.3.4. In the interests

of brevity and clarity, for the purposes of this Chapter, we regard “dark webs” as networks

supporting the non-coordinatability of traits (Wallace, 1999) - in other words, systems

enabling remote communications without requiring the provision of features capable of

being used to de-anonymise users.

67
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3.1 Methodology & Scope

We selected The Onion Router (Tor) as our “dark web” exemplar because of its popular

association with illegal activities such as narcotics trafficking, a perception due largely to

the rise (and fall) of the “Silk Road” - an infamous online marketplace already detailed

within chapter 2.

In order to construct our motivation model we initially undertook a limited crawl of

Tor, manually labelling 500 randomly selected pages using an author defined controlled

vocabulary (refer Appendix A.1 for labels). Richly descriptive, the results proved of limited

value, with a lack of specificity leading to inconsistent results across otherwise highly

similar materials. During the labelling process, we observed that whilst many of the

sites’ topics appeared dissimilar, their motivations for existence were tightly aligned. For

example, many sites were specifically aiming for financial profit via online marketplaces of

otherwise dissimilar products or services. We therefore introduced the idea of a structured

model, separating the topic(s) discussed from the motivation for discussion.

This chapter is focused upon improving techniques available to law enforcement ap-

proaches for monitoring and investigating illicit behaviour on Tor. We regard technical

exploits and general methods for undermining or circumventing the security of Tor as

outside of scope for this research, for reasons including:

• Ethical: Undermining a protocol used for lawful (and ethical) purposes will neg-

atively impact users’ use of the network, particularly in cases where such users’

personal safety and liberty is placed at risk.

• Legal: Law enforcement’s use of technical attacks (and surveillance in general)

is regulated by the laws of their relevant jurisdiction. Such legislation generally

requires a level of suspicion/belief of specific illegal behaviour, and limits surveillance

to specific and associated entities. It is unlikely that widespread, ‘blanket’ police

surveillance of a service such as Tor would be allowed within a jurisdiction such as

Australia.

• Practical: The open-source nature of the Tor Project’s software allows for the free

publication, critical appraisal and distribution of software hacks and patches. Wang

et al. (2011) and also Ling et al. (2013) freely detail such vulnerabilities, with sub-

sequent fixes (where required) readily distributed. Such an unstructured and open

process makes exploits’ lifecycles difficult to anticipate, further compounding the

‘arms race’ of patching and cracking.

Our interest in anonymous networks is limited to the efficient identification of illegal

behaviour - a focused crawler for law enforcement, capable of limiting the impact of ad-

ditional latencies associated with Tor. Where possible, ‘value adding’ features such as

attempts at identifying the geographical location of illegal behaviour will be examined.

The absence of ‘value added’ information limits the use of previously proposed tax-

onomies / topic groupings (refer to Table 2.4) for obtaining an in-depth understanding of

sites and their associated purposes. The use of ethics as a differentiator (Guitton, 2013)
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Topic Motivation/Purpose
Drugs/Narcotics Education & Training
Extremism File Sharing
Finance Forum
Hacking General
Identification/Credentials Information Sharing/Reportage
Intellectual Property/Copyright Materials Marketplace/For Sale
Other - Not of interest Recruitment/Advocacy
Pornography - Adult System/Placeholder
Pornography - Child
Pornography - Illicit or Illegal
Search Engine/Index
Unclear
Violence
Weapons

Figure 3.1: Tor-use Motivation Model

moves toward a model more suitable for law enforcement use, but the inclusion of distaste-

ful yet legal1 content adds potential complexity without corresponding improvements in

application. Furthermore, the prioritisation of scarce investigative and technical resources

requires a deeper understanding of a site’s underlying motivations, beyond the topic itself.

The immediate threat of offending should make a website hosting, sharing and inciting

the production of ‘real world’ Child Exploitation Material (CEM) of greater concern to

law enforcement than a site hosting ‘fantasy’ texts.

We took elements of the taxonomies and topic groupings listed in Section 2.3.4, drop-

ping or enhancing topics according to their relative interest to law enforcement. We then

combined these topics with motivations, in order to provide relevant information to classi-

fiers with minimal additional complexity. Figure 3.1 summarises the proposed topics and

motivations, with detailed explanations provided in Tables 3.1 and 3.2, respectively.

The presence of ‘Adult Pornography’ as a distinct category does contradict our focus

on illegal materials. The inclusion was debated, and was ultimately retained in order

to remain consistent with the Child Exploitation Tracking System (CETS), a grading

scale currently in use by Joint Anti Child Exploitation Team (JACET)s across multiple

Australian jurisdictions.

3.2 Conducting the Crawl

Our research on focused crawl strategies (refer Chapter 2) influenced the logical represen-

tation of our crawl as a tree, with seed sites forming a first branch from a virtual root. All

subsequent outgoing links were added to the tree as children of the referring nodes, with

the following rules applied for security and performance reasons:

• All files required to successfully render content (e.g. images within HTML pages)

were immediately downloaded at time of accessing the initial document; and

1for example, non-violent racial discrimination
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Topic Explanation
Drugs/Narcotics Illegal drugs/chemical compounds for consumption/ingestion - either

via blanket unlawfulness (e.g. proscribed drugs) or via unlawful ac-
cess (e.g. prescription-only/restricted medications sold without law-
ful accessibility).

Extremism Illegal or ‘of concern’ levels of extremist ideology. Note this does
not provide blanket coverage of fundamentalist ideologies and dogma
- only those associated with illegal acts. Socialist/anarchist/religious
materials (for example) will not be included unless inclusive or in-
dicative of associated illegal conduct, such as hate crimes.

Finance Any monetary/currency/exchangeable materials. Includes carding
(sale of stolen credit card details), Bitcoin, Litecoin etc.

Hacking Materials relating to the illegal access to or alteration of data and/or
electronic services.

Identification / Credentials Materials used for providing/establishing identification with third
parties. Examples include passports, driver licenses and login cre-
dentials.

Intellectual Property / Copy-
right Materials

Otherwise lawful materials stored, transferred or made available with-
out consent of their legal rights holders.

Other - Not of interest Material not of interest to law enforcement - e.g. personal sites,
Facebook mirrors.

Pornography - Adult Lawful, ethical pornography (i.e. involving only consenting adults).
Child Exploitation Child abuse materials (aka child pornography), including ‘fantasy’

fiction materials, CGI. Also includes the provision/offering of child
abuse materials and/or activities.

Pornography - Illicit or Illegal Illegal pornography NOT including children/child abuse. Includes
bestiality, stolen/revenge porn, hidden cameras etc.

Search Engine / Index Site providing links/references to other sites/services. Referred to as
a ‘nexus’ by Moore and Rid (2016)

Unclear Unable to completely establish topic of material.
Violence Materials relating to violence against persons or property.
Weapons Materials specifically associated with materials and/or items for use

in violent acts against persons or property. Examples include firearms
and bomb-making ingredients.

Table 3.1: TMM Topics

Motivation Explanation
Education & Training Materials providing instruction - e.g. ‘how to’ guides
File Sharing General file sharing, typically (but not limited to) movie/image shar-

ing
Forum Sites specifically designed for multiple users to communicate as peers
General Materials not covered by the other motivations. Typically, materials

of a nature not of interest to law enforcement. For example, personal
biography sites.

Information Sharing / Re-
portage

Journalism/reporting on topics. Can include biased coverage, but
obvious propaganda materials are covered by Recruitment/Advocacy.

Marketplace / For Sale Services/goods for sale, regardless of means of payment.
Recruitment / Advocacy Propaganda
System/Placeholder Automatically generated content, not designed for any identifiable

purpose other than diagnostics - e.g. “It Works” message provided
by default by Apache2

Table 3.2: TMM Motivations
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• Any outbound links previously observed as children of other documents were ignored.

A move to a Directed Acyclic Graph (DAG) based data structure for keeping track

of such links is proposed for future research.

3.2.1 Legal and Ethical Considerations

Possessing, accessing and causing the transmission of child pornography are criminal of-

fences within the Commonwealth of Australia and the State of Victoria, where this research

was undertaken. In addition to ethical clearance, permission for conducting this crawl was

obtained from The (Commonwealth) Minister for Justice, Attorney General’s Department,

and the Australian Federal Police (AFP). Relevant state authorities were notified through

existing joint agency agreements.

We followed established conventions for ethically conducting the crawl. For example:

• Robots: Our crawler respected robots.txt files, including rate limits.

• Rate Limits: In addition to rate limits specified within the robots file, the crawler

itself was set to not revisit a domain within two minutes. Additionally, three con-

secutive get rejections/failures from a domain were treated as an indication of a rate

limitation, with the domain subsequently blocked internally for at least 24 hours.

Subsequent rejection was then treated as a dead link, with the domain dropped from

consideration.

• Populating Forms: The crawler makes no attempt to generate user credentials,

complete captchas or otherwise obtain access to restricted sites.

We acknowledge these self-imposed limitations possibly led to under-reporting of the

relative quantity of illicit content. However, in the case of populating forms, a material

proportion of sites’ content and nature were ascertainable from the login screen.

3.2.2 Implementation and Security

The previously detailed limiting of the crawl to readily available materials made the data

stored within the system of relatively low value to external parties. Nevertheless, we re-

garded the possibility of inadvertent or involuntary sharing of CEM to be an unacceptable

risk, particularly if our crawler’s identity and location were identified via a malicious site

or exploit. Security was therefore regarded as the principal design consideration.

The datastore was hosted in a MongoDB(MongoDB inc, n.d.) database, secured with

SSL/TLS using random passwords, upon a RAID-10 array encrypted using LUKS. Remote

access was limited (via an iptables firewall) to ssh and MongoDB, with all passwords based

on SHA-512 hashes of 100,000+ character random streams. Database access required

validated X.509 certificates. IP based restrictions were also implemented using tools such

as fail2ban(Fail2Ban.org, 2016) and blacklists of known bad IPs. Any unsuccessful login

attempts resulted in the remote address being immediately banned for several hours. The

server’s swap partition was encrypted with a random key assigned upon boot, reducing the
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likelihood of passwords being recoverable in the event of the physical server being stolen

or misplaced.

The crawler agent operated from a separate host, with access to the Tor network via

a locally hosted squid(Squid Project, 2015) proxy. Remote access was limited to SSH

(authenticated via public/private key), with an iptables firewall closing all other inbound

ports.

In summary, the content of the crawl (including cached data) was never co-hosted

with the crawler, increasing protection from external parties even beyond the anonymity

provided by Tor.

3.2.3 Seeding and Steering the Crawl

We bootstrapped the crawler with several readily available lists of known hidden services,

sourced from advertised Tor indexing services and lists, as listed within Table 3.3. No

filtering of sites was made, beyond removal of duplicate entries. We emphasise that whilst

sites hosting CEM or other illicit activities were identified within the seed corpus, we

do not allege or infer that any of the aforementioned services knowingly included sites

hosting such materials within their indices, nor that the listed sites hosted such materials

at the time of their inclusion. For ethical reasons, we have chosen not to detail which

source(s) contained links to such sites.

Source Sites
https://ahmia.fl 4,989
http://darkspider.info/onionlist.txt

http://darkspider.info/uponionlist.txt

12,760

https://github.com/kenorb/cicada-2014/blob/master/

stage11/scripts/onions-list.txt

3,205

Total Unique: 15,503

Table 3.3: Tor Bootstrap sources.

Unlike the prior work mentioned in Section 2.3.3, no attempt was made to steer the

crawler towards any particular genre or topic. The crawler was not discouraged from

leaving Tor. In fact, no ‘safe’ domains were defined, with the crawler encouraged to

examine all links and domains encountered during the crawl, subject to the previously

detailed self-imposed limitations.

3.2.4 Labelling

We developed a review application in Java for labelling content acquired during the crawl.

Files were rendered within an integrated browser, with executable content and out-links

disabled, and rendering content (e.g. img src tags in HTML) redirected to local copies.

The user was presented with the content, plus categories, motivations and languages for

ease of labelling. Figure 3.2 displays the application user interface displaying a not of

interest document - in this instance, a system/placeholder.

https://ahmia.fl
http://darkspider.info/onionlist.txt
http://darkspider.info/uponionlist.txt
https://github.com/kenorb/cicada-2014/blob/master/stage11/scripts/onions-list.txt
https://github.com/kenorb/cicada-2014/blob/master/stage11/scripts/onions-list.txt
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Figure 3.2: TMM Labelling App

3.3 Results - Applying the TMM

Of the original 15,503 unique .onion URLs used to bootstrap the crawl, 4,089 were found

to be up and responding at the time of the crawler’s request. The crawler was allowed to

run on a randomised selection basis from 12 April 2016 to 01 July 2016, making 1,210,089

successful (HTTP code 200) GET requests from 1,313,714 attempts. 1,155,549 unique

URLs were accessed from 42,013 unique domains. 408,216 of these were Tor URLs, from

7,954 Tor virtual domains (i.e. .onion).

HTTP Content-Type headers were found to be unreliable, with incorrect values often

recorded by the servers. Hence, all content returned by successful HTTP GET requests

were automatically tested for content type using the Apache TIKA project(The Apache

Software Foundation, n.d.). Figure 3.3 displays to top 10 media types for WWW sites,

along with their relative popularity within Tor sites crawled.

The high frequency of plain text files within the Tor network appears to largely consist

of ‘keep out’ messages. Akin to a robots.txt file, these appear to be used to inform the

reader that their presence is not welcome on the site. Interestingly, a second use appears

to be server diagnostics and monitoring, with files consisting of JSON formatted strings

listing usage statistics and uptime appearing regularly throughout the labelling process.

Unique Content

We observed a relatively higher incidence of repeated content within Tor sites, as com-

pared with WWW domains encountered during the crawl. Figure 3.4 shows that whilst

individual WWW domains typically contain more pages than those on Tor, the ratio of

non-unique pages is lower than on Tor based sites.
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Figure 3.3: Top 10 media/content types - Tor vs WWW
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Figure 3.4: Site sizes and actual unique content - Tor vs WWW

3.3.1 Seed Sites

Figure 3.5 (table 3.4 refers) shows categories for sites detected as English language from

the seed websites. Some key points:
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1. Almost a third of unique sites are not of particular interest from a legal/ethical

perspective;

2. Finance focused websites (typically Bitcoin tumblers and escrow services) outnumber

drug/narcotics oriented sites;

3. Sites hosting blatantly illegal materials such as CEM sites appear within directories

and indices readily available on the WWW; and

4. Only one extremist site was observed, possibly indicating:

(a) a move away from ‘broadcast’ style radicalisation and communication by such

organisations; or

(b) a lack of preparedness to ‘advertise’ such sites on such services.

Other	- Not	of	interest

Finance

Drugs/Narcotics

Unclear
Search	Engine/Index

Identification/Credentials

Hacking Child	Exploitation

Pornography	 - Adult

Weapons
Pornography	 - Illicit	or	Illegal

Violence Intellectual	
Property/Copyright	

Materials
Extremism

Unique	Seed	Sites	- English

Figure 3.5: Labelled Categories - Unique English language sites

The absence of robots.txt files or logins/captchas on sites hosting CEM leads to

several possible conclusions:

1. technical naiveté regarding the avoidance of accidental or incidental detection;

2. indifference at such detection, possibly due to complete faith in the anonymisation

offered by Tor; and/or

3. a concious decision to permit scraping/crawling, allowing for possible inclusion in

search engines and other such directories.

3.3.2 All Sites

We labelled 2,419 unique documents (by SHA-1 value) from the crawl, using the TMM.

Due to the presence of excessively large (in terms of page count - refer Figure 3.4) domains
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Category Unique Sites Observed Percentage

Other - Not of interest 479 33.08%

Finance 210 14.50%

Drugs/Narcotics 192 13.26%

Unclear 188 12.98%

Search Engine/Index 177 12.22%

Identification/Credentials 76 5.25%

Hacking 29 2.00%

Pornography - Child 27 1.86%

Pornography - Adult 21 1.45%

Weapons 15 1.04%

Pornography - Illicit or Illegal 14 0.97%

Violence 10 0.69%

Intellectual Property/Copyright Materials 9 0.62%

Extremism 1 0.07%

Table 3.4: Unique English language seed sites - by category

within Tor, we chose to report and measure the occurrences of categories on a per domain

basis. Figure 3.6 (Table 3.5 refers) shows the relative occurrence of categories within

Tor. Note that whilst a number of sites were observed to contain multiple categories

(for example, a series of sites offering search/indexing services exclusively focused upon

narcotics vendors), the relative complexity of these combinations was excessive to report,

with most combinations being infrequent (and therefore statistically insignificant given

our sample size). For this reason, we chose to report on a per-category basis.

Of note:

• Approximately 40% of domains within Tor are prima facie not of interest to law

enforcement. When including unclear content, over half is not of interest;

• Amongst the “of interest” categories, finance is the most prevalent, appearing on

16% of domains;

• In terms of sexually focused materials, CEM and illicit/illegal pornography occur on

roughly similar terms of 1.75%, occurring almost 25% more frequently than lawful

adult pornography.

Figure 3.7 (Table 3.6 refers) displays the ratio of domains displaying particular mo-

tivations, reflecting the dominance of products and services for sale within the network.

Interestingly, the number of placeholder and system generated messages appears high,

though one suspects that many of these may be diagnostic messages for hosts serving

other applications and protocols through different, non-advertised ports.

The value of the Tor-use Motivation Model (TMM) becomes more apparent when cat-

egories and motivations are combined. Figures 3.8 and 3.9 show the motivations observed

around domains categorised as serving drug/narcotics, child pornography, and finance

related content.
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Category Domains

Other - Not of interest 1281

Finance 476

Search Engine/Index 396

Unclear 255

Drugs/Narcotics 213

Identification/Credentials 96

Hacking 54

Child Exploitation 53

Pornography - Illicit or Illegal 52

Pornography - Adult 42

Intellectual Property/Copyright Materials 25

Weapons 20

Violence 10

Extremism 2

Table 3.5: (Virtual) domains by category

Motivation Domains

Marketplace/For Sale 1058

System/Placeholder 645

General 599

File Sharing 207

Forum 163

Education & Training 111

Information Sharing/Reportage 89

Recruitment/Advocacy 59

Table 3.6: (Virtual) domains by motivation
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Figure 3.6: (Virtual) domains by category

Unsurprisingly given popular reportage of sites such as the aforementioned Silk Road,

drug/narcotics related content (Figure 3.8) strongly trends towards commerce, with ap-

proximately 82% of drug/narcotic related domains purely designed to sell. Including the

relatively small percentage of domains offering other facilities such as fora and informa-

tion sharing, the total proportion exceeds 90%. Some fora were also observed, usually

discussing locations and/or vendors selling, but also as places for discussion of specific

drugs as alternative medications for mental illness.

Finance related domains were observed to be extremely heavily skewed towards com-

merce, with over 95% of sites offering products/services for sale. These largely consisted of

Bitcoin ‘tumbling’ (aka laundering) sites, exchanges, and also services appearing to offer

a ‘get rich quick’ scheme based upon a claimed flaw within the Bitcoin protocol. Stolen

credit cards, bank/PayPal accounts and store gift cards dominated other services.

Domains relating to child exploitation (Figure 3.9) proved surprising. Whereas we

anticipated a large proportion of file sharing sites, only 52% of identified child exploita-

tion related domains provided such a service, amongst which over half required payment.

About a quarter were forums, consisting of online discussions conducted by self-confessed

paedophiles regarding predatory practices and the collection/sharing of child pornogra-

phy. One site advertised itself as a ‘support’ forum, though in terms of supporting and

normalising paedophilia rather than aiding persons avoid such behaviour and actions.

By way of comparison, other illicit/illegal pornography associated domains (refer figure

3.10) skewed heavily towards commerce, with 92% of domains offering materials for sale.

Contrastingly, just over half the domains offering adult pornography (refer 3.11) did so on

a ‘user pays’ basis, with 42% of such domains offering materials for free.

Of particular concern were three domains (5%) providing education and training for

child exploitation, particularly in terms of grooming vulnerable children. Whilst these
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Figure 3.7: (Virtual) domains by motivation
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Figure 3.8: (Virtual) domains categorised as Drugs/Narcotics related - motivations

sites weren’t observed to provide any materials beyond what one would regard as basic

knowledge or ‘common sense’ (for want of a better term), the ability to anonymously train

future offenders is a major issue for law enforcement.
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Figure 3.9: (Virtual) domains categorised as Child Exploitation related - motivations
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Figure 3.10: (Virtual) domains categorised as Illicit/Illegal Pornography related - motiva-
tions
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Figure 3.11: (Virtual) domains categorised as adult (i.e. legal) pornography related -
motivations

3.4 Conclusions

Our development and testing of the TMM in this chapter demonstrates the limitations of

re-using ontologies designed with differing goals. The TMM enabled the generation of a

far more granular and objective snapshot of illicit activity online than any previous work.

Schematisation from a law enforcement perspective gave the opportunity to disambiguate

‘questionable’ activity from the outright illegal, with the inclusion of motivation provid-

ing a means for simplification without loss of accuracy. This resulted in some perhaps

unexpected results, particularly that approximately a third of Tor hidden sites are not of

interest to law enforcement - a contradiction to the popular perception of dark webs sim-

ply being tools for enabling drug dealing, terrorism and the like. We observed a hitherto

unreported prominence of illicit finance, particularly laundering services for cryptocurren-

cies such as Bitcoin - existing schemas failing to reflect such activities by grouping them

within generic ‘other’ categories.

The TMM was designed specifically to avoid possible oversights such as the one just

described - efforts to annotate and eventually automatically classify without the use of a

robust and appropriate schema are doomed to failure. Our results prove TMM’s robustness

and flexibility, particularly through its ability to reflect unanticipated subjects such as

the provision of ‘how-to’ manuals relating to the grooming and exploitation of children.

Despite the name, the TMM is easily ported to other networks, including the WWW.

Chapter 4 moves from the ‘macro’ TMM to focus upon a specific crime type. We

introduce the Majura Schema, a schema emphasising visible attributes and features as a
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means to enable the automated identification and classification of CEM against existing

scales of severity.



Chapter 4

Recognising & Classifying Child

Exploitation Materials

“. . . I know it when I see it. . . ”

(Jacobellis v. Ohio, 1964)

The challenges and dangers of increased workloads and exposure to offensive materials

have already been discussed in section 2.5. This combination (particularly the latter)

represents a clear threat to practitioner health and welfare, making it arguably the most

important issue currently facing Digital Forensics (DF) within law enforcement.

An obvious mitigation strategy is to augment manual review with automated detec-

tion. Automated recognition and classification of electronic materials is hardly a novel

concept - document clustering, described in Chapter 2, groups textual materials by their

commonalities, effectively identifying topics. For image recognition, open source tools

and commercial ‘as a service’ products such as openCV (OpenCV Team, 2018) and Mi-

crosoft Azure Computer Vision API (Microsoft, 2017), respectively, are readily available

internationally with ample ‘off the shelf’ configurations for common applications.

A significant contributor to broader success within fields of research is the existence of

agreed, ‘ground truth’ corpora - not only as a convenient means for developing and testing

hypotheses, but also as a means for objectively comparing performance. In Section 2.6.9

we detailed the ‘dearth’ of data within Digital Forensics, where shareable corpora don’t

exist beyond the Enron dataset (Klimt and Yang, 2004) (an email archive of a failed

energy trading corporation) and some specialist datasets usually associated with classes

of devices1 rather than themes. There currently are no ground truth datasets in DF.

Corpora such as the ImageNet Large Scale Visual Recognition Challenge dataset (herein

referred to as ‘ImageNet’) provide a ground truth within the field of computer vision. A

collection of several million still images freely available to researchers at zero cost, the

ImageNet corpus has become a de facto standard for testing image recognition tools and

methodologies. The presence of such a standard has in turn supported the creation of what

now is an active ecosystem of researchers with easily measureable and comparable outputs

1e.g. Cell phones, files, disk images - a good source for such corpora is http://digitalcorpora.org/
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http://digitalcorpora.org/


84 CHAPTER 4. RECOGNISING & CLASSIFYING CEM

- at the time of writing, an online search for ‘ImageNet’ (excluding citations and patents)

returns 28,800 hits (Google Scholar, n.d.). Beyond some collections of task specific DF

datasets focused upon operating systems, devices and/or relevant scenarios, no equivalent

public corpus of measurable scale for topics such as Child Exploitation Material (CEM),

violent extremism (herein referred to as offensive materials, or indeed, any broader topic

of interest to DF exists.

The number of automated detection techniques and technologies currently in use across

the bulk of DF is manifestly inadequate, particularly when dealing with previously unseen

offensive materials. The lack of commercial incentives equivalent to other information

retrieval challenges plays a part, but the absence of a ground truth dataset is arguably the

greatest restriction - the only objective means to develop, test and compare performance

is to assemble a one-off representative corpus and run implementations of each candidate

tool or methodology. This is an inefficient approach, with health risks and legal restrictions

making such experiments near impossible outside law enforcement.

In this chapter we outline the design and development of a three stage classifier for the

automated recognition and classification of CEM imagery against the Child Exploitation

Tracking System (CETS) scale, a measure of severity commonly used in prosecutions across

Australia. We observed the classifier to struggle with most elements of CETS, due largely

to the dominant use of abstract concepts (e.g. ‘sadism’) rather than specific activities or

elements. We then introduce the Majura Schema, an age-agnostic pornography labelling

schema capable of providing sufficient granularity to allow effective Machine Learning

(ML) training, whilst also avoiding jurisdictionally-specific characteristics.

4.1 Ensuring Safety

As evidenced by the research discussed within Section 2.5.1, exposure to CEM is a known,

acknowledged source of stress with detrimental impacts on reviewer health. The extent of

the dangers, however, appears to have been historically underestimated. Investigators with

regular, unavoidable exposure to such activities (such as members of a Joint Counter Ter-

rorism Team (JCTT) and Joint Anti Child Exploitation Team (JACET) within Australia)

are psychologically screened prior to, during and at the completion of deployment (the

timing of which is organisationally, rather than member, defined). In the case of the Aus-

tralian Federal Police (AFP), attendance at such counselling and screening is mandatory.

‘Exposure’ was typically defined as direct observation of offensive materials (imagery, mul-

timedia, and to a lesser extent, textual), loosely measured as exposure u quantity×severity
time .

The folly of such a simple quantifier is exposed by the numerous factors such as secondary

victimhood listed within Section 2.5.1.

All CEM corpora detailed within this chapter were constructed from annotations gen-

erated by investigators as part of normal duties, and only made accessible for this work

at the conclusion of all analysis. All direct interaction with images/movies specifically

for the development and testing of the automated classifier was conducted by psycholog-

ically cleared AFP personnel. In total, the number of CEM (or other offensive) images
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directly viewed solely for the purposes of these experiments is less than 50 over the course

of approximately one year.

Running experiments via off-premises shared infrastructure such as the CSIRO’s Bragg

cluster(Ho, 2017) was seen as out of scope, given the necessary granting of root level access

to administrators. As a result, we limited our experiments to an on-premises, restricted

access server hosting a single, consumer grade gaming Graphics Processing Unit (GPU).

Given this use of shared infrastructure and involvement of non AFP personnel in the

experiments, the decision was made to minimise (if not completely remove) any possibility

of inadvertent/intentional access to the source materials and underlying concepts. The

following procedures were followed upon receipt of data, prior to upload to the processing

server:

1. Obfuscation: Filenames were replaced with the MD5 hash of the files’ contents -

many files’ names being sufficiently explicit and descriptive to cause concern with

respect to the distress associated with textual content (refer Section 2.5.1); and

2. Encryption: Files were encrypted at rest. An integrated decryption module was

developed with the training/validation software, ensuring unencrypted imagery was

only ever present immediately at time of processing, and even then only within

volatile memory2.

Where unexpected results were observed, individual files were reviewed by the author

in isolation from the remainder of the team. Feedback given was restricted to simple ‘label

is correct/incorrect’, with actual content not discussed.

4.1.1 CEM Corpora

With the exception of stage 1 (the pre-trained ‘off the shelf’ classifier already provided good

performance), all training and validation of the classifier was carried out using a corpus

constructed from 13 cases held by AFP Digital Forensics systems at the time (February-

March 2017) and annotated using the CETS annotation system (summarised in section

2.6.7 and detailed within table B.1). Given the need for annotations/labelling to have

been completed by investigators, this tended to correspond with items having been seized

during the final quarter of 2016. Whereas cases were drawn from geographically disparate

locations (a majority of data coming from the AFP Sydney, Canberra, Melbourne and

Perth offices), the risk remains that some matters may have unintentional similarities due

to common sources and elements (e.g. two offenders having been members of the same

sharing group). This risk was mitigated by (a) the geographical spread of cases used,

(b) the removal of duplicate material during the ingestion process via the renaming of

files by MD5 value (refer Section 4.1), and (c) the use of these filenames for selecting

test and validation sets3 . The risk of perceptually identical images with differing MD5

2Unavailable for this experiment due to the use of shared facilities, further hardening is available through
encryption of the swap partition with a single-use key randomly generated at boot, as used for experiments
within chapter 3

3Filenames starting with ‘e’ were placed in the validation set. Note that cryptographic digests are
specifically designed to not elect or ‘hint’ at underlying data, hence making the assignment pseudorandom.
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values remains, but given the quantity of images included within the dataset, this risk was

perceived as acceptably low.

The test corpus is taken from an entirely separate, fully annotated case made available

to the authors approximately three months after initial ‘ingestion’, containing a relatively

similar distribution of CEM categories.

4.1.2 External/‘Simulated’ Corpora

The case used as the test corpus did not contain adult (i.e. lawful) pornography. The

authors of Caetano et al. (2016) kindly provided permission to utilise their pornography

dataset, but after several reviews by AFP members, the data was found to be unsuitable

for this experiment - for want of a better term, the images depicted within the corpus

didn’t appear to be ‘extreme’ enough to act as a proxy for what is being encountered

within typical online child exploitation investigations within Australia. As a result, a mix

of relevant imagery drawn from discussion fora and commercial websites was assembled by

AFP staff and used instead. Innocent/ignorable materials typically encountered during

investigations were simulated using a subset of the ImageNet corpus (Russakovsky et al.,

2015).

An entirely separate ‘Tor’ corpus was generated by extracting all images gathered as

part of the crawl detailed in Chapter 3. This is used for testing detection and classification

techniques on what in terms of content is a completely distinct dataset, nevertheless skewed

towards illegal and ‘of interest’ materials.

Figure 4.1 displays the relative counts of each corpus.

External Corpora

Corpus Count Source Comment

Adult
Pornogra-
phy

323383 Tubmlr accounts ad-
vertising pornography
(lawful)

Soft and hard core pornography observed. Some
images appear to be part of sequences, resulting
in ‘clean’ (in isolation) materials being included.

TorCrawl 535305 Tor - undirected crawl Some pornography and CEM observed, but cor-
pus not annotated.

ImageNet 649357 ImageNet Fall 20114

(partial download)
No annotations made for this project, but
dataset extensively observed and annotated else-
where. Some imagery of male genitalia observed
- appears related to medical research.

Table 4.1: External corpora unique file counts and descriptions
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Figure 4.1: Training and Test Corpora unique image count (note log scale). Refer tables
2.7 and B.1 for category summaries and full descriptions, respectively

4.1.3 Designing a Classifier Workflow

The automated classification architecture reflects the thought processes and considerations

of human examiners when identifying CEM, dividing the task into three separate modules:

Is it pornography?

Is the content of a nature that is likely to be used for sexual gratification by the viewer?

⇓ Yes ⇒ No (disregard)

Are there children present?

Are there children visible within the image?

⇓ Yes ⇒ No (disregard)

What CEM category?

What CETS category does the image belong to?

There is little to be gained by performing successive steps if an answer is ‘no’. For

this reason, training of models was limited to data relevant to each step. For example,

limited use was made of images of children of a non CEM nature, due to the absence of

a need within this context to identify minors within innocent imagery. Obviously, a later

extension for use in victim identification would be of value, but is out of scope for these

experiments.
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Figure 4.2: OpenNSFW pornography confidences - Test Corpus, CETS (refer Table B.1)

For legibility, discussion of the technical implementation of module two and three is

contained within colorboxes. Pre-training and fine-tuning of these modules is discussed in

boxes Pre-Training and Fine Tuning, respectively.

Module One: Is It pornography?

Automated detection of pornographic materials is a well-established commercial enterprise,

with myriad products readily available for use in applications such as e-mail filtering. We

therefore chose to evaluate an existing product for use in this stage.

OpenNSFW (Mahadeokar et al., 2016) is an open-source Caffe (Jia et al., 2014) based

classifier for automatically detecting Not Safe For Work (NSFW) imagery, and due to its

technical similarities with the intended architecture, was selected as the first candidate. A

detailed discussion of the classifier’s design and training is available at https://github.

com/yahoo/open_nsfw. The existing classifier was converted to a tensorflow model using

the Caffe to Tensorflow convertor (Dasgupta, 2017).

Figure 4.2 summarises the confidences reported by the classifier across the test corpus -

the strong performance in disambiguating pornography and CEM from innocent materials

made it an ideal first step in culling ‘not of interest’ materials from the process.

Any imagery identified as pornographic (confidence score > 0.8, as per the authors’

advice) is passed to module two.

https://github.com/yahoo/open_nsfw
https://github.com/yahoo/open_nsfw
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Module Two: Are There Children Present?

Module two is designed for detecting children within CEM. A binary child detector classi-

fier was trained using 15
16 (selected using the first character of each image’s MD5 digest) of

the training corpus for applicable CETS categories, adopting a VGG ConvNet architecture

(Simonyan and Zisserman, 2014).

Module Two Implementation

As with the discussion by Chollet (2016), a VGG-16 network pre-trained on the Im-

ageNet 1000 class dataset was taken, the top stack of fully connected layers removed,

and replaced with a fresh (untrained) 3-layer fully connected binary classifier. Fig-

ure 4.3 displays the original and fine tuned VGG-16 architecture. The first two fully

connected layers have 512 units each with ReLU activations, and the third layer

has two units (one for isChild = True class, the other for isChild = False class)

with a softmax activation. The loss function of the classifier is binary cross-entropy,

optimised on a labelled training set of images with and without children (extracted

from adult pornography/CEM). A dropout with p = 0.5 is applied to the input of

the 1st fully connected layer during training (but not during evaluation or image

scoring).

Figure 4.3: Original VGG-16 architecture (left), and fine-tuning to the relevant
dataset (right)(Chollet, 2016)
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As with step one, an arbitrary ‘isChild’ confidence score > 0.8 was selected, with its

performance observed to be adequate. In a search/triage situation, the workflow can cease

here. Otherwise, all images meeting this threshold are subjected to step three.

Module Three: What CEM Category?

The third module determines the CETS5 category, reflecting the current workflow in use

during typical online child exploitation investigations. Given the theoretically unlimited

range of styles and representations, CAT6 (Animated/virtual) was regarded as ‘out of

scope’ for training and testing the classifier.

Module Three Implementation

This module has a similar architecture to the previous classifier, with the only

difference being in the structure of the fully connected classifier on top of the con-

volution layer stack. We again use a 3-layer fully connected classifier block, but the

first two layers’ unit counts are doubled to 1024 each in order to give the classifier

more expressive power for learning and distinguishing the largely abstract concepts

present across the CETS schema. The third (top) layer has six units, reflecting

CETS categories 1-5 and 7 (category 6 being excluded from this experiment), and

uses softmax activation. The loss function for this classifier is weighted categorical

cross-entropy, allowing to compensate for class imbalance in the training set.

The module is a multi-class classifier. At this time the category with the highest score

is treated as the ‘winner’ regardless of confidence level. An obvious, simple extension may

be to recognise confusion by introducing a ‘floor’ confidence - if no classes cross, the image

is deemed ‘unclear’.

Although designed and implemented in complete isolation, it appears the design’s

leveraging of existing pornography detection, combined with novel classifiers around ele-

ments of CEM, loosely correlates with that of Vitorino et al. (2018). Unlike their classifier,

however, this classifier also disambiguates CEM categories, though admittedly with mixed

success.

Why Pornography first?

The reasoning for placing pornography/NSFW detection as the first step in the workflow

was twofold: Firstly, it replicates the typical process currently undertaken by reviewers.

Secondly, as previously mentioned, the challenge of automated detection of sexual mate-

rials has already been addressed, albeit in the context of adult participants. We initially

used an off the shelf solution to assess suitability, and as Figure 4.2 shows, strong perfor-

mance was observed - particularly considering that to our knowledge, the model was not

trained on CEM.

An alternate approach could be to place child detection as the first step, followed

immediately by pornography/NSFW. This is a valid approach, with the byproduct of

5Refer tables 2.7 and B.1 for category summaries and full descriptions, respectively
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providing the operator access to a list of files containing depictions of minors - useful

information to have for victim identification purposes. We were not confident of the

efficacy of this approach for practical reasons. Firstly, access to images of children other

than those already within in our CEM dataset was limited, and as with Chatzis et al.

(2016), we were unable to locate a standard corpus of such material. As a result, our best

approach for training the child detection module was to use CEM as a ‘positive’ class, and

all other materials as ‘negative’.

Pre-Training

As detailed in Section 4.1.3, modules two and three both consist of two stacked

parts: a feature extractor consisting of several stacked convolutional layer blocks,

producing bottleneck features, and a classifier block of fully connected layers. The

weights of the feature extractor are initialised to the weights of the VGG-16 CNN

network, pre-trained to classify images from the ImageNet 1000 classes dataset.

The weights of the classifier block are initialised randomly.

During the pre-training stage, all convolutional layers in the feature extractor are

frozen, with only the fully connected classifier’s weights allowed to be updated.

The images fed into the model are re-scaled to 224x224 pixels with RGB channel

values re-scaled by a factor 1/255 to be within [0, 1] range. The training images are

then augmented via a number of random transformations such as zooming, shearing,

flipping horizontal and/or vertical shifting, helping prevent overfitting by increasing

variation between images a. The rescaled training images are fed in mini-batches of

50, augmented on the fly, and the model is pre-trained for 100 epochs using Adam

optimisation (Kingma and Ba, 2014) with a learning rate of 10−3. A validation set

is used to estimate the out-of-sample loss during training, and early stopping is used

to prevent overfitting to the training set. A snapshot of the model is saved after

every 10 epochs. Once training is complete, the snapshot with the best validation

loss is kept as the final model.

aRe-scaling is conducted at time of inference/prediction, but no augmentation is carried out
after the pre-training phase
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Fine-Tuning

After pre-training, the weights of the top convolutional block in the feature extractor

are unfrozen, and the whole model is fine-tuned for 100 more epochs with a reduced

learning rate of 10−4. Again, validation loss is evaluated and a snapshot of the

model saved every 10 epochs, with the snapshot recording the best validation loss

kept as the final model.

The validation Receiver Operating Characteristic (ROC)a plots of both ‘isChild’

(module 2) and CETS (module 3) models after pre-training and fine-tuning steps

are shown in Figure 4.4. Pre-training already yields decent classifiers, while fine-

tuning results in noticeable further improvement, especially for the binary ‘isChild’

classifier.

aA plot displaying binary classifier performance in terms of true positive (y axis) vs false positive
(x axis) as the confidence threshold is tuned. The greater the area under curve, the better the
performance.

Figure 4.4: Validation set Receiver Operating Curves (ROC). Top Row: Module
2(‘isChild’). Bottom row: module 3(multi-class CETS). After pre-training (left)
and fine-tuning (right).
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4.1.4 Occlusion maps

The ROC curves of the trained ‘isChild’ and CETS classifiers indicate good out-of-sample

performance, but one needs to make sure the features learned by the classifiers are indeed

useful and generalisable to previously unseen images. As mentioned previously, it is im-

possible to completely understand what a classifier has learned, but a means to at least

gain some understanding is required in order to detect any possible accidental features

such as color palette or other superficial peculiarity common to both the training and

validation sets. The risk of such accidental features is particularly significant, given our

self-imposed limitation on examining the CEM corpora.

Occlusion maps (Zeiler and Fergus, 2013) are one method for gaining an understanding

of what a CNN classifier has learned to use when scoring images. These are generated

by systematically obscuring (occluding) different parts of an image, observing changes in

the classifier’s scores. Collating these changes allows distinct areas of the image to be

individually assessed for ‘value’ to the classifier. In this context we are using the term

‘occlusion map’ specifically to refer to a heat map of classification scores resulting from

successively occluding parts of the image from the classifier.

Figure 4.5 demonstrates occlusion maps of benign images, in each instance featuring

both an adult and a child, generated using module 2 (‘isChild’). Both faces are clearly

visible, but high isChild = True scores (denoted by red) correspond to the area around

the child’s face, with the bulk of the adult’s face scored not significantly different to the

neutral background. This indicates that at least in this instance, the classifier has learned

to distinguish children from adults using facial features.

Interestingly the first image within Figure 4.5 appears to indicate well defined cheek-

bones as ‘youthful’, given the ‘blip’ in scoring around the adult’s left cheek. The third

image appears not to obtain sufficient data from background participants in the image,

indicating that perhaps the assembled dataset lacks samples of children outside the fo-

cus/foreground - a potential capability gap when considering poorly shot and/or lit pho-

tography.

Limitations

All corpora used within this chapter are based entirely upon still imagery.

As with Vitorino et al. (2018), we see the automated classification of animated/movie

materials as an obvious step for expansion. ‘Movie’ materials were received, and a process

of extraction (based upon every nth frame6) was utilised for use within training. However,

this process was aborted and data not used due to the issue of labelling accuracy on a per

frame basis. Note that multimedia files are classified/annotated according to the most

extreme category observed during playback, rather than by a ratio of observed categories.

Therefore, a minutes long movie file could be reasonably classified on the basis of an

event taking several seconds, making disambiguation from false positives (and negatives)

challenging - particularly if a low sample rate such as one frame per second is used.

6An attempt to use keyframes was also made, but failed due to what appeared to be codec related
inconsistencies
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Figure 4.5: Original images and the corresponding occlusion maps for ‘isChild’ classifier.
The values of isChild = True scores are shown in color: red for high scores, blue for low
scores. The overall isChild = True scores for the images are: 0.980 for the top image,
0.997 for the middle image, and 1.0 for the bottom image
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Figure 4.6: CAT5 movie example- 1 frame per second extraction/classification

By way of example, Figure 4.6 (plotted as a stacked area chart in Figure 4.7) shows

a typical CAT5 film, with confidence scores plotted for every second throughout runtime.

Where a frame is deemed not to contain CEM, all confidences are plotted as zero. In this

instance, the ‘correct’ category dominates for less than 100 seconds of runtime (approx

300 ⇒ 400 seconds, or < 10% of total frames), otherwise fading in with the ‘noise’ of

indistinct categories. Such distinct sampling (typically ‘per frame / per n seconds’) is

computationally slow, unreliable and wasteful due to the lack of context information being

passed between frames. An approach capable of maintaining knowledge between frames

(such as recurrent neural networks) would be better suited for this task, but may require

specialised training/test data due to the relatively distinct domain.

Bulk manual review of materials was strictly out of bounds for this project, negating

the option to generate more appropriate training data for movies.

Thus, despite what can only be described as a ‘wealth’ of data being available to

researchers, due to the aforementioned infrastructure limitations, further experimentation

was impracticable.

4.2 Experiments

The sheer size of the Tor and ImageNet corpora made complete manual annotation im-

practical. The classifier experiments were therefore split into triage scenarios (where only

the top results are reviewed for CEM) and a complete scenario. Thus the models were

used to classify:

1. the Tor imagery corpus for CEM content, with manual review of the top 10 results;
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Figure 4.7: Figure 4.6 as stacked area plot. Note increased CAT5 area near 400 seconds

2. the ImageNet corpus for CEM content, also with manual review of the top 10 results;

and

3. the test corpus for CEM content and CETS categories, providing the combined

results.

4.2.1 Tor Imagery

Table 4.2 shows the top ten results, together with manual review. Where an image is either

difficult to view (being a small thumbnail) or taken from an angle impossible to confidently

estimate participant age, it is listed as ‘difficult’ together with the likely (according to the

reviewer) age.

Of the ten images, all five definite CEM images are correctly identified, with the two

likely CEM images also classified as CEM. One adult pornography image is misclassified

(at number 10), together with two likely adult pornography images. Of the next ten

images (not shown), all were sexually explicit, with one (the thirteenth image in the entire

ranked set) obvious CEM.

4.2.2 ImageNet

Table 4.3 effectively lists what can go wrong when testing classifiers on a dataset that in

all likelihood does not contain any material of the class(es) sought. No CEM or obviously

pornographic material was observed throughout our relatively limited review of ImageNet’s

content, though explicit nudity was observed. We believe these relate to medical imagery,

as most such images depicted what appeared to be skin conditions such as rashes or lesions.
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Image Porn Child Manual Review Result

1 0.99 1.0 CEM "
2 0.99 1.0 Difficult - Likely CEM ?

3 0.99 1.0 CEM "

4 0.99 1.0 CEM "

5 0.99 1.0 CEM "
6 0.99 1.0 Difficult - likely Adult ?
7 0.99 1.0 Difficult - likely Adult ?
8 0.99 1.0 Difficult - Likely CEM ?

9 0.99 1.0 CEM "
10 0.99 1.0 Adult ×

Table 4.2: Tor Triage scenario - Top 10 images, ranked by pornography and child confi-
dence

On this test, seven incorrect results were observed, though only two could be describ-

able as ‘blatantly’ wrong. The remainder included what are best defined as ‘reasonable’

mistakes. Figure 4.8 displays examples of obviously wrong (Images 1, 6) and reasonably

wrong (7, 8), respectively.

Figure 4.8: Images 1, 6, 7 and 8 of the ImageNet ‘Top 10’ (refer Table 4.3)

On the whole, however, the classifier worked well as a filter for non-CEM materials.

Table 4.4 shows that Stage One classifies 0.12% ( 800
649,357) of images as pornography, and

of these, 71% (568800) as containing a child/children, making a CEM false positive rate of

0.09%.

4.2.3 Test Corpus

The classifier was run over the AFP sourced test corpus, with the quantities of images

correctly identified as ‘passing through’ the three stages observed. Figure 4.9 (detailed in

Table 4.4) shows the relative results for each category, plus the Adult pornography and

ImageNet corpora representing CAT8 and CAT9 (Ignorable), respectively.
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Image Porn Child Manual Review Result

1 0.99 1.0 Possible human foetus ×

2 0.99 1.0
Male genitalia
(age unclear)

?

3 0.99 1.0 Arm with red sores ×

4 0.99 1.0
Maritime organism
(flesh coloured)

×

5 0.99 1.0
Female genitalia
(age unclear)

?

6 0.99 1.0 Birds in human hands ×
7 0.99 1.0 Human hand with rash ×

8 0.99 1.0
Frog/toad on rock
(flesh coloured)

×

9 0.99 1.0
Male genitalia
(likely adult)

?

10 0.99 1.0 Sores/rash on neck ×

Table 4.3: Triage scenario - Top 10 ImageNet results

CAT1
CAT2

CAT3
CAT4

CAT5
CAT6

CAT7

Adu
lt P

orn

Im
ag

eN
et

0%

20%

40%

60%

80%

100%

Classifier Performance - Test Corpus

Total Images Classified as Porn Images Classified as CEM CEM Correctly Categorised 
(CATS 1-5,7 only)

Figure 4.9: Classifier performance on test corpus. Note ‘CAT6’ category not implemented

4.3 Classifier Results

Top and bottom twenty results for the classifier and skin tone filter (for comparison) are

available for each test corpus within the appendices. Whilst all CEM has been redacted

and remaining materials blurred, please note these results include explicit pornographic

imagery.
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CAT Total Classified
as Porn

Classified
as CEM

Classified
as CAT

%Porn %CEM %CAT

CAT1 15124 6929 5769 3098 45.8% 38.1% 20.5%
CAT2 976 719 635 199 73.7% 65.1% 20.4%
CAT3 1805 1217 1147 473 67.4% 63.5% 26.2%
CAT4 3029 2248 2149 1339 74.2% 70.9% 44.2%
CAT5 241 134 124 20 55.6% 51.5% 8.3%
CAT6 657 330 232 0 50.2% 35.3% n/a
CAT7 790 20 12 2 2.5% 1.5% 0.3%
Adult Porn 323383 258186 13302 0 79.8% 4.1% 0.0%
ImageNet 649357 800 568 0 0.1% 0.1% 0.0%

Table 4.4: Test Corpus Classifier Results (Percentages shown are cumulative, not per-
stage)

Our results show that it is possible to train ConvNets to reliably identify CEM, in-

cluding disambiguation from adult pornography. Module one of the classifier identified

around 60%-70% of CATs 2-5 as pornography - adequate for triage purposes, but mate-

rially less than the approximately 80% of adult pornography correctly classified. Whilst

the data used for training OpenNSFW has never been publicised, it is clear that CEM

and ‘extreme’ materials such as bestiality and sadomasochism were either underutilised

or not utilised at all7, resulting in a corresponding underperformance - particularly with

category five materials. Category seven’s near-complete ignorance by the classifier (2.5%

correctly classified compared to 50% random chance) is more indicative of the category’s

conflicting attributes than any issue with module one, due to its existence as indicative

rather than illegal, but not ignorable (another category on the scale).

Module two performed very strongly, in turn identifying around 80% of such files as

containing children. Figure 4.10 displays the ‘isChild’ confidences of images passed through

the module, against their actual category. The module is notably quite strongly confident

on most categories, with the only vagueness really coming from category seven (the afore-

mentioned ‘contradictory’ category), which only had a very small sample of twenty images.

The images recorded against ImageNet are false positives, largely dominated by what ap-

pears to be medical-related imagery of male genitalia interspersed with images such as

those already displayed in figure 4.8.

Our selection of 0.8 as the threshold for modules one and two is validated by the results,

with the ROC plots in figure 4.11 showing optimal thresholds near that value, consistent

with the validation set results in Fine Tuning.

Taking a different approach, the classifier was very effective at filtering out lawful ma-

terials. The combination of modules one and two results in around 4% ( 13302
323383) of lawful

pornographic materials being misclassified as CEM, and a negligible number of false pos-

itives (0.09%, or 568
649357) arise from ImageNet’s ‘clean’ imagery. Figure 4.10 demonstrates

the strength of module two’s child detection, with the vast bulk of materials showing very

strong confidence in the absence of children.

7This is not a criticism of the authors. We emphasise this absence is entirely understandable and
reasonable!
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Figure 4.10: Module Two confidences for images passed from module one (isPorn confi-
dence ≥ 0.8)
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(‘isPorn’/OpenNSFW). Right: Module 2 (isChild)
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Categorisation of images against CETS is problematic. Outperforming random chance

(16 , given six implemented CETS classes), overall performance remains far too poor to

be deemed ‘acceptable’ as a stand-alone reliable classifier in a legal context. Performance

with CAT7 in particular proved disappointing, with the hierarchical nature of the classifier

resulting in errors propagating through all stages. CAT1’s underperformance in module

one demonstrates the propagation issue, with module three typically being around 50%

confident around correct classification (refer figure 4.12), but only receiving a relatively

small proportion of materials. Possible reasons for under-performance within specific

categories are detailed further in Section 4.4.

Contrastingly, the classifier showed good performance on CAT4 imagery, far better

than other categories. The best performer in module one (refer figure 4.2) and consistent

in module two (figure 4.10), CAT4 is module three’s strongest performing category, with

a majority of images correctly classified with confidence beyond 50%. Significantly, this is

arguably the most strictly defined CETS category, requiring only the presence of sexual

penetration - a clearly definable concept. Figure 4.13 displays module three’s occlusion

maps for the first image (sorted by SHA-1 value) from each CETS category in the test

corpus. Of all examples, the CAT4 image draws the most value from a tightly focused

section of the image, with the remainder being of very little (or no) value. Contrastingly,

CAT2 obtains very little information from the image in totality, with only a slight increase

in value around the upper center. Most remaining categories rely upon the near entirety

of the image - in the case of CAT7, erroneously so (the module misclassifying the image

as CAT3).

4.4 Limitations of Existing Schemas

Note: In-depth discussion of CETS categories is limited, given the particularly offensive

nature of these concepts.

Whilst difficult to quantify, a reasonable hypothesis is that the largely abstract nature

of CETS categories greatly increases the complexity of training effective machine learning

tools. CAT4, being reliant solely upon sexual penetration, is the most objective illegal

CETS category. Whilst impossible to measure, we posit that the classifier’s results (refer

Figure 4.9) loosely reflect the level of objectivity - CAT4 being the most ‘objective’ (relying

solely upon the presence of sexual penetration), and CATS 1 and 7 being the least. CAT7

can include individually lawful images occurring as part of series containing CEM, making

it impossible to accurately categorise without broader context.

CAT1 is less broad, but can still include ‘sexualised’ or suggestive imagery - examples of

which may appear socially acceptable when depicting adults, but offensive (if not outright

illegal) with children.

Whilst not as broad as CAT7, the severity of offending inherent in CAT5 makes its

rather broad remit particularly challenging. Beyond the presence of children, there really

aren’t any ‘common’ visual elements across the category.

CAT6, being focused solely on virtual/animated materials, effectively forces an overlap

with other categories. Not a concern at time of CETS’ inception, this has potential to
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Module Three Confidences - Test Corpus
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Figure 4.12: Module Three Classification Confidences - Per Test Corpus Category
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Source Images Redacted - Confirmed CEM

CAT 1 " CAT 2 " CAT3 "

CAT 4 " CAT 5 " CAT 7 ×

Figure 4.13: Module 3 (CETS) sample occlusion maps. " denotes correct classification.

become an issue as the quality and realism of CGI renderings improves. Whilst not thought

to be present in material quantities within the test corpus, we have observed some CGI

CEM within the training corpus of a quality sufficient to be initially mistaken as real-world

at first glance.

This move towards visual ambiguity will eventually result in CAT6 largely becoming

redundant. Whereas the reason for differentiation is understandable (‘real’ vs ‘simulated’

victims), this distinction will be further muddied by the emergence of ‘deepfake’ materials

- deep learning based software used to ‘learn’ a target’s face and use it to replace existing

actor(s) in real footage. A particular reported use is that of creating simulated celebrity

pornography, such as that shown in Figure 4.14.

Classifier Performance and CETS Limitations - A Summary

Category Summary

CAT1 Problematic under this architecture, at least whilst using off-the-shelf pornog-

raphy/‘NSFW’ detection. This category can include sexually suggestive pos-

ing, which does not appear to be a focus for products such as OpenNSFW.

Whilst nudity is detectable in adults (as shown in the adult pornography cor-

pus), the module underperforms with children. This is most likely due to the

OpenNSFW classifier not having been trained on any underage materials.

CAT2 Very good performance modules one and two (second only to CAT4), but

module three struggles to disambiguate with CAT1 (refer figure 4.12), only

correctly classifying approximately a third of examples seen (refer table 4.4.
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Category cont. Summary cont.

CAT3 Despite very strong (94% correct) performance by module two, performance on

this category suffered due to middling performance by modules one (approx.

67%) and three (approx. 41%). Module three does show promise, however,

providing performance well in excess of random selection (16 ≈ 17%).

CAT4 Best performing category for this classifier. As shown in figure 4.12, perfor-

mance in module three is particularly strong, with a majority of images show-

ing extremely strong confidences. We speculate this is due to the non-abstract

nature of the class (being focused upon a physically depictable act).

CAT5 Arguably the most problematic category in terms of breadth and visual

‘uniqueness’. Underperforms in module one, most likely due to an absence

of ‘extreme’ porn such as sado-masochism and bestiality in the OpenNSFW

training corpora. Module two performed quite strongly (approx. 92% correct),

but module three tended to slightly trend towards CAT1 - possibly due to a

visual overlap between ‘solo urination’ (CAT1) and ‘bodily fluids’ (CAT5).

CAT6 Surprisingly accurate results, considering this category concerns only ani-

me/virtual materials. Whereas module one’s performance is consistent with

random selection, module two shows stronger performance (though still less

than CATs1-5), correctly selecting approximately two thirds of materials en-

countered. It is impossible to measure performance beyond this stage, due to

the absence of a CAT6 classifier under the current architecture.

CAT7 Extremely problematic under this architecture. An image is ‘indicative’ and

non-illegal, but also of interest due to the presence of an ‘ignorable’ elsewhere

in CETS (CAT98). The category itself is contradictory when used in isolation,

and is best suited for identifying co-located materials.

Table 4.5: CETS category limitations and advantages - a summary.

4.5 Towards a ‘Base’ for Cooperation

Franqueira et al. (2017) recognise the absence of a “recognised scale of indecency levels and

a taxonomy of terms” as a challenge in the investigation of online child exploitation. We

concur - building training/validation/test corpora around individual jurisdictions’ defini-

tions is wasteful, with the unfortunate side-effect of actively discouraging collaboration. An

alignment of international jurisdictions’ definition of child exploitation is unlikely within

the foreseeable future, but as alluded to in section 2.6.7, an agreeable taxonomy of the

relevant components (i.e. pornography) seems readily achievable.

8Not required within this classifier architecture)
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Figure 4.14: Still image taken from ‘Deepfake’ Katy Perry pornography video (Quach,
2018). Image redacted for ethical reasons

4.5.1 Defining Child Exploitation Imagery

A key challenge in establishing a lingua Franca of child exploitation is its reliance upon

defining legislation.

The ‘vagueness’ of legislation such as that described in Section 2.6 is in direct response

to the unpredictable nature of offender tastes, proclivities and methodologies - codify-

ing specific behaviours runs the risk of unintentional consequences, such as loopholes.

Typically, law enforcement agencies use varying scales to quantify materials identified and

their respective severity. Table B.1 (page 163) displays the full CETS scale, as used by the

AFP in online child exploitation investigations - of note, most categories are quite broad

in terms of activities capable of being depicted, with the exception of CAT4 - penetration

being a narrow, definitive concept when compared with descriptors such as ‘suggestive’

posing.

The classifier’s performance largely reflects this fact. Occlusion maps of CAT4 images

indicated a heavy (if not complete) focus upon regions depicting sexual penetration, whilst

other categories would perhaps score genitalia, breasts (or lack thereof) as a relevant

characteristic.

4.5.2 Building a Concrete Taxonomy

A key issue in developing the classifier was the generation of an adequately sized, repre-

sentative corpus of materials. Considering the only difference between ‘adult’ and ‘child’

pornography is participant age, we made the conscious decision to build our taxonomy

around adult pornography, both for safety and practicality purposes - there is a lot of

adult pornography available online.

An AFP DF practitioner was tasked with downloading several thousand adult pornog-

raphy images he deemed approximately representative of what is typically encountered
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within investigations. CEM was not used at this stage, due to the inclusion of non law-

enforcement reviewers - instead, adult pornography with ‘similar’ posing, scenarios etc

was used.

Four reviewers (three law enforcement, one academia) then assembled and reviewed a

random selection of several hundred of the aforementioned images. A ‘round table’ was

then conducted about each image, with attributes deemed relevant for law enforcement

recorded and subsequently arranged into broad categories.

Of particular concern, the schema needed to meet three separate requirements:

1. The ability to be mapped into established CEM scales such as CETS;

2. Simplicity to a level allowing reliable use without reasonable conflicts between la-

bellers’ annotations (i.e. different answers both being ‘right’);

3. A capability to record visually disparate participant attributes, such as race, ethnic-

ity and gender; and

4. The avoidance of jurisdictionally specific terms and definitions - for example, a ‘child’

could not be defined due to the changing meaning of the term internationally9.

The recording of race, ethnicity and gender (item 3) was proposed as a quality assur-

ance measure - recording attributes such as gender and race/ethnicity is not for direct

use by any subsequent classifiers, but rather as a quality-assurance measure to help avoid

inadvertent race/ethnicity or gender biases (discussed in section 2.6.5) or the gender-based

equivalent.

In either case, the classification of race/ancestry proved challenging, particularly when

considering the range of possible options. Whilst organisations such as the US census

bureau record five possible races (United States Census Bureau, 2018)10, the Australian

Bureau of Statistics takes a more granular approach in their census preparations, with 320

possible responses for ‘ancestry’ (Australian Bureau of Statistics, 2016) (‘race’ not being

recorded per se). Obviously, such delineations are made more in response to statistical need

rather than visual representation, and each approach presents dangers in oversimplification

and unnecessary complexity, respectively. Due to the unreliability of recorded data (refer

Section 4.5.3) race/ethnicity was dropped from the schema.

9The intention being to allow ‘bolt on’ taxonomy elements in such situations.
10White, Black or African American, American Indian or Alaska Native, Asian, Native Hawaiian or

Other Pacific Islander
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Pornography

Is the image/material pornographic?

Pornographic Depicts nudity or other sexual concepts

Suggestive 12 Depicts activity alluding to or ‘teasing’ sexual concepts, without
explicit display

Not Pornographic Does not depict nudity or any other sexual/adult concepts

Table 4.6: Majura Schema - Pornography

Nudity

What are the levels of nudity visible within this image?

Nudity Complete and/or partial nudity are visible. In this instance, ‘nu-
dity’ is consistent with Western, corporate standards i.e. visible
genitalia and/or buttocks. Visible nipples are regarded as ‘nudity’
when on breasts.

Suggestive Clothing, revealing and/or posing of a suggestive nature. Ex-
amples include ‘side boob’, revealing cleavage, nudity with geni-
talia behind improvised coverage, lingerie pictures - in summary,
NSFW.

Nil No nudity visible.

Table 4.7: Majura Schema - Nudity

After numerous iterations, version 1.0 of the Majura11 schema was agreed, with pro-

visions for recording:

• pornography (table 4.6);

• nudity (table 4.7);

• penetration (table 4.8);

• BDSM (table 4.9);

• props (table 4.10);

• virtual/animation (table 4.11);

• bodily fluids (table 4.12); and

• participants (table 4.13).

4.5.3 Testing the Schema

Six labellers (three male, three female) were asked to annotate a selection of 49 images

taken from the corpora detailed in Section 4.1.2. Whilst all have experience working in

a law enforcement environment, only two have worked as investigators within this field.

The images were selected to represent a broad spectrum of lawfully available materials,

including ‘traditional’ hard-core and soft-core pornography, bestiality, ‘extreme’ pornog-

raphy, parody materials and innocent/non-sexual. The images were printed in a large

11Named after the AFP National Forensics facility
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Penetration

Is penetration visible? Any form of penetration can be included (the nature of the
item/limb performing the penetration is irrelevant)

Oral Oral penetration- for example: penis to mouth, sex toys, props
etc.

Vaginal Vaginal penetration: penis to vagina, cunnilingus, sex toys/props

Anal Anal penetration: penis to anus, anal cunnilingus, sex toys/props

Other Penetration of other human/animal orifices, both ‘natural’ and
‘manufactured’ - for example, nostrils, wounds.

None No penetration visible within image.

Table 4.8: Majura Schema - Penetration

BDSM

Violent, aggressive, derogatory or otherwise physically painful/submissive behaviour
for gratification.

Bondage The use of restraints (including weighing down of limbs) to main-
tain physical control of participants.

Domination The overpowering or other control over participants, without the
use of restraints. Often includes physically aggressive sexual in-
teraction.

Sadism The infliction of physical pain upon others for apparent sexual
gratification.

Masochism The infliction of physical pain for the recipient’s apparent sexual
gratification.

None No BDSM (or similar) present

Table 4.9: Majura Schema - BDSM

Props

Are props (i.e. mechanical or inanimate items) depicted being used in a sexual or
suggestive manner.

Sex Toy Item(s) appearing to be commercially manufactured and designed
to be used in a sexual manner

Other Items appearing to have been improvised for use as sex toys. For
example: vegetables, gloves.

None No props observed

Table 4.10: Majura Schema - Props

Virtual

Is the image/video animated, CGI or otherwise ‘simulated’?

Yes The entire image (or the main focus) is CGI or otherwise ani-
mated. This does NOT include backgrounds (e.g. ‘green screens’)
or cutaways.

No The entire image (or the main focus) isn’t animated/simulated.

Table 4.11: Majura Schema - Virtual
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Bodily Fluids

Are bodily fluids (e.g. blood, semen, spit, urine) visible?

Yes- self/non in-
teractive

Bodily fluids are visible, but are clearly not in contact with par-
ticipants, or are only present on the generating person(s).

Yes - interactive Bodily fluids are visible either present on ‘receiving’ participants,
or clearly en route. For example, ‘facials’, ‘money shot’, ‘Bukkake’

No No bodily fluids visible within the image.

Table 4.12: Majura Schema - Bodily Fluids

Participants

Describe the participants and their interactions. Select all that apply. Interactions
needn’t be penetrative (this is recorded in another topic).

Male Female Male(s) and female(s) visibly interacting/in contact with one an-
other.

Female Female Multiple females visibly interacting/in contact with one another.

Male Male Male(s) visibly interacting/in contact with one another.

Male Transgender Male(s) and transgender person(s) (visibly inconsistent genital
configuration/appearance) visibly interacting/in contact with one
another.

Female TransgenderFemale(s) and transgender persons (visibly inconsistent genital
configuration/appearance) visibly interacting/in contact with one
another.

Female Female(s) not visibly interacting with other persons.

Male Male(s) not visibly interacting with other persons.

Transgender Transgender person(s) not visibly interacting with other people.
NOTE: Use the appearance of visibly inconsistent genital config-
uration/appearance as a guide.

Animal Male Animal(s) and male(s) visibly interacting/in contact with one an-
other.

Animal Female Animal(s) and female(s) visibly interacting/in contact with one
another.

Animal TransgenderAnimal(s) and transgender person(s) (visibly inconsistent genital
configuration/appearance) visibly interacting/in contact with one
another.

None No people are visible within this image.

Table 4.13: Majura Schema: Participants
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thumbnail format next to a table detailing the annotation schema, with reviewers invited

to circle the attributes relevant to each. A report of the combined results is included

in this thesis as Appendix C. Some inconsistencies were observed regarding definitions of

‘porn’, but significantly, recordings of race (refer Section 4.5.3) were found to be extremely

inconsistent across labellers.

The labelling schema (with aforementioned changes) was then ported to a browser

based application, and fourteen digital forensic practitioners were invited to annotate a

selection from the full adult pornography corpus. The labellers were allowed to work

within the same office and discuss images (if required), but the actual images shown to

each person were randomised to avoid collaboration and ‘group think’. 3438 unique images

were annotated - 3420 by individual users, 15 by two users, and one by three.

In particular, several inadvertently vague and/or difficult questions became readily

apparent:

Race/Ancestry

As mentioned previously, the schema also included the option to record race/ancestry - not

for direct use by any subsequent classifiers, but rather as a quality-assurance measure to

help avoid inadvertent racial bias. This was dropped relatively early in the process, due to

labellers’ reported difficulties confidently identifying and recording racial characteristics,

particularly in participants only partially depicted in low-quality imagery.

Pornography

An immediate issue was identified in the identification of ‘pornography’ - the definition

thereof being extremely difficult to objectively and consistently apply. A cluster of images

consistent with sexuality or suggestiveness was observed, but not (in the labellers’ opinion)

constituting porn - of the 49 images originally assessed, 14 involved labeller disagreement

- 5 with 5 vs 1, and 9 with 4 vs 2 split of viewer opinion. For example, figure 4.15 is

certainly suggestive, but the absence of visible genitalia or sexual posing led to strong

disagreement over its interpretation as ‘porn’, particularly as the person shown is an adult

male. We originally considered broadening the definition of ‘pornography’ to include Not

Safe For Work (NSFW) but reviewer feedback indicated this would swing too far towards

inclusion of borderline materials.

We instead added a ‘suggestive’ attribute within the pornography section, akin to the

‘Racy’ attribute offered by MS Azure Computer Vision API discussed in section 2.6.7.

Prima facie this has provided annotators with a more comfortable middle ground, with

the side-effect of allowing context to be introduced into otherwise abstract concepts -

‘racy’ involving adults being of little interest to law enforcement, but of great concern

when children are involved.

‘Suggestive’ nudity remains in the schema for this version - on the whole, labeller

feedback indicated a preference for the additional granularity.
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Figure 4.15: Male, nude (Choi, n.d.). Is it pornography?

‘Virtual’ Imagery

Probably the most unanticipated inconsistency with the schema’s results concerned an-

imated and virtual imagery. During the second, more thorough labelling session, users

reported difficulty in declaring an image ‘virtual’ - particularly in cases where other-

wise ‘real’ images contained captions, and in one unanticipated series, images containing

‘thought’ and ‘speech’ bubbles. Animated/virtual characters were observed interacting

with ‘real world’ participants, in a manner not dissimilar to ‘augmented reality’ scenarios.

Originally, the schema demanded an ‘all or nothing’ approach to animation, with an

image assumed to either be animated, or not. This was unable to accurately record such

mixed images. As a result, the schema was updated to require the main focus (as defined

by the viewer) to be animated/CG for the image to be labelled ‘virtual’.

‘Negative’ Labels

The schema includes ‘negative’ labels for all categories, in an attempt to ensure disam-

biguation between items not present vs. questions not asked/answers not recorded. Strong

feedback was received from users regarding these labels, with their recommendations tend-

ing to be either:

1. Remove the negative, due to confusion and unnecessary labeller workload; or

2. The relevant question’s default result is ‘None/No’ - i.e., if the question is asked and

the user does not select any options.

This was considered a reasonable request, but should be regarded as an implementation

consideration rather than an integral design feature.

Feedback regarding the schema’s simplicity and completeness was positive, and the

data could be comfortably annotated.

4.6 Skin Tone Analysis - A Final Critique

We have already discussed the limitations of skin tone analysis in Section 2.6.5, but previ-

ous research has been limited to anecdotal reports rather than quantified examples. Table
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4.14 shows the skin tone percentages for the training and test corpora assembled for this

research (refer Section 4.1.1).
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Table 4.14: Skin Tone percentages (with median) calculated using the ‘Uniform Daylight
Illumination’ algorithm (Kovac et al., 2003) per CETS category (Refer tables 2.7 and
B.1 for category summaries and full descriptions, respectively) vs adult porn, Tor and
Imagenet - training and test corpora

The plots show that unsurprisingly, skin tone alone can’t be reliably used as a disam-

biguator from adult pornography, nor between CEM categories. However, they show that

(a) CEM tends to involve lower skin tone percentages than adult pornography, but also (b)

consistent with Vitorino et al. (2018), the more extreme categories of CEM (particularly

categories 5 & 6) tend to involve less skin as a proportion of the image, but such distri-

butions appear to be largely dictated by the downloading user. Being based on a single

criminal investigation, the test corpus probably reflects an individual’s or small group’s

tastes, proclivities and perhaps even methodologies (different applications and sources re-

flecting their users’ biases). It is entirely feasible that relative percentages of skin tone

between categories will change on a case by case basis.

With regards to ImageNet, the examples of high skin-tone percentages come from what

appears to be medical imagery. Table B.27 (page 263) displays the top twenty ImageNet

images, sorted by skin tone percentage. Of these twenty, only ten actually display human

skin, with the remainder appearing to be cellular images generated via microscopy. None

depict what a reasonable person would define as pornography (or even nudity), despite

each displaying 100% skin tone. Table B.31 (page 278) displays the equivalent images

from the TorCrawl corpus - only one of the twenty actually shows people, and even then,

only tangentially with sodium lighting lending a skin tone-esque hue to the picture. The

remainder appear to be textures, simple icons and what appear to be cryptographic strings

on skin tone coloured backgrounds (perhaps as part of a captcha style facility).

Table B.35 (page 292) shows that the top adult pornography corpus results, whilst

close (99.96%), don’t achieve such complete domination by skin tones.
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4.7 Conclusions

In this chapter we demonstrate the limitations of current research into automated de-

tection of CEM. Long considered unreliable (with a tendency to under-report ‘extreme’

categories (Vitorino et al., 2018)), we have quantified the limitations of skin tone detection

in categorising and disambiguating CEM from adult pornography. We also display the

high degrees of variability between users’ collections, reflecting the impact of individual

tastes upon the metric. In summary, we show skin tone detection to be a method of last

resort, best kept in reserve for when other methods are unavailable.

We document the introduction of a three-stage deep learning classifier trained and

validated on data from multiple, isolated, ‘real world’ criminal cases, and test its perfor-

mance on an unprecedented combination of multiple, thematically distinct corpora includ-

ing data from a completely separate investigation, Tor imagery, ImageNet and also adult

pornography. Performance adequate for triage purposes is observed across all test corpora,

particularly in CEM detection. However, poorer performance was observed during testing

than during training and validation - a typical characteristic of overfitting. This approach

would definitely benefit from a wider, less temporally and case specific dataset.

The three-stage architecture propagates errors. Whilst we show module two (in partic-

ular) to perform strongly on sexually explicit materials, performance suffers due to modules

two and three only reviewing materials passed by prior classifiers. This makes module one

(pornography detection) particularly important, and whilst OpenNSFW worked extremely

well considering its ‘off the shelf’ nature, there is ample room for improvement, partic-

ularly in regards to ‘extreme’ pornography. Module two performed strongly, especially

considering the limited dataset and processing infrastructure restricting further tuning.

Critically, the CETS scale was shown to be of limited use in machine learning, due

largely to the abstract, context-heavy nature of most categories. CAT7 (‘indicative’ ma-

terials) is probably impossible to implement without providing a classifier access to co-

located materials and relevant case data, both of which are out of scope for this research.

CAT5 would benefit from either tighter, less ambiguous definitions and/or the re-training

of module one with access to more ‘extreme’ materials.

Finally, this chapter introduces and tests the Majura schema, an age-agnostic pornog-

raphy annotation schema specifically designed to support collaborative development of ML

tools and techniques within a traditionally under-researched area. The schema is focused

upon visible features rather than abstract concepts and measures of severity, taking its

design inspiration from the strong performance of the classifier on CAT4 (sexual penetra-

tion) imagery. By providing a jurisdictionally independent ‘lingua franca’ for annotation,

we provide a convenient means for researchers and law enforcement to share ‘prior work’

without denying immediate applicability to local work practices and case law. This re-

search represents the beginnings of long-term foundations for improved data exploitation

and information retrieval within law enforcement.

An obvious step beyond automated detection of individual items is the efficient search

of their host media. In the next chapter we introduce Monte Carlo Filesystem Search

(MCFS), a crawl strategy specifically designed for efficient search of electronic media such
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as HDDs. Shown to outperform unguided methods, MCFS accelerates the search pro-

cess during preservation and collection without supervision, effectively emulating domain

knowledge without substantial memory or processing overheads.



Chapter 5

Accelerating Search

Introducing Monte-Carlo Filesystem

Search

5.1 Introduction

In chapter 4 we introduced a convolutional neural network (ConvNet) based Child Ex-

ploitation Material (CEM) detector/classifier as proof of automated content recognition’s

viability within Digital Forensics (DF). In this chapter, we introduce a means to imple-

ment such tools to not only reduce human exposure to offensive materials, but also as a

means to accelerate search.

Investigations hinge on the ability to access relevant data in a lawful and timely fashion,

with court issued search warrants used as the primary means for physically accessing,

examining and seizing items as evidence (discussed in more depth within section 2.2.1).

Once issued and physical access obtained, a warrant holder is faced with the challenge

of examining all potentially relevant things (including electronic devices) within a target

premises before being able to seize items and/or copy data. With regard to electronic

media, this analysis will involve manual browsing of data (perhaps with the targeting of

specific features), or the calculation of cryptographic hashes with subsequent comparisons

against pre-established hash sets of known files. Both processes are resource intensive

from a computational, bandwidth, and/or human perspective. The impact of inefficient

search is increased due to both practical and legislative reasons:

• Practical - Examinations are carried out on premises, with performance heavily

reliant upon suspects’ hardware. Section 3G of the Crimes Act 1914 (Cth) specif-

ically allows for the obtaining of assistance in the form of “persons assisting” and

“constables assisting”, “as is reasonable and necessary in the circumstances”. Ig-

noring availability and expense, such quantities of persons and equipment are often

unworkable during search warrant execution, where anticipated workloads, safety

and security can vary unpredictably, as can the quality and performance of available

infrastructure.

115
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• Legislative - Crimes Act 1914 (Cth) Section 23C places strict limits (typically 4

hours) on the time allowed between arrest and laying of charges or release, mak-

ing any increase in relevant information available to investigators during this time

extremely valuable.

Beyond business requirements, search within investigations differs further from ‘con-

ventional’ search, due to factors including:

• Obfuscation - Users will often hide or obfuscate their data, particularly in situations

involving shared access and ‘public’ computers;

• Lack of knowledge - Investigators have limited knowledge of the data being sought,

typically in the form of a third party tip-off regarding an isolated incident;

• Lack of access - Investigators don’t have access to the target user’s data, behaviours

or devices prior to search. Index based searchers such as Spotlight (OS X) and

Search/Find (Windows) rely upon the software building up knowledge of data and

behaviours throughout use, rather than being ‘switched on’ whenever required; and

• Risk/impact of loss - Data preservation is critical within digital investigations,

with the loss of evidential data unacceptable. Writeblockers can help avoid inad-

vertent overwriting or introduction of data, but the stability and reliability of the

physical storage infrastructure is often uncertain. The ‘minimal footprint’ approach

therefore extends beyond avoiding data alteration to also ensuring minimal wear on

often fragile storage devices.

In the context of triage, the only way to increase search performance without com-

promising coverage (i.e. by ignoring unlikely devices or logical locations) is to improve

the prioritisation of files for examination. This challenge is quite similar to that faced

by search providers when indexing vast networks, and is a problem currently addressed

at that scale by effective crawl strategies. Whilst we are dealing with geographically and

logically smaller landscapes, the problem remains the same as that we started addressing

in chapter 3: namely, can we use our recognition of materials encountered (in this case,

known ‘of interest’ and ‘ignorable’ files) to guide a more efficient search?

5.2 Developing a File System Crawl Strategy

Initially designed and implemented for use in World-Wide Web (WWW) indexing and

search, crawl strategies are a relevant means for accelerating search within file systems -

a task made more urgent by growth in domestic media storage capacities. Web search is

effectively file search writ large, at a scale where arbitrary walks most likely would never

complete without the aid of vast infrastructure. Even if successful, the dynamic nature

of content means much of the crawled data would be out of date prior to each crawl’s

completion.

Unlike file system search, web crawlers can leverage an efficient linking mechanism, in

the form of HTML links within pages - it standing to reason that HTML linked content is
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more likely than not to be topically linked to an examined page. Local files typically don’t

contain such a convenient linking mechanism, with the file system structure providing the

most obvious source of clustering.

On a more positive note, file systems typically follow a simple tree structure rather

than the eponymous web structure of the WWW. Symbolic links (‘shortcuts’ on Windows

based systems) and pipes can emulate the bidirectional nature of Directed Acyclic Graph

(DAG)s, but such files can be easily identified and treated accordingly. Therefore, a

crawler need only deal with tree structures.

A consideration for any searcher working within an investigative framework is that of

minimal footprint - i.e. ensuring data preservation by avoiding unnecessary use of possibly

evidentiary infrastructure, minimising wear and the corresponding risks of errors or failure.

We can therefore reasonably assume that the crawler shouldn’t conduct a complete sweep

of a filesystem’s structure prior to commencing in-depth examinations.

5.3 Monte-Carlo Tree Search

Monte Carlo Tree Search (MCTS) methods are algorithms designed to produce progres-

sively more effective decision outcomes by successive refinement of a randomly expanding

search tree. Utilised predominantly in the arena of automated game playing (e.g. Go

being a popular target), MCTS can be applied in any domain appropriate for tree-based

representation (Browne et al., 2012). Rather than mapping an entire landscape of po-

tential moves and their eventual outcomes, sample moves in a game tree are simulated

and assessed for their utility (value). Where nothing is known of particular moves’ utility,

selections are made at random. Once some outcomes are known, branches can be selected

on the basis of expected high utility (i.e. exploitation), or through the desire to evaluate

further outcomes (i.e. exploration). Once a leaf (outcome) is identified and assessed, the

result is then propagated back up the tree. Each node records its visit count and over-

all score for child nodes, allowing subsequent node selections to occur without traversing

entire branches. Importantly, this also makes the average scores of moves immediately

accessible to the operator - no additional processing is required to observe nodes’ values

as estimated at any point in time. This also makes the approach valuable in situations

where a complete examination of all outcomes is not required - the algorithm can be set

to run for a defined period, with accuracy improving the longer it is allowed to continue.

Multi-Armed Bandit

A problem whereby a finite set of resources can be spent through a number of

competing options with unknown or partially known attributes. These attributes

can become clearer through selection, though at a cost of available resources. Named

after “one armed bandits”, the slang for poker/slot machines, due to the approach’s

similarity to that of a gambler seeking an ‘optimal’ combination of bets to make on

a selection of such machines.

By MCTS we refer to the Upper Confidence Bounds for Trees (UCT) algorithm first

proposed by Kocsis and Szepesvári (2006). Described as “the most popular algorithm
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Weight/Bias Summary

Exploration ‘Inquisitive’ search, where the crawler places a greater em-
phasis on navigating widely through the available landscape,
with the potential pay-off of greater rewards in future.

Exploitation A ‘greedy’ search, whereby the crawler immediately focuses
upon an area returning positive results, remaining at that
location until the value is exhausted. Potentially greater
future payoffs are deferred in the interests of immediate re-
ward.

Table 5.1: Exploration vs Exploitation

in the MCTS family” by Browne et al. (2012), this algorithm employs the UCB1 policy

(Auer et al., 2002) as the allocation strategy for selecting nodes within the tree, treating

each such selection as a multi-armed bandit problem. Specifically, a node n is selected so

as to maximise:

scoreUCT(n) =
sum(n)

count(n)
+ 2Cp

√
2 log(count(parent(n)))

count(n)

where Cp is a constant used to weight exploration vs exploitation (summarised in

table 5.1), sum(n) is the sum of all scores achieved by previous traversals through node

n, count(n) is the visit count for the particular node and parent(n) denotes the parent

of the node. Note that the first term in the equation is simply the average result from

previous iterations through the node, and the second term accounts for the variance in

that estimate. Tiebreak situations are resolved through random selection.

The balancing of exploration vs exploitation within search algorithms can be a great

challenge in its own right. UCB1 uses the constant Cp as a means to trade off explo-

ration against exploitation, with Kocsis et al. (2006) identifying Cp = 1√
2

as satisfying the

Hoeffding-Azuma1 inequality.

MCTS, combined with UCT, has been the subject of research aiming to improve its

efficacy, largely in the field of two player games (Enzenberger et al., 2010; Gelly et al.,

2006). Single player games have also been considered (Schadd et al., 2012). File system

search can be regarded as a single player game of finding the optimal score (the target

files) within the shortest clock time or iteration count, with the investigative and physical

nature of the search being taken into account, namely:

• I/O: Where will the bottlenecks be within this search? Given the intentionally

lightweight memory and processor requirements of MCTS, how will the host system’s

speed impact on file examinations and scoring?

1A concentration inequality for bounded random variables - to simplify, a means to measure the prob-
ability of future deviations from the mean/median of a random sequence - in this case, bounded between
0 and 1. This assumes a martingale, being a random sequence whereby the probability of future outputs
is not affected by past results - akin to an unbiased roulette wheel.
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Figure 5.1: MCFS inputs and outputs - a simplified view.

• Intention: Is this search seeking to identify all items of potential investigative

value, as many items of investigative value as possible within a set timeframe, or

any items of investigative value in as short a period as possible?

• Clustering: The efficacy of MCTS relies upon similar outcomes being clustered

within the tree structure, so that performing a series of “good moves” ultimately

increases the percentage of successful outcomes in that part of the tree (and vice

versa). Given our treatment of identifying items of interest as successful outcomes,

we are operating under the assumption that at least some degree of clustering will be

inherent within the candidate file system(s). This is a reasonable assumption in the

situation of a hierarchical file system, given the typical use of a directory structure

is precisely to ensure clustering and co-location of like information.

5.4 Monte-Carlo Filesystem Search

Monte Carlo Filesystem Search (MCFS) enhances MCTS for the file search problem

through the use of virtual branches, inline container (archive file) expansion and both

metadata and file content based scorers. Figure 5.1 summarises the MCFS approach in

terms of required inputs and outputs of the system, while Algorithm 1 defines the actual

search procedure used.
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5.4.1 File System Structures & Removing Redundant Visits

Unlike potential moves within games such as chess and Go, extremely deep (virtually

infinite) tree structures should not be assumed to occur within file systems. Most archi-

tectures support subdirectories several thousand iterations deep, but such structures will

typically become unwieldy and impractical – particularly for human users. On the other

hand, larger datastores and archives may require such depth as a means of maintaining

manageability and compatibility across legacy systems.

Even limiting our target usage scenario to domestic devices such as PCs, tablets and

mobile phones still involves a very high degree of variance in anticipated file system size,

bandwidth and complexity. Individual investigators’ experience with and knowledge of

particular devices’ usage may lead to some degree of predictability, but this has been

undermined by the increasing integration of offsite/cloud-based storage offerings such as

Google Drive® and Microsoft SkyDrive®. For example, the live examination of a domestic

PC can currently be reasonably assumed to involve the analysis of up to an average of 2-3

storage devices’ worth of data at reasonable bus speeds. However, such a PC (or indeed

tablet/mobile phone) can also transparently leverage cloud-based file stores of virtually

unlimited storage capacity, access to which can be made during search warrant execution

if the investigator suspects that data may constitute evidential material.2

File systems can be far less symmetric than the tree representation of potential moves

within the game of Go. For this reason, during search we record whether all the children

of a particular node have been completely examined (i.e. all subsequent paths to a leaf

node traversed) and therefore the branch is exhausted. This ensures efficiency by avoiding

repeat iterations of known sequences, but would not be practicable in situations where

dynamic (or extremely large) trees are anticipated.

5.4.2 Treating Content Directories Differently with Virtual Branches

A key feature of the MCTS algorithm is that unvisited nodes’ values are infinite, forcing

every child of a branch to be visited prior to any repeat visits being undertaken. This

presents a challenge within file systems, whereby a branch (i.e. directory) can contain any

ratio of files (leaves) to subdirectories (branches). The algorithm’s walk will be statistically

pushed to either depth or breadth-first depending upon this ratio.

Our customisation of the MCTS algorithm (refer Algorithm 1) is to create a new

virtual subdirectory (termed a virtual branch) within each directory3 when it is first ex-

panded, separating all subdirectories from content files. Thus we effectively move all nodes

containing content files to the leaves of the directory structure. The resulting MCFS algo-

rithm will no longer be prevented from entering a sub-branch of the filesystem tree simply

because the root of that sub-branch is co-located with a large number of content files.

Once the virtual branch has been created it is treated as a standard subdirectory for

all subsequent selections. We acknowledge this approach introduces potentially redundant

2Section 3L(1) Crimes Act 1914 (Cth)
3This applies to all nodes with readily identifiable children. For example, archive files (e.g. tar, zip)

are treated as branches.
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Algorithm 1 Monte-Carlo Filesystem Search

input: filesystem root directory - n<root>

parameter: node (directory/file) scoring function - score()
output: score for each node (directory/file)

MAIN()
for iteration in 1 ... limit do

MCFS(n<root>)

MCFS(node: n)
if ¬isBranch(n)* then
exhausted(n)← true
return score(n)

else
if containsBothFiles&Subdirectories(n) then

MoveFilesToNewSubDir(n)
candidates← {i ∈ children(n) | ¬exhausted(i)}
if |candidates| == 0 then
exhausted(n)← true
return null

else
child← arg maxi∈candidates score(i) **
val← MCFS(child)
if val 6= null then
sum(n) += val
count(n)++

return val

MoveFilesToNewSubDir(node: n)
files← {i ∈ children(n) | ¬isDirectory(i)}
subdirs← {i ∈ children(n) | isDirectory(i)}
newdir ← new directory(files)
node← new directory(subdirs ∪ {newdir})

*‘Branch’ in this context refers to any node capable of containing children - for example, archive files
are treated in the same manner as directories

**If maximum scores are tied then select child either randomly or using the Tiebreak rule

processing to the algorithm, since MCTS needn’t perform a full assessment of every node

within a tree. However, the disambiguation of files and directories within most file systems

is a fast process, not anticipated to materially impact performance in most cases.

5.5 Integrating Domain Knowledge and Heuristics

MCTS ostensibly appears a good method to rapidly assess a tree, but total reliance on

random selection can be inefficient where readily apparent biases exist. Such “domain

knowledge” is a readily available performance enhancer in guided search, particularly

within specialised searches such as those within child protection investigations. An inves-

tigator with rudimentary IT knowledge will instinctively check locations known to have

housed files of interest in past investigations (e.g. “Downloads” within a user’s home di-

rectory). An obvious method for improving our automated approach is to introduce such

domain knowledge to the node selection process, with an eye to remaining consistent with
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our desire for minimising processing and memory requirements. As detailed within Sec-

tion 2.6.1, a large proportion of CEM files shared on P2P networks have very descriptive

names - presumably to make them more desirable to online file sharers.

The efficacy of introducing domain knowledge within Monte-Carlo based search has

already been shown by Chaslot et al. (2008), with Progressive Bias (PB) used as a means

for balancing predicted against actual results. The use of a diminishing bias does give

us the ability to push the crawler without risking being overrun by potentially inaccurate

knowledge.

PB has three key characteristics:

• Bias: A bias within the range [0,1] is calculated and added to each potentially

selected node’s MCFS result, pushing the crawler towards pre-identified “successful”

areas;

• Progression: The PB score is reduced as the crawler continues, thereby reducing

the bias’ influence as our results tree grows;

• Training: Under PB pre-determined series of n iterations are used to identify po-

tential clusters of good results, with this training used to inform the bias.

The use of a training phase within our usage scenario is both problematic and unnec-

essary. Firstly, such activity seemingly contradicts our stated goals of speed and efficiency,

but more significantly, PB appears designed for very large landscapes such as Go, where

player moves have a cascading effect on future options. Our scenario typically involves

smaller, finite landscapes with independent moves, whereby incorrect selections simply de-

lay (rather than negate) success. There are no “losing” moves per se, meaning a learning

phase will get limited feedback.

We added two prioritiser mechanisms to MCFS, assigning scores based on domain

knowledge to each node encountered during the crawl4:

• Biased MCFS (MCFS-B): MCFS-B (below) isn’t completely dissimilar to the

learning phase proposed by Chaslot et al. (2008), but we chose instead to implement

file metadata (i.e. directory name / file name) based similarity measures as low cost

sources of bias in this work. Thus we bias the node selection score of the Upper

Confidence Bounds for Trees algorithm (discussed in Section 5.3) by adding a term

as follows:

scoreMCFS-B(n) = scoreUCT(n) +
bias(n)

count(n) + 1

where bias(n) denotes a file metadata-based similarity measure in the range [0,1].

• Boosted MCFS (MCFS-BO): MCFS-BO is a variation on MCFS-B, whereby

similarity is used to multiply node selection scores, rather than being added. The

intention is to maintain the bias as a ratio of the underlying UCT algorithm.

scoreMCFS-B(n) = scoreUCT(n)× (bias(n) + 1)

4Unlike file scores, node scores are only used during the playout phase and don’t carry over into the
base MCFS algorithm.
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• Tiebreak Only (MCFS-TB): Whilst aiming to be lightweight, metadata analysis

still imposes a computational performance penalty on the MCFS selection process.

Instead of requiring calculation during every step in the process, in this scenario we

limit the use of similarity scores to tiebreak situations - at least once for each node

(through the parent branch’s expansion phase).

5.5.1 Scoring Nodes

A challenge in treating file search as a game is how to score the results: If the searcher only

wants to find a particular file, then secure hashing is reliable, ensuring false positives/neg-

atives remain negligible. MD5 hashsets are prevalent across law enforcement, leading to

the algorithm’s selection as default, binary scorer.

Beyond files of interest, the crawler should be able to minimise interaction with known

ignorable files - for example, commercial binaries and operating system components.

The aims of speed, efficiency and accuracy inevitably require compromise. Secure

hashes such as MD5 are of established value with datasets readily available, but provide

limited similarity values - a file either is or isn’t identical to a known value. The crawler

is denied any feedback until a known file (either of interest or ignorable) is encountered,

reducing MCFS to a random walk. Giving the crawler some information, however minor,

can inform the search, improving performance at minimal cost.
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Three file scoring methods are proposed for use with MCFS:

• Simple Scorer - For this approach, known files of interest are given the score 1,

known ignorable files 0, and unknown files 0.5 5

score(f) =


1 if f ∈ KnownOfInterest

0 if f ∈ KnownIgnorables

0.5 otherwise

where f denotes a non-directory file.

• Type Of Interest Scorer - Scoring function granularity is increased by taking into

account the file type. A list of file types of interest is generated (e.g. all multimedia

files), and two weights are introduced: θ(TOI) ∈ [0, 1] as the score for all files of

those types, and θother < θTOI for all other files. In this way, image files could for

example be scored higher than text files. The value(s) assigned to the weights can

be set directly by the user or optimised over a training set (as is performed within

experiments detailed later within this document).

score(f) =



1 if f ∈ KnownOfInterest

0 if f ∈ KnownIgnorables

θ(TOI) if type(f) ∈ TypesOfInterest

θ(other) otherwise

• Similarity-based Scorers - Granularity of the scoring function is further increased

by taking into account the similarity between file content and that of known files

of interest. In this case the θTOI weight is replaced by the formula below, where

the θ(min) is the minimum score assigned to files with a type of interest, and the

maximum similarity between the file and any file amongst the known files of interest

is used to increase this score up to a maximum of 1:

θTOI(f) = θ(min) + (1− θ(min)) ∗MaxSim(f)

where

MaxSim(f) = max
f ′∈KnownOfInterest

similarity(f, f ′)

The particular content-based similarity measure used will depend on the application

domain. To date, image similarity measurements have been used within experiments.

In accordance with the proofs established by Kocsis et al. (2006), all scorers are re-

stricted to returning values in the range [0,1].
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Selection Criteria Prioritisers Tokenizers
Best First

MCFS

MCFS-B

MCFS-TB




Multinomial Naive Bayes

Logistic Regression

Cosine Similarity




2 to 3gram (no stemming)

2 to 4gram (no stemming)

Non-word character splitter (with stemming)

Figure 5.2: Selection criteria, Prioritisers and Tokenizers

5.6 Experiments

5.6.1 Dataset

Thirty three separate electronic storage devices6 were identified as suitable for experiments

and in keeping with the agreed conditions (listed below). All of the devices’ contents were

preserved, acquired and analysed by Australian Federal Police (AFP) DF Melbourne Of-

fice members during 21 investigations into possession and online trading of CEM from

2006 to 2013. All electronic media seized by the AFP are acquired as forensic images

using laboratories and procedures accredited to ISO 17025, as assessed by National Asso-

ciation of Testing Authorities, Australia (NATA), with identification and classification of

CEM undertaken by trained investigators. Internal and external review (including defence

counsel rights to cross-examination) ensure a high level of accuracy in the classification of

materials.

We sought and obtained access to the preserved data associated with the aforemen-

tioned media. Access to this data was subject to conditions including the following:

• Finalised Matters Only: Only materials relating to finalised matters (i.e. those

having been dealt with by relevant court(s) and no longer subject to appeal) could

be used.

• Restricted Movement: Materials (including CEM) couldn’t leave AFP systems.

• Restricted Access: No persons beyond authorised AFP personnel could access the

data.

An experimental harness was then established in order to conduct simulated tests using

separate configurations of file scoring (refer Section 5.5.1), node scoring and the MCFS

algorithm itself. Batch crawls were conducted, with items’ corresponding forensic images

(all in Expert Witness Format (EWF)) mounted to a centOS 6.5 virtual machine using

Libewf(libyal, n.d.). Volumes located on all active partitions (as identified using the mmls

tool from The Sleuth Kit(Carrier, n.d.) were in turn mounted to the host Operating

System (OS). A subsequent C# based crawler running on Windows 7 was used in tandem

with MountImage Pro(GetData, 2018) for generating PhotoDNA hashes. In summary,

the following data was generated or obtained during these crawls:

5An arbitrary figure selected for being midway between the two values
6As measured at the device level - i.e. a computer containing 2 hard disk drives is counted as 2 items
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# Description # Files # Directories9 Avg File Depth # Files of Interest
A1 External HDD 1861 228 2.77 17 (0.913%)
A2 USB memory Stick 67 1 0.01 10 (14.925%)
A3 Internal HDD 135215 3591 6.63 883 (0.653%)
A4 Internal HDD 87476 8465 9.32 58 (0.066%)
A5 Internal HDD 130318 14966 7.27 22 (0.017%)
A6 Internal HDD 71225 5687 7.72 102 (0.143%)
A7 Internal HDD 533444 78914 24.63 4 (0.001%)
A8 Internal HDD 46917 19664 15.79 9 (0.019%)
A9 External HDD 170196 6904 2.45 108 (0.063%)
A10 Internal HDD 200064 27577 7.89 467 (0.233%)
A11 USB Memory Stick 2405 131 9.22 25 (1.040%)
A12 USB Memory Stick 497 57 6.00 30 (6.036%)
A13 USB Memory Stick 2343 245 4.43 11 (0.469%)

Table 5.2: Device summary - Training Corpus

• Cryptographic Hashes: Message Digest 5 (MD5) and Secure Hash Algorithm 1

(SHA-1) hashes;

• PhotoDNA: Image similarity hashes (where applicable);

• Archive contents: Archive files are parsed, with all child files/directories treated

as per ‘normal’ files/directories within the filesystem;

• File types: File content type, as identified by the Windows OS;

• File size: File length/size;

• File name: File name;

• File path: Path/parent node of file;

Data obtained during these crawls was merged within a MongoDB database, forming

the basis for simulated crawls to be run on the resulting metadata. The resulting dataset

was temporally split7 into a training set consisting of six external devices (two external

HDDs and four USB memory sticks) and eight internal HDDs, and a test set consisting

of four USB memory sticks, two external HDDs, and four internal HDDs. These sets are

detailed in tables 5.2 and 5.3, respectively.

In line with the desire to maintain user-end simplicity and user friendliness, classifica-

tion and segregation of devices was limited to their physical nature - external (e.g. USB

memory sticks) and internal (e.g. SATA HDDs located within devices). This is a legacy

of the item labelling system in use at that time within DF. Arguably, a more relevant

demarcation in our context would be ‘bootable’ or ‘data only’, referring to the presence

(or absence) of an operating system and applications, with their associated directory

structures. Identification of operating systems/bootable media could be programatically

performed, but this was regarded as out of scope for these experiments, due largely to the

aim of requiring minimal (if any) domain knowledge for basic operation.

7According to the assigned unique, incremental item identifier
9Not including root
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# Description # Files # Directories9 Avg File Depth # Files of Interest
B1 Internal HDD 1039 108 1.91 3 (0.289%)
B2 Internal HDD 2352 213 4.36 11 (0.468%)
B3 USB memory stick 5056 55 1.32 80 (1.582%)
B4 USB memory stick 998 15 1.27 1 (0.100%)
B5 USB memory stick 3720 47 1.32 79 (2.124%)
B6 Internal HDD 242618 47523 7.11 5 (0.002%)
B7 External HDD 32332 2904 4.88 17 (0.053%)
B8 USB memory stick 2507 481 2.97 4 (0.160%)
B9 External HDD 4251 59 1.64 44 (1.035%)
B10 Internal HDD 114509 14114 6.78 5 (0.004%)

Table 5.3: Device summary - Test Corpus

5.6.2 File Scoring

A historic version of the AFP Child Exploitation Tracking System (CETS) database from

2012 was used as our corpus of MD5 and PhotoDNA hashes (refer 5.5.1) of known files

of interest (FOI). Beyond providing the schema detailed within Chapter 4, the broader

CETS project includes a database of investigator annotations gathered during CEM in-

vestigations.

The National Software Reference Library (NSRL) v2.43(National Institute of Stan-

dards and Technology, n.d.) is an internationally used dataset of file hashes and basic

metadata associated with “known, traceable software applications” - in other words, ‘ig-

norable’ files in all instances other than intellectual property matters. The version used

contained a collection of 36,108,466 unique hashes taken from 123,298,485 files. The NSRL

only includes base filenames (rather than full default installation paths), limiting its use

in training domain knowledge.

We use PhotoDNA, a proprietary algorithm made available to law enforcement by

Microsoft as our image similarity measure. The PhotoDNA algorithm generates hashes

based upon features extracted from candidate images, making it a useful tool for iden-

tifying resized/cropped or otherwise altered versions of known images of interest. We

note that similarity measurement is based upon edit distances between hashes - beyond

performance considerations, a key advantage of this approach is the one-way nature of

the hashing algorithm10. Unfortunately (from a research perspective), the algorithm it-

self appears unavailable for review or analysis by outside parties, making independent

assessment difficult. PhotoDNA’s use by agencies such as Victoria Police and the AFP

(the aforementioned CETS database including PhotoDNA hashes) does make it suitable

within our experiments, given it is a readily implementable enhancement for existing search

methodologies.

Skin tone detection is a simple method for identifying exposed skin, a common (though

by no means integral) component of CEM and pornography. Whilst insufficient for reliable

CEM search (the shortcomings are described in some detail within Section 2.6.5), a bias

towards multiple files containing high concentrations of skin-colored pixels could at least

indicate the presence of sexually explicit materials. We therefore implemented a skin

10Carrying sensitive data to target premises is ill-advised for most investigations!
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Scorer Summary

Cosine similarity A measure of similarity between two vectors - in this case,
populated by our path ngrams. Similarity is measured ac-
cording to the quantity of common non-zero entries. This
approach doesn’t penalize vectors of disparate non-zero
lengths - crucial when one considers the larger quantity of
terms in the ‘files of interest’ vector.

Multinomial Naive Bayes An approach whereby the classifier constructs a probability
model of trained terms - e.g. if 100% of instances involving
term x are associated with class y, the model will always
assign x against y in isolation. The approach is ‘naive’ as
no attempt is made to understand correlations of terms/at-
tributes. ‘Multinomial’ Naive Bayes measures the frequency
of attributes rather than simple presence.

Logistic regression This method predicts probabilities of classes (to be spe-
cific, the default class in a choice of two). Unlike
Naive Bayes, probabilities are log transformed and at-
tempts made to establish optimal weights for identified
features. Based upon the implementation by LingPipe
API - see http://alias-i.com/lingpipe/docs/api/com/

aliasi/stats/LogisticRegression.html.

Table 5.4: Node Scorer algorithms explained

tone percentage scorer using the CvAdaptiveSkinDetector within OpenCVSharp (Shimat,

n.d.), whereby an image’s score would be boosted from the type of interest score by a ratio

built on the skin tone percentage.

No convenient, off the shelf methods for achieving similarity scores or skin tone de-

tection within movie files were identified during the design and execution of experiments

around Monte Carlo Filesystem Search (MCFS), with the only viable methods identified

requiring a level of processor and/or memory capacity incompatible with the stated goals

of avoiding such overheads. The absence of scorer granularity for such files does represent

a limitation within this work. Interestingly, the experiment results (detailed later within

this work) confirm the MCFS algorithm’s outperforming baseline searches even in devices

with a higher proportion of movie files.

5.6.3 Node Scoring

A combined list of unique file names & paths of 191,249 manually labelled CEM files and

50,045 ignorable files was provided to us by Victoria Police (Australia), sourced from cases

unrelated to the devices used for testing. We gathered a list of filenames and paths of inter-

est to train three metadata based file prioritisers, based upon a Cosine similarity scorer,

a Multinomial Naive Bayes (NB) classifier, and a logistic regression scorer (refer table

5.4). The cosine similarity and NB scorers were trained with the paths tokenized either by

splitting on non-word characters (and then stemming), 2-3 and 3-4 character grams. We

created a basic model of 48 patterns observed in ignorable and child exploitation filenames

for use as features in creating the logistic regression scorer.

http://alias-i.com/lingpipe/docs/api/com/aliasi/stats/LogisticRegression.html
http://alias-i.com/lingpipe/docs/api/com/aliasi/stats/LogisticRegression.html
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5.6.4 Test Approaches

A number of scenarios were selected with the aim of providing an holistic sample of typical

search scenarios, particular to the field of forensic image search:

• Approach 1: Uninformed Search - Files are examined in an uninformed fashion

- in this case, depth-first (akin to the Unix/POSIX find tool).

• Approach 2: Informed Search - A best-first crawl based on metadata informa-

tion, as discussed within Section 2.6.1.

• Approach 3: MCFS - File examination ordering is directed by the MCFS algo-

rithm, MCFS-B and MCFS-TB.

The purpose of these scenarios is twofold: to establish the value of MCFS as a search

methodology, and to assess the algorithm’s ability to cope with varying file system hier-

archies and distributions of files of interest.

Each test was allowed to run until every item’s file of interest (FOI)11 was identified

by the software.

5.6.5 Evaluation

Performance is measured as the number of files examined within each device (expressed

as a percentage of total files within the device) prior to the first and all files of interest

being located, averaged across all devices within the datasets.

5.7 Calibrating Performance on the Training Set

The performance of an approach such as MCFS relies heavily upon the tuning of inputs

according to the anticipated landscape. We therefore assessed four main inputs, as detailed

below:

5.7.1 Balancing Exploration vs Exploitation

As discussed in Section 5.3, Cp is used as a means for balancing the tradeoff between

exploration and exploitation of known positive results. Low values emphasise exploitation,

higher values exploration.

An initial trial run of all items within our training corpus was conducted using the

standard MD5 scorer, with the Cp variable set in the range [0.2,2.0] with increments of

0.2. This reflects findings observed within earlier tests on simulated datasets. We also

included the value Cp = 1√
2
≈ 0.71 to assess whether the settings suggested by Kocsis

et al. (2006) apply within our intended landscape.

Searches across devices tended to perform best with a low (0.2) Cp value, leading us to

add Cp values of 0.1 and 0.01 in an effort to identify the best performer. Figures 5.3 and

5.4 show the results, with Cp = 0.2 performing best when seeking the first file of interest,

11A file identified within the CETS dataset as containing child pornography
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and Cp = 0.1 for all found. Cp = 0.1 was observed outperforming Cp = 0.2 at the point of

third file of interest found, leading to a number of possibilities:

• The use of weights for file types introduces a risk of excessive bias, particularly

during early stages of the crawl;

• Files of interest tend to be tightly (but not necessarily absolutely) clustered. The

risk of individual outliers being overlooked within individual cases remains real, but

is tempered by the use of unique cryptographic hashes.12
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Figure 5.3: Training Corpus - Testing known ignorables and tuning exploration vs ex-
ploitation - First File of Interest Found. Refer Table D.1 (Appendix D.1) for tabulated
results

On the whole, Cp = 1√
2

proved disappointing within this context, being regularly out-

performed by lower values - unsurprising when one considers the different landscape within

this usage scenario. In terms of impracticality of measurement, Kocsis and Szepesvári

(2006) faced an effectively infinite tree with good and bad game moves having a cascading

effect through branches. In this use case, the challenge is to make selections throughout a

large but measurable tree in an efficient (if not near optimal) basis.

5.7.2 Known Ignorables

The introduction of a known ignorable hashset needs to provide a performance improve-

ment sufficient to at least offset the additional memory and processing overheads. We

12File classifications listed within CETS are themselves reviewed, leading us to assess the risk of biased
manual classifications/labels as marginal to low
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Figure 5.4: Training Corpus - Testing known ignorables and tuning exploration vs ex-
ploitation - All Files of Interest Found. Refer Table D.2 (Appendix D.1) for tabulated
results

therefore conducted a set of parallel tests with our simple scorer. Figures 5.3 and 5.4 show

the results, with a near consistent outperformance when the known ignorable hashset was

used.

The exception to this rule occurs when Cp approaches absolute exploitation, effectively

reproducing best first search by minimising the impact of visit count on node selection.

A crawler strongly biased towards exploitation will be heavily influenced by nodes scored

early within the crawl. The sheer size of the NSRL dataset, plus the fact that it includes

common operating system files, means a crawler is more likely to encounter ignorable files

than files of interest - particularly during early stages of a search, when the crawler is

effectively performing a random walk.

5.7.3 Optimising File Scorer Weights for Unknown Files

The use of file types of interest (TOI) within the crawler in effect amounts to a specialised

but ultimately probabilistic ‘guess’ as to a file’s value to the searcher. A search for CEM

is far more likely to find value within multimedia files than it is within raw text, vice-versa

within fraud matters.

Given our research focus on CEM, file types of interest (TOI) within this work are

defined as any formats capable of being rendered as still images or video, with θTOI

and θother tested in the range [0.01,0.99], in line with the file score range of [0,1]. The

optimisation of θTOI and θother had a positive impact on performance, particularly in later

stages of search - figure 5.5 showing a comparatively smaller spread of outperformance

against the binary scorer, as against figure 5.6.
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Figure 5.5: Training Corpus - File type weight tuning - First File of Interest found. x axis
major ticks denote θother, minor ticks θTOI . Depth first results shown as comparison.

A definitive, ‘optimal’ θ combination couldn’t be readily identified within the train-

ing corpus, reflecting the variability of structure between devices. Generally speaking,

assigning a lower-range value to θother and a mid-range value to θTOI provides the best

overall performance, with performance decreasing as either θ approaches the upper or

lower bounds. Figures 5.7 and 5.9 show the distribution of combinations’ performance,

generally following the aforementioned rule. It should be noted, however, that whilst

these plots do show the relative performance means for each configuration, many results

are extremely similar (if not interchangeable) once standard error is taken into account,

as depicted within figures 5.5 and 5.6.

Granular scorers (PhotoDNA and skin tone detection) saw similar impacts from θ

tuning, though interestingly the skin tone based scorer’s performance is less impacted

than that utilising PhotoDNA. This is possibly related to the independent nature of skin

tone detection, not relying upon previously observed data for estimating unknown files’

value.

A level of noise is visible within the distributions, particularly that for first FOI found

(Figure 5.7). Furthermore, a large proportion of combinations’ results fall within each

another’s standard error. It is reasonable to say that these experiments would most likely

benefit from a larger corpus, but the general trends and performance are visible.

For example, the best performing θTOI/θother combination when seeking the first file

of interest was using 0.8/0.6. Three other combinations’ (0.5/0.3, 0.6/0.4, 0.7/0.5) results
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Figure 5.6: Training Corpus - File type weight tuning - All Files of Interest found. x axis
major ticks denote θother, minor ticks θTOI . Depth first results shown as comparison.

fell within the standard error. The difference between weights appears more influential

than the underlying values themselves.

Less definitive combinations were observed when examining performance for all FOI

found. In this case, 0.9/0.3 was the best combination, but a further 32 combinations fell

within the standard error.

The best performing combinations for PhotoDNA were 0.2/0.1 for first hit and 0.1/0.1

for all FOI found. As with the simple file scorer, fourteen different file type weight com-

binations fall within the standard error of the optimal, largely around a combination of

very low default values with moderate type of interest values.

The skin tone based scorer saw best results using 0.2/0.2 both for first hit and all

FOI found. Interestingly, two scorers within the standard error of the optimal for all FOI

found contain optimal weight combinations where type of interest values are lower than

the default (0.2/0.3 and 0.1/0.2).

We only use the optimal file type weight combinations for validation, but the repeated

observation of multiple configurations falling within the standard error of optimal combi-

nations leads to the conclusion that this aspect of our experiments would benefit from a

larger corpus for testing and evaluation.
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Figure 5.7: Training Corpus - File type weight tuning - First File of Interest found

5.7.4 Selecting Prioritisers for Informed Search

Cosine similarity combined with non-word character splitting performed best of our avail-

able informed search scorers. On the whole, our informed search scorers performed poorly,

with only cosine similarity based scorers performing to an adequate standard. Figure 5.10

shows the results - whilst our informed search performed adequately (all FOI being found

after an average of approximately 44% of files present), our MCFS based scorers easily

outperformed the baseline (depth first) scorers. In fact, MCFS-B and MCFS-TB using a

PhotoDNA scorer located all FOI faster than the informed search found could locate the

first FOI.

5.8 Findings and Discussion

We conducted a series of experiments comparing MCFS based crawls across the test

dataset (refer table 5.3), using well-established informed and uninformed searches used

as benchmarks. Optimal file type weight combinations were established using a training

dataset, as detailed within Section 5.7.

5.8.1 File Scorers

Figure 5.11 displays our optimal searchers’ performance across the test corpus, with results

shown for first hit and all found. All scorers easily outperform depth-first search - by at

least two thirds across internal devices, and at least around one third on external devices.
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Figure 5.8: Training Corpus - File type weight tuning - All Files of Interest found

5.8.2 Informed Search vs MCFS

Domain knowledge enhanced MCFS implementations underperformed expectations. Whilst

outperforming best-first search in all instances, Figure 5.11 shows MCFS-B only marginally

outperformed MCFS in some instances, but never to a degree outside standard error for

both. MCFS-TB returns marginal improvement when using PhotoDNA, but otherwise

displays poor performance when compared with MCFS.

5.8.3 Internal vs External Devices

We anticipated varying results between internal and external devices, given the tendency

of internal devices being used for operating system installations (and therefore maintaining

associated file system structures). Figures 5.12 and 5.13 show the contrast between the

two.

As an example, B2, an internal HDD with comparatively few files and directories,

contains a tight FOI cluster. The crawls reflect this, with steep lines reflecting the rapid

identification of all remaining FOI once the first is encountered.

The crawl for B3, a USB memory stick with FOI located across numerous locations,

shows the impact of such a topology. Domain knowledge performed poorly on this device,

with the best first search performing worst of all scorers shown. Depth first search initially

performs strongly with the crawler initially striking a cluster of FOI, but progress slows

dramatically after approximately half of all FOI are located.The PhotoDNA scorer based

crawl closely tracks the depth first approach until this point, whereupon it continues its
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Figure 5.9: Training Corpus - Granular scorer file type weight tuning. Refer Appendices
D.3 and D.4 for tabulated data
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Weights
# FOI
Found

Scorer Type of
Interest
θTOI

Other
Files
θother

1st Type of Interest 0.8 0.6
All Type of Interest 0.7 0.01
1st PhotoDNA 0.2 0.01
All PhotoDNA 0.1 0.1
1st Skin Tone 0.2 0.2
All Skin Tone 0.2 0.2

Table 5.5: Training set best performing file type weight combinations. Note: Numerous
configurations perform within standard error of each top performing combination. Refer
Appendices for tabulated data.

steep climb to locating approximately
3

4
of all FOI. It comfortably outperforms the other

crawlers, reflecting strong feedback available to the scorer.

In its basic form, MCFS has shown itself to be an effective method for accelerating

file system search, particularly in larger, complex tree structures. Search efficiency can be

improved by around a third compared to uninformed (depth/breadth first) search, with

minimal processing and memory overhead. Whilst less effective when searching the com-

paratively simpler file system structures seen within external devices, search performance

still is materially improved.

Our non-binary, similarity based file scorers performed strongly. Of particular note,

PhotoDNA performed extremely well, identifying all FOI in less than half the time taken

by uninformed search. We have no doubt that the high level of performance is at least

partially due to comparatively high scores given to unknown CEM imagery encountered

during the crawl, indicating a high level of robustness within the algorithm.

Skin tone based scoring shows promise, providing some performance improvement when

using MCFS-B. Whilst not as effective as PhotoDNA in this instance, the lack of reliance

upon known FOI similarity datasets makes this scorer suitable in situations where such

information is unavailable.

The utility of domain knowledge was lower than expected when combined with MCFS,

though we draw encouragement from the outperformance of equivalent best-first searches.

It would appear that our text-based features suffer from a lack of knowledge of our target

devices, indicating a high degree of variability even within a field as seemingly specialised

as CEM (an issue already discussed within chapter 4). Whilst good domain knowledge

has been shown to improve performance in Monte-Carlo based search, the underlying use

of random selection and online learning means the algorithm is less susceptible to issues

such as overfitting than classifiers purely based upon feature matrices as in Marturana

and Tacconi (2013).

The approach taken with MCFS differs from related work in this field by prioritising

the order of files subjected to ‘deep’ examination based upon file system hierarchies and

learned experience, rather than attempting to predict file value according to previously

identified features. We have shown that not unlike the findings of Roussev and Quates

(2012), MCFS can learn from inter-source similarities in the form of known files of interest
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Figure 5.13: Example external device - full crawl progress

seen in previous investigations. With ‘always on’ scoring, analysts can observe search

evolution and override the process when obvious clusters of interest become apparent. On

the other hand, the unsupervised nature of the approach removes analysts from the burden

of continuous monitoring and manual interaction, allowing for multiple examinations to

be conducted simultaneously - a substantial performance improvement in live, on-site

examinations.

MCFS is potentially a very powerful tool when used in conjunction with the clustering

tools proposed by Beebe et al. (2011). Indexing and similarity hashing have already

been identified as resource intensive during analysis - online clustering and indexing could

greatly improve the performance of this approach by providing analysts with relevant

results early in the crawl, rather than at the end of batch processing.

Data reduction approaches such as those proposed by Richard and Roussev (2006);

Ferraro and Russell (2004) could greatly benefit from the MCFS approach, particularly

due to the ability to identify locations of interest for analyst review.

5.9 Implementing MCFS

A common DF practitioner complaint already discussed within Chapter 2 is the unavail-

ability of tools implementing emerging research. Implementation was a key considera-

tion in the design of MCFS, principally to ensure availability. The algorithm is simple

and portable, capable of implementation in languages such as C# and Python. It is
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lightweight, with the largest memory overhead arising from the need to store visit counts

and scores. Random selection is the main consumer of computational power, though the

impact relies entirely upon the selected Random Number Generator (RNG). We utilised

Java’s SecureRandom function during our experiments, but only due to a need to en-

sure randomness between threads (multiple instances being run in parallel for efficiency).

Realistically, any lightweight RNG should suffice in this role.

5.9.1 Demo Crawler

A demonstration application was written as part of the AFP’s Project Stonefish as a

proof of concept for both the MCFS algorithm and the classifier detailed within Chapter

4. Dubbed the ‘Stonefish Crawler’, the application was designed principally as a triage

tool, the key considerations being (in no particular order):

Support: Whereas the original experimental code was written in Java, C# was selected

as the target language/environment for this project - C# being the preferred development

language within the AFP.

Compatibility: DF within the AFP utilises a standard hardware/software configura-

tion for their field kit, with the established and preferred methodology for examinations

remaining direct connection to storage media via hardware write blockers, allowing phys-

ical level access via a ‘known good’ hardware/software configuration with ample memory

and processing capacity. Boot discs are the first fallback, providing physical level access

to embedded or otherwise non-removable media (such as the storage media used in Ap-

ple’s MacBook series). Live examination can be performed using the target devices ‘as is’,

but this is typically the approach of last resort. No ‘one size fits all’ language capable of

supporting all configurations currently exists. Given the need to support C#, .NET Core

(with runtime environments available for Windows, Linux and MacOS) was the obvious

choice for development. A GUI was ruled ‘out of scope’ on compatibility and perfor-

mance grounds - .NET Core not offering a GUI library, and graphics requiring additional

processing and configuration to ensure correct vision even on low resolution systems.

Speed: Materials of interest need to be found at least as quickly as existing depth/breadth

first approaches. Given the triage scenario, a measure utilising ‘first past the post’ is most

suitable.

Efficiency: As explained previously, the DF hardware configuration provides ample

memory and processor capacity, with interface speeds typically being the limiting factor

during triage. The need to run on potentially obsolete hardware negates this assumption,

leading to a need to emphasise frugality rather than convenience.

Figure 5.14 shows the initial ‘splash’ screen, including a simple interface for selecting

target drives for search. Users can elect to search multiple drives, in which case a virtual

root node is established with the selected drives as first branches - treating them as a single
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device. An obvious extension here would be to run crawls on separate devices in parallel,

but the efficiency of such an approach would rely heavily upon processing capacity and

available interface bandwidth.

Figure 5.14: Stonefish Crawler Demo - Splash Screen

Classifier as Scorer

The modular nature of scorers within the MCFS algorithm made integration with the

CEM classifier of chapter 4 simple. However, the three module classifier needs to return a

single score for use within the crawler. We regarded CETS categorisation as out of scope,

given the ‘triage’ scenario, but simply following the workflow and returning the ‘isChild’

or ‘NSFW’ modules’ confidences appears incongruous - a picture containing a child is not

necessarily more ‘interesting’ to an investigator than a pornographic image, nor vice-versa.

We implemented an extension to the Type of Interest scorer. Scoring of known

‘of interest’ and ‘ignorable’ files remains unchanged, but instead of assigning a ‘type of

interest’ value, the file is scored according to the following algorithm: If the classifier’s ‘is

pornography’ confidence is greater than 0.7, it is raised to 1 and the file is assigned the

average of the (now raised) ‘is pornography’ and ‘is child present’ values. If lower than

0.7, the ‘is pornography’ score is halved and multiplied by the available score range for

files of the types of interest. We showed 0.8 to be the most efficient floor confidence for

the ‘isPornography’ module in Chapter 4, but preliminary testing indicated an acceptable

level of false positives being encountered on target devices, whilst reducing false negatives

- particularly as many errors seemed reasonable (e.g. adult bikini/swimsuit photos). This

is a difficult balance to objectively quantify, particularly without extensive user surveys

(an activity ‘out of scope’ for our research at this time).
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Figure 5.15: Stonefish Crawler score(f) heatmap (assumes θother = 0.8)

score(f) =



1 if f ∈ KnownOfInterest

0 if f ∈ KnownIgnorables

if type(f) ∈ Image if f (isPorn)

≥ 0.7, then 0.5 + (f
(isChild)

2 )

else (f
(isPorn)

2 )× (1− θTOI)

θother otherwise

A heatmap demonstrating the application of this scorer is shown in Figure 5.15.

Search Configurations

The Stonefish crawler was also designed to demonstrate the flexibility of MCFS, with three

search levels available:

1. Quick: The crawler only examines parseable files (images), using file extensions to

identify content type.

2. Medium: The crawler checks filenames and sizes against ‘of interest’ and ignorable

hashsets. File extensions used for identifying file type.

3. Thorough: Digest values are calculated for all files and checked against hashsets.

File types are determined using file headers.
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Figure 5.16: Stonefish Crawler Demo - HTML Report (Images redacted)

All levels utilise the classifier for scoring. Calculation of cryptographic digests does in-

crease processing requirements, but we found the overhead to be minimal due to candidate

files already being read for processing (the digest and image processing threads sharing

the same buffer).

Reporting Results

Being a terminal based application, the Stonefish crawler gives live results via standard

output (i.e. text on the screen). Lightweight and dynamic, it is an output method more

suited for transient information such as updates rather than reports. We therefore chose to

output detailed crawl information to static HTML - a file format capable of being rendered

by the web browsers included within all major operating system distributions over the last

decade. All HTML elements used in the output are from standards introduced and largely

unchanged since the 1990s, again helping ensure compatibility. No Javascript, CSS or

dynamic elements are included for performance and compatibility reasons.

Figure 5.16 shows a report excerpt. Certainly not a visually dynamic format, the file

nonetheless can serve as a convenient DF report and contemporaneous note of the search.

Image thumbnails (redacted, but shown in correct size) can be clicked to open the original

source in the default viewer. The report can be read and updated during the crawl,

with updates rendered via the browser’s ‘refresh’ command. The thumbnail binaries are

embedded within the HTML file, making the report readily portable. A cryptographic

hash of the report can be output to screen as a means for proving integrity, in a manner

akin to EWF files.
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Figure 5.17: Stonefish Classifier Server - sample interaction

The crawler was designed to run on basic hardware - in fact, an Android based version

has been implemented for use on tablets and mobile phones. The presence of GPUs or

higher-end CPUs can not be assumed. Instead, we chose to implement a client/server

configuration, sending reduced images to a remote server.

5.9.2 Classifier Server

We hosted the classifier within a Python based web server, accessible through RESTful

calls via HTTPS. Clients connect to the service via a post call, with the file uploaded as

a multipart form field. Responses are returned via JSON13. The server was run on a dual

Xeon PC14 hosted within Monash University. Network latency was anticipated to be a

constraint for the service’s success, but we observed a 4G wi-fi hub to provide adequate

speeds - a demonstration run in Barton, ACT (an urban area approximately 700kms from

Monash University) saw processing take less than two seconds per image15. Bandwidth

emerged to be minor issue, largely due to the application resizing images to a maximum

dimension of 224 pixels (i.e. lengthlong = 224 pixels, lengthshort = original short edge ×
224

original long edge).

Figure 5.17 shows a sample interaction with the server, with the classifier confidences

being 0.0 for pornography and 0.8 for containing a child. Note that due to the client

software used, the image is not resized prior to transmission, resulting in a delayed (6

seconds) turnaround.

For workflow compatibility purposes, the server is also capable of processing digest

values - instead (or in addition to) uploading the sample file, a query string containing the

digest type and value can be included in the post call. The service was populated with

13For demonstration purposes redundant, negative values are included - e.g. both porn & nonPorn values
14GPUs were unavailable for this experiment
15The server also supports faster batch processing via archive files
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Figure 5.18: IMG 0705.jpg - refer Figure 5.17

‘known ignorable’ MD5 values from the NSRL collection. Interestingly, the digest lookups

service required a greater memory footprint than the classifier, with the Python script

holding all digests in a set for speed of lookup. Even though these sets were cached (using

pickle) for loading speed, loading the sets still took over a minute. Populating the sets

typically took more than five minutes, leading to delays initiating the service. Whereas

this performance could no doubt be improved through memory management, parallel

processing or faster storage, this does demonstrate potential downsides, particularly as

the database of known files grows.

Flexibility and Affordability

Being Python based, the classifier server is also highly portable. Cloud-based services

(including GPU instances) have been utilised on occasion, with a bash script now capa-

ble of installing all dependencies, downloading source code (from a repository at Monash

University) and running the server within twenty five minutes. If extended to PowerShell

(all testing has been conducted on MS Azure), it is entirely feasible that high-end clas-

sifier servers could be created and destroyed for triage on a per-search warrant basis by

individual analysts, costing approximately AUD$2 per hour.

5.10 Conclusion

In this chapter we have not only introduced and proven the efficacy of Monte Carlo Filesys-

tem Search as a device search accelerator, but we have also demonstrated the viability of

the CEM classifier from Chapter 4 as an applied tool rather than just an abstract research

concept. This combination moves DF search from an exclusive focus upon known items

of interest to include likely items of interest, representing a major increase in capability

without a corresponding requirement for resources.



146 CHAPTER 5. ACCELERATING SEARCH



Chapter 6

Conclusions

This dissertation summarises our efforts at improving the efficiency and safety of Digital

Forensics (DF) analysis by establishing the viability of automation, with a specific focus

upon the accessibility of outputs to practitioners worldwide. Our focus upon technical, le-

gal and procedural integration supports automation throughout the investigation lifecycle

- informing what evidence is being sought, the nature of that evidence, and the means to

identify, preserve and collect that evidence in the most efficient and safe manner possible.

To summarise our findings in regards to the research questions:

Can criminality be ontologised? Yes, though with care. We have demonstrated the

viability of ‘criminal’ ontologies and schemas, but also show the dangers of repurposing

those designed for other reasons - even when using the same source material.

Chapter 3 introduces the Tor-use Motivation Model (TMM), whose recording of indi-

vidual sites’ purpose and motivation provides a great deal of accuracy without ambiguity,

allowing for more granular recording of likely sites of interest without bloated and vague

labels.

Chapter 4 introduces the Majura Schema, a means of objectively annotating sexually

explicit materials. By avoiding subjective terms such as ‘child abuse’, we overcome the

limitations of existing Child Exploitation Material (CEM) schemas such as Child Exploita-

tion Tracking System (CETS) and Combating Paedophile Information Networks in Europe

(COPINE). The Majura Schema is also compatible with the use of adult pornography as

a proxy for CEM - removing developer exposure to such materials, but also making a far

larger and more readily accessible corpus (internet pornography) applicable to what is

thus far a specialised, isolated and under-resourced field.

The implementation of these ontologies demonstrates the viability of machine readable

languages within DF - particularly those capable of use in multiple jurisdictions. This

directly addresses the ‘dearth of data’ we describe within Section 2.6.9, which in turn

helps overcome the shortage of reliable, accessible tools detailed within Section 2.5. To

summarise, this simplifies the task of sharing DF data with wider investigations tools (and

vice-versa) - in this instance, ‘what’ are we searching for?

147
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Can offensive materials be automatically recognised and classified reliably,

with minimal labelling? Yes, but with caveats. In Chapter 4 we report on the de-

sign and implementation of a deep learning based CEM classifier - evolving automated

recognition within DF from similarity with previously seen materials to the underlying

concepts themselves. The prototype is demonstrably more than adequate for triage, but

also reflects the limitations of the CETS schema when used for training data.

Our ‘ontologisation’ of criminal behaviour informs the automated definition of what

types of data investigators are seeking. This research question takes the next logical step,

and deals with recognising such materials when encountered. Whilst certainly an improve-

ment on prior methods, the existing automated detection methodologies detailed within

Section 2.6 are insufficient for use beyond rudimentary triage systems. By being limited to

either basic CEM detection (i.e. materials of a sexual nature depicting children) or based

upon simulated and/or limited datasets, their reliability and scope are insufficient for fur-

ther use, their outputs unable to be mapped against scales such as CETS and COPINE

for use in prosecution. The need for manual annotation therefore remains unaddressed,

leaving investigators and analysts open to the same risks discussed within Section 2.5.1.

The methods used in designing and implementing our classifiers are novel and ro-

bust. We have proven automated classifiers to be a feasible approach for efficiency and

practitioner safety purposes.

Can automated classifiers prioritise search for evidentiary electronic materials?

Yes. The previous research questions build towards the integrated use of automated de-

tection and classification throughout the investigative lifecycle. In Section 2.2.1 we detail

how within Australia, search warrants tend to be the primary means of evidence preser-

vation and collection. Unfortunately, these tend to be time and resource limited affairs,

conducted in highly variable safety and infrastructure conditions. An obvious performance

and safety improvement is parallel search across multiple devices - an option typically lim-

ited by access to sufficient personnel. Here, we seek to discover if an unattended search

can at least closely emulate an experienced practitioner’s performance - i.e. how quickly

(in terms of files examined) can evidentiary material be located, and can it be done in an

efficient (processor and memory) manner?

In chapter 5 we introduce the Monte Carlo Filesystem Search (MCFS), a lightweight

and modular crawl strategy specifically designed for accelerating file system searches. We

prove the algorithm’s performance with extensive searches of ‘real world’ evidentiary data,

and then demonstrate the implementation of an MCFS crawler utilising the CEM classifier

from chapter 4.

Beyond experimental performance, the crawler implementation proves the feasibility of

classifiers and crawl strategies as tools within DF. Different configurations support local,

remote and hybrid processing, enabling the use of a wide range of hardware and operating

systems.

This work makes a major contribution to the sustainability of DF within law enforce-

ment, particularly whilst the field grapples with the impacts of rapid growth and exposure

to harmful materials. A common practitioner complaint (detailed within this work) is of
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research outputs not translating to an operational context. Correspondingly, all outputs

from this research are readily deployable, being compatible with existing technical and

jurisdictional frameworks.

6.1 Future Work

Our research represents a foundation for the development and exploitation of automated

classification and search methodologies within DF. Given time and resource constraints,

many elements and possible variants of the work detailed within this document couldn’t

be examined. Future work arising from this research includes:

Understanding and Categorising Online Criminal Activity

• The development of specialised schemas structures for specific crime types could

aid automated ranking and prioritisation of items for law enforcement akin to the

Majura Schema’s role in CEM investigations.

• Annotations generated during the Tor-use Motivation Model (TMM)’s development

could be re-used to develop text-based classifiers for automatically detecting and

prioritising sites of interest on Tor. The classification of embedded and linked ele-

ments such as thumbnails and multimedia could also be used, either in isolation or

in ensemble.

• In terms of refining TMM, we intend to evaluate the inclusion of ‘normalisation’

as a motivation - i.e. the specific treatment of behaviours or attitudes typically

seen as abhorrent or frowned upon by the general public, but treated as ‘normal’

or ‘acceptable’ between proponents. Typically such materials would be recorded as

recruitment/advocacy, but our observance of several such sites (particularly in the

child exploitation area) appearing to be written specifically for persons of a like view

(as opposed to possible ‘recruits’) makes this a possible addition to the model.

Recognising & Classifying CEM

• The CEM classifier is limited to still images. Useful as a prototype or proof of

concept, this overlooks a large proportion of such materials typically encountered by

law enforcement. A classifier capable of analysing movies is essential for the viability

of this approach.

• The CEM classifier’s three module architecture is susceptible to false results in earlier

stages. An alternative approach is to create a single classifier capable of recognising

and contrasting innocent material, pornography and CEM, possibly with mapping

back to existing schemas. This approach was deemed out of scope due to limited

computing capacity rather than research considerations, and remains a preferred

option in future implementations.
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• The Majura schema’s use in developing a ‘proxy’ corpus of adult pornography in

place of CEM is untested, but a promising approach in evolving the safety of de-

velopers and annotations in this field. An initiative addressing this shortcoming is

currently underway within the AFP, with volunteers currently being assembled for a

10,000 image trial using a browser based annotation package.

Accelerating Search

• MCFS specifically benefits from the additional feedback provided by increased scorer

granularity. Implementations such as that using our prototype CEM classifier show

promise, but extensive additional tuning will be required to achieve optimal perfor-

mance.

• Automated tuning of parameters during crawls is a promising direction for improving

performance, allowing crawler behaviour to adjust according to encountered land-

scapes such as operating systems, file type clusters and average directory depths.

• The crawl of Tor in chapter 3 was set up as a tree, with duplicate links simply dropped

from subsequent pages. All selections were randomly made, with the intention to run

simulated crawls using MCFS. This didn’t eventuate due to time limitations, and

numerous questions remain regarding how one deals with a network where hosts seem

to drop in and out on regular intervals. Ultimately, though, the very representation

of a web is problematic for MCFS, as a crawler could theoretically get caught in

infinite loops whenever a link back to a previously visited site is encountered. The

use of Directed Acyclic Graphs (DAGs) is a possible solution, but again, will require

further work to establish value.

6.2 Practical Impacts

On a practical level, the most immediate improvement to research in this field is the

removal of legal, ethical and health risks associated with research into automated recog-

nition of offensive materials. Ethical & legal clearance is feasible within Australia for

research into the violent imagery and movies typically associated with terrorist and ex-

tremist groups, though subject to some restrictions regarding distribution and viewership.

Even disregarding ethical clearance, CEMs are a more complex matter. Many jurisdictions

have criminalised the accessing and/or possession of CEM, often as a strict & absolute of-

fence - i.e. mens rea needn’t be proven, with minimal (or no) exemptions. Commonwealth

(Australian) legislation does provide exceptions for developers of detection/security soft-

ware and also those acting in the ‘public good’, but interestingly, ‘research’ in this field

requires written permission from the relevant minister (in the case of this thesis, the then

Commonwealth Minister for Justice). The development of a secure offensive data storage

and processing facility would be of great benefit, by giving researchers ‘hands off’ access
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to such materials for training, testing and validating detection and classification method-

ologies. Such a data ‘airlock’, funded by the AFP is currently under construction and is

scheduled for implementation at Monash University during 2018.

The research detailed within this dissertation directly influenced the establishment of

Project Stonefish, an international joint law enforcement, industry and academic initiative

aimed directly at reducing health & safety risks caused by exposure to offensive materials.
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A.1 Initial 500 Page Tag/Label Combinations

Categories Count

Failed to Ren-

der/Error

86

Foreign Login Page Unclear 42

Foreign Unclear 40

image 28

captcha image 13

Failed to Ren-

der/Error

Not of Interest 12

Unclear 10

captcha 9

image narcotics 8

Not of Interest 8

Blog - Personal 8

Foreign Login Page 7

news 7

Login Page Unclear 6

image weapons 6

Data Reposito-

ry/Share site

Unclear 5

Marketplace Of Interest narcotics 5

Index/Directory 5

Marketplace Unclear 4

Failed to Ren-

der/Error

Unclear 4

Not of Interest System File 4

software 4

Data Reposito-

ry/Share site

4

Login Page Marketplace 3

Data Reposito-

ry/Share site

Foreign Unclear 3

Advocacy Not of Interest 3

Diagnostics Not of Interest 3

Unclear image 3

Not of Interest image 3

Forum Mental health 3

Marketplace narcotics 3

Foreign Marketplace narcotics 3
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Categories Count

System File 3

image Not of Interest 2

Blog - Personal Not of Interest Personal Site 2

Marketplace Pharmaceuticals 2

Get Rich Quick bitcoin 2

Hosting/Service

Provider

Tor 2

Child Pornogra-

phy

Login Page Of Interest 2

Not of Interest Unclear 2

Advocacy 2

Tor software 2

Adult Pornogra-

phy

Data Reposito-

ry/Share site

2

Hosting/Service

Provider

2

Index/Directory Tor 2

Data Reposito-

ry/Share site

software 2

Electronics Marketplace 2

Marketplace Of Interest weapons 2

Data Reposito-

ry/Share site

Tor software 2

Forum Of Interest narcotics 2

bitcoin image 2

Index/Directory System File 2

Forum Unclear 2

Unclear captcha 2

Login Page Marketplace Unclear 2

Advocacy Books Data Reposito-

ry/Share site

2

Data Reposito-

ry/Share site

Photographs 1

Advocacy Human Rights privacy 1

Marketplace narcotics Of Interest 1

captcha Data Reposito-

ry/Share site

1

bitcoin Currency Min-

ing/Generation

1
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Categories Count

Copyrighted ma-

terials

Data Reposito-

ry/Share site

Foreign movies 1

Hosting/Service

Provider

Tor encryption 1

Marketplace captcha 1

Foreign Marketplace Unclear 1

Blog - Personal Foreign 1

Forum Login Page 1

Electronics Foreign Marketplace 1

Adult Pornogra-

phy

Data Reposito-

ry/Share site

Unclear 1

Forum Not of Interest 1

Failed to Ren-

der/Error

Foreign Index/Directory 1

Data Reposito-

ry/Share site

Failed to Ren-

der/Error

1

Blog - Personal Not of Interest news 1

Marketplace Network Status/-

Diagnostics

1

bitcoin news 1

Online Chat software 1

Network Status/-

Diagnostics

Not of Interest 1

Hosting/Service

Provider

Tor email 1

Copyrighted ma-

terials

Data Reposito-

ry/Share site

movies music 1

Education/Manual Not of Interest software 1

Education/Manual Foreign Not of Interest 1

Data Reposito-

ry/Share site

Login Page 1

Network Status/-

Diagnostics

1

litecoin Search Engine 1

Advocacy Wikileaks news 1

Data Reposito-

ry/Share site

Education/Manual software Tor 1

Index/Directory Tor news 1

Search Engine Tor 1

Education/Manual Tor software 1
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Categories Count

Credentials/

Identification

Credit Cards Marketplace 1

Advocacy Wikileaks 1

Foreign Index/Directory 1

Foreign Login Page Marketplace Unclear 1

Foreign Forum Unclear 1

Data Reposito-

ry/Share site

Marketplace 1

Credit Cards image 1

Not of Interest software 1

Hacking Services Marketplace 1

Failed to Ren-

der/Error

Foreign 1

Gambing/gaming 1

Counterfeit Credentials/

Identification

Marketplace 1

Login Page captcha 1

Child Pornogra-

phy

Data Reposito-

ry/Share site

Forum Of Interest 1

Books Credit Cards Data Reposito-

ry/Share site

Forum 1

Network Status/-

Diagnostics

Tor 1

Books Hacking Services news 1

captcha software 1

Data Reposito-

ry/Share site

Not of Interest software 1

wikipedia article 1

Hosting/Service

Provider

Index/Directory software 1

Books Hacking Services 1

Gore/Offensive

Imagery

image 1

Advocacy Not of Interest privacy 1

news Not of Interest 1

Credentials/

Identification

Hacking Services Marketplace 1

Foreign Login Page captcha 1

Hosting/Service

Provider

image 1
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Categories Count

bitcoin 1

Foreign wikipedia article 1

Data Reposito-

ry/Share site

Login Page Of Interest 1

Foreign Forum Of Interest 1

Foreign Unclear image 1

Adult Pornogra-

phy

Foreign 1

Forum Index/Directory bitcoin 1

Financial Login Page 1

Data Reposito-

ry/Share site

Not of Interest music 1

AUD bitcoin 1

Foreign Not of Interest 1

Hosting/Service

Provider

email encryption 1

Counterfeit Credit Cards Marketplace 1

Electronics Failed to Ren-

der/Error

Marketplace 1

Hitman Marketplace 1

Clothing Marketplace 1

Education/Manual wikipedia article 1

Index/Directory Not of Interest System File 1

Advocacy Fundraising privacy software 1

Hacking Services Of Interest 1

Financial bitcoin laundering/

financial

anonymiser

1

Index/Directory bitcoin 1

Data Reposito-

ry/Share site

Failed to Ren-

der/Error

Unclear 1

Education / Man-

ual

Encryption /

Cryptography

wikipedia article 1

currency Forum narcotics 1

Login Page 1

Counterfeit currency Forum Index/Directory 1

Marketplace image 1

Login Page Of Interest narcotics 1

Child Pornogra-

phy

Data Reposito-

ry/Share site

Of Interest 1
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Categories Count

Copyrighted ma-

terials

Data Reposito-

ry/Share site

music 1

Of Interest bitcoin launderin / finan-

cial anonymiser

1

Hacking Services Marketplace Of Interest 1

currency euro image 1

Credentials/

Identification

Marketplace 1

Hosting/Service

Provider

advertising/pay

per click

bitcoin 1

Credit Cards Encryption/

Cryptography

Forum Hacking Services 1

Forum Hacking Services Of Interest 1

Failed to Ren-

der/Error

Foreign Forum 1

Data Reposito-

ry/Share site

encryption software 1

Foreign Login Page Marketplace Of Interest 1

Data Reposito-

ry/Share site

music 1

Fundraising Tor software 1

Not of Interest Religious 1

Forum Not of Interest Personal Site 1

Of Interest narcotics 1

Foreign 1

Foreign Of Interest narcotics 1

litecoin 1

Credit Cards Marketplace Of Interest 1

Forum Login Page Unclear 1

Get Rich Quick Of Interest bitcoin 1

Foreign encryption 1

escrow 1

Index/Directory Unclear 1

Email Hosting/Service

Provider

1

Adult Pornogra-

phy

Child Pornogra-

phy

Login Page Of Interest 1

Not of Interest Online Chat 1

Foreign Forum 1

Index/Directory Not of Interest 1
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Categories Count

Failed to Ren-

der/Error

Forum Of Interest narcotics 1

Foreign Of Interest 1

bitcoin currency mining 1

Foreign Login Page Of Interest 1

Login Page Marketplace Of Interest 1

Credit Cards Forum 1

Child Pornogra-

phy

Of Interest 1

Encryption/

Cryptography

Foreign Unclear 1

Encryption/

Cryptography

Forum 1

software wikipedia article 1

Books Copyrighted ma-

terials

Data Reposito-

ry/Share site

1

Login Page Marketplace narcotics 1

Forum 1

Hosting/Service

Provider

music 1

Blog - Personal Education/Manual Personal Site software 1

Child Pornogra-

phy

image 1

Seized Site (FBI

etc)

image 1

Table A.1: Raw unstructured labelling data - initial 500 page categorisation
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B.2 Test Corpus CAT1 Skin Tone Results
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TEST CAT1: Top 20 Images
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TEST CAT1: Top 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 13

Skin Tone: 99.38%

Porn: 0.48

Child: 0.99

CAT1 0.84

CAT2 0.01

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.13

Redacted: Annotated

as CEM by AFP

Rank: 14

Skin Tone: 99.36%

Porn: 0.97

Child: 0.66

CAT1 0.97

CAT2 0.01

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 15

Skin Tone: 99.30%

Porn: 0.66

Child: 0.99

CAT1 0.94

CAT2 0.01

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.03

Redacted: Annotated

as CEM by AFP

Rank: 16

Skin Tone: 99.27%

Porn: 0.33

Child: 0.34

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Redacted: Annotated

as CEM by AFP

Rank: 17

Skin Tone: 99.25%

Porn: 0.42

Child: 0.77

CAT1 0.26

CAT2 0.05

CAT3 0.01

CAT4 0.0

CAT5 0.13

CAT7 0.53

Redacted: Annotated

as CEM by AFP

Rank: 18

Skin Tone: 99.23%

Porn: 0.99

Child: 0.64

CAT1 0.01

CAT2 0.21

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.76



168 APPENDIX B. CHAPTER 4 APPENDICES

TEST CAT1: Top 20 Images

Image Details Image Details
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Table B.3: Test corpus CAT1 top 20 results by skin tone percentage
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TEST CAT1: Bottom 20 Images
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Table B.4: Test corpus CAT1 bottom 20 results by skin tone percentage
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B.3 Test Corpus CAT1 Classifier Results
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TEST CAT1: Top 20 Images

Image Details Image Details
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Table B.5: Test corpus CAT1 top 20 results by classifier (porn,child)
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TEST CAT1: Bottom 20 Images
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TEST CAT1: Bottom 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 7

Skin Tone: 14.78%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Redacted: Annotated

as CEM by AFP

Rank: 8

Skin Tone: 27.36%

Porn: 0.0

Child: 0.0

CAT1 0.75

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.24

Redacted: Annotated

as CEM by AFP

Rank: 9

Skin Tone: 19.17%

Porn: 0.0

Child: 0.0

CAT1 0.1

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.89

Redacted: Annotated

as CEM by AFP

Rank: 10

Skin Tone: 10.11%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.06

CAT4 0.02

CAT5 0.0

CAT7 0.9

Redacted: Annotated

as CEM by AFP

Rank: 11

Skin Tone: 16.87%

Porn: 0.0

Child: 0.0

CAT1 0.01

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.98

Redacted: Annotated

as CEM by AFP

Rank: 12

Skin Tone: 12.52%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.02

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.97



B.3. TEST CORPUS CAT1 CLASSIFIER RESULTS 179
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TEST CAT1: Bottom 20 Images
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Table B.6: Test corpus CAT1 bottom 20 results by classifier (porn,child)
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B.4 Test Corpus CAT2 Skin Tone Results
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TEST CAT2: Top 20 Images
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TEST CAT2: Top 20 Images
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Table B.7: Test corpus CAT2 top 20 results by skin tone percentage
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TEST CAT2: Bottom 20 Images
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TEST CAT2: Bottom 20 Images
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Table B.8: Test corpus CAT2 bottom 20 results by skin tone percentage
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B.5 Test Corpus CAT2 Classifier Results
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TEST CAT2: Top 20 Images
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Table B.9: Test corpus CAT2 top 20 results by classifier (porn,child)
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TEST CAT2: Bottom 20 Images
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Table B.10: Test corpus CAT2 bottom 20 results by classifier (porn,child)
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B.6 Test Corpus CAT3 Skin Tone Results
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TEST CAT3: Top 20 Images
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TEST CAT3: Top 20 Images
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Table B.11: Test corpus CAT3 top 20 results by skin tone percentage
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TEST CAT3: Bottom 20 Images
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Table B.12: Test corpus CAT3 bottom 20 results by skin tone percentage
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B.7 Test Corpus CAT3 Classifier Results
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Table B.13: Test corpus CAT3 top 20 results by classifier (porn,child)
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Table B.14: Test corpus CAT3 bottom 20 results by classifier (porn,child)
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B.8 Test Corpus CAT4 Skin Tone Results

TEST CAT4: Top 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 1

Skin Tone: 98.55%

Porn: 0.99

Child: 0.96

CAT1 0.0

CAT2 0.99

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 2

Skin Tone: 98.30%

Porn: 0.86

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.99

CAT4 0.0

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 3

Skin Tone: 98.17%

Porn: 0.99

Child: 0.98

CAT1 0.0

CAT2 0.0

CAT3 0.07

CAT4 0.92

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 4

Skin Tone: 98.09%

Porn: 0.78

Child: 0.36

CAT1 0.01

CAT2 0.58

CAT3 0.27

CAT4 0.12

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 5

Skin Tone: 98.07%

Porn: 0.93

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.08

CAT4 0.91

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 6

Skin Tone: 97.99%

Porn: 0.99

Child: 0.95

CAT1 0.08

CAT2 0.02

CAT3 0.88

CAT4 0.0

CAT5 0.0

CAT7 0.0



214 APPENDIX B. CHAPTER 4 APPENDICES

TEST CAT4: Top 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 7

Skin Tone: 97.96%

Porn: 0.99

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.25

CAT4 0.74

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 8

Skin Tone: 97.96%

Porn: 0.99

Child: 0.92

CAT1 0.08

CAT2 0.05

CAT3 0.85

CAT4 0.0

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 9

Skin Tone: 97.80%

Porn: 0.97

Child: 1.0

CAT1 0.0

CAT2 0.0

CAT3 0.09

CAT4 0.9

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 10

Skin Tone: 97.14%

Porn: 0.99

Child: 0.99

CAT1 0.27

CAT2 0.04

CAT3 0.0

CAT4 0.6

CAT5 0.0

CAT7 0.08

Redacted: Annotated

as CEM by AFP

Rank: 11

Skin Tone: 97.05%

Porn: 0.99

Child: 0.96

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.99

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 12

Skin Tone: 96.84%

Porn: 0.9

Child: 0.8

CAT1 0.0

CAT2 0.0

CAT3 0.99

CAT4 0.0

CAT5 0.0

CAT7 0.0



B.8. TEST CORPUS CAT4 SKIN TONE RESULTS 215

TEST CAT4: Top 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 13

Skin Tone: 96.80%

Porn: 0.96

Child: 0.99

CAT1 0.04

CAT2 0.03

CAT3 0.83

CAT4 0.07

CAT5 0.0

CAT7 0.01

Redacted: Annotated

as CEM by AFP

Rank: 14

Skin Tone: 96.78%

Porn: 0.99

Child: 1.0

CAT1 0.0

CAT2 0.0

CAT3 0.71

CAT4 0.28

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 15

Skin Tone: 96.62%

Porn: 0.99

Child: 1.0

CAT1 0.0

CAT2 0.0

CAT3 0.11

CAT4 0.88

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 16

Skin Tone: 96.47%

Porn: 0.99

Child: 0.94

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.99

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 17

Skin Tone: 96.36%

Porn: 0.82

Child: 1.0

CAT1 0.02

CAT2 0.0

CAT3 0.86

CAT4 0.1

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 18

Skin Tone: 96.19%

Porn: 0.85

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.99

CAT4 0.0

CAT5 0.0

CAT7 0.0



216 APPENDIX B. CHAPTER 4 APPENDICES

TEST CAT4: Top 20 Images
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Table B.15: Test corpus CAT4 top 20 results by skin tone percentage
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TEST CAT4: Bottom 20 Images
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Table B.16: Test corpus CAT4 bottom 20 results by skin tone percentage
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B.9 Test Corpus CAT4 Classifier Results
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Table B.17: Test corpus CAT4 top 20 results by classifier (porn,child)
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Table B.18: Test corpus CAT4 bottom 20 results by classifier (porn,child)
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B.10 Test Corpus CAT5 Skin Tone Results
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Table B.19: Test corpus CAT5 top 20 results by skin tone percentage
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Table B.20: Test corpus CAT5 bottom 20 results by skin tone percentage
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B.11 Test Corpus CAT5 Classifier Results
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Table B.21: Test corpus CAT5 top 20 results by classifier (porn,child)
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TEST CAT5: Bottom 20 Images
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Table B.22: Test corpus CAT5 bottom 20 results by classifier (porn,child)
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B.12 Test Corpus CAT7 Skin Tone Results
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TEST CAT7: Top 20 Images
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Table B.23: Test corpus CAT7 top 20 results by skin tone percentage
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Skin Tone: 0.35%

Porn: 0.17

Child: 1.0

CAT1 0.09

CAT2 0.0

CAT3 0.63

CAT4 0.01

CAT5 0.24

CAT7 0.02

Redacted: Annotated

as CEM by AFP

Rank: 16

Skin Tone: 1.41%

Porn: 0.01

Child: 1.0

CAT1 0.0

CAT2 0.99

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 17

Skin Tone: 1.48%

Porn: 0.05

Child: 0.97

CAT1 0.04

CAT2 0.0

CAT3 0.01

CAT4 0.01

CAT5 0.0

CAT7 0.92

Redacted: Annotated

as CEM by AFP

Rank: 18

Skin Tone: 1.49%

Porn: 0.0

Child: 0.99

CAT1 0.03

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.96
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TEST CAT7: Bottom 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 19

Skin Tone: 1.81%

Porn: 0.02

Child: 1.0

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 20

Skin Tone: 1.83%

Porn: 0.04

Child: 0.99

CAT1 0.02

CAT2 0.0

CAT3 0.01

CAT4 0.0

CAT5 0.0

CAT7 0.96

Table B.24: Skin Tone - Test corpus CAT7 bottom 20 results
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B.13 Test Corpus CAT7 Classifier Results

TEST CAT7: Top 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 1

Skin Tone: 15.89%

Porn: 0.99

Child: 1.0

CAT1 0.0

CAT2 0.0

CAT3 0.02

CAT4 0.97

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 2

Skin Tone: 38.68%

Porn: 0.99

Child: 0.99

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 3

Skin Tone: 26.04%

Porn: 0.99

Child: 0.99

CAT1 0.38

CAT2 0.08

CAT3 0.39

CAT4 0.12

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 4

Skin Tone: 58.53%

Porn: 0.98

Child: 1.0

CAT1 0.94

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.05

Redacted: Annotated

as CEM by AFP

Rank: 5

Skin Tone: 61.08%

Porn: 0.98

Child: 1.0

CAT1 0.78

CAT2 0.0

CAT3 0.19

CAT4 0.0

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 6

Skin Tone: 82.60%

Porn: 0.98

Child: 0.0

CAT1 0.55

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.44
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TEST CAT7: Top 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 7

Skin Tone: 23.56%

Porn: 0.97

Child: 0.99

CAT1 0.29

CAT2 0.0

CAT3 0.0

CAT4 0.66

CAT5 0.0

CAT7 0.02

Redacted: Annotated

as CEM by AFP

Rank: 8

Skin Tone: 0.00%

Porn: 0.96

Child: 0.99

CAT1 0.98

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 9

Skin Tone: 13.82%

Porn: 0.94

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.99

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 10

Skin Tone: 72.84%

Porn: 0.94

Child: 0.52

CAT1 0.18

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.8

Redacted: Annotated

as CEM by AFP

Rank: 11

Skin Tone: 41.15%

Porn: 0.92

Child: 0.61

CAT1 0.02

CAT2 0.0

CAT3 0.93

CAT4 0.0

CAT5 0.0

CAT7 0.03

Redacted: Annotated

as CEM by AFP

Rank: 12

Skin Tone: 35.44%

Porn: 0.89

Child: 0.95

CAT1 0.29

CAT2 0.18

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.52
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TEST CAT7: Top 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 13

Skin Tone: 32.28%

Porn: 0.86

Child: 0.99

CAT1 0.88

CAT2 0.09

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Redacted: Annotated

as CEM by AFP

Rank: 14

Skin Tone: 56.91%

Porn: 0.86

Child: 0.06

CAT1 0.25

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.74

Redacted: Annotated

as CEM by AFP

Rank: 15

Skin Tone: 62.70%

Porn: 0.85

Child: 0.04

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Redacted: Annotated

as CEM by AFP

Rank: 16

Skin Tone: 52.15%

Porn: 0.84

Child: 0.98

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Redacted: Annotated

as CEM by AFP

Rank: 17

Skin Tone: 35.36%

Porn: 0.84

Child: 0.3

CAT1 0.11

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.88

Redacted: Annotated

as CEM by AFP

Rank: 18

Skin Tone: 62.92%

Porn: 0.82

Child: 0.0

CAT1 0.04

CAT2 0.01

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.94
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TEST CAT7: Top 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 19

Skin Tone: 62.25%

Porn: 0.81

Child: 0.99

CAT1 0.97

CAT2 0.0

CAT3 0.01

CAT4 0.0

CAT5 0.0

CAT7 0.01

Redacted: Annotated

as CEM by AFP

Rank: 20

Skin Tone: 54.09%

Porn: 0.8

Child: 0.09

CAT1 0.08

CAT2 0.09

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.82

Table B.25: Test corpus CAT7 top 20 results by classifier (porn,child)
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TEST CAT7: Bottom 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 1

Skin Tone: 26.29%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Redacted: Annotated

as CEM by AFP

Rank: 2

Skin Tone: 9.95%

Porn: 0.0

Child: 0.0

CAT1 0.55

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.44

Redacted: Annotated

as CEM by AFP

Rank: 3

Skin Tone: 9.39%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Redacted: Annotated

as CEM by AFP

Rank: 4

Skin Tone: 27.42%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Redacted: Annotated

as CEM by AFP

Rank: 5

Skin Tone: 34.84%

Porn: 0.0

Child: 0.0

CAT1 0.25

CAT2 0.0

CAT3 0.19

CAT4 0.0

CAT5 0.0

CAT7 0.54

Redacted: Annotated

as CEM by AFP

Rank: 6

Skin Tone: 44.07%

Porn: 0.0

Child: 0.0

CAT1 0.21

CAT2 0.07

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.7
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TEST CAT7: Bottom 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 7

Skin Tone: 26.66%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Redacted: Annotated

as CEM by AFP

Rank: 8

Skin Tone: 33.95%

Porn: 0.0

Child: 0.01

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Redacted: Annotated

as CEM by AFP

Rank: 9

Skin Tone: 3.65%

Porn: 0.0

Child: 0.01

CAT1 0.61

CAT2 0.0

CAT3 0.11

CAT4 0.06

CAT5 0.0

CAT7 0.19

Redacted: Annotated

as CEM by AFP

Rank: 10

Skin Tone: 23.99%

Porn: 0.0

Child: 0.04

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Redacted: Annotated

as CEM by AFP

Rank: 11

Skin Tone: 2.99%

Porn: 0.0

Child: 0.04

CAT1 0.75

CAT2 0.0

CAT3 0.07

CAT4 0.08

CAT5 0.0

CAT7 0.08

Redacted: Annotated

as CEM by AFP

Rank: 12

Skin Tone: 14.14%

Porn: 0.0

Child: 0.04

CAT1 0.95

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.04
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TEST CAT7: Bottom 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 13

Skin Tone: 3.31%

Porn: 0.0

Child: 0.06

CAT1 0.5

CAT2 0.0

CAT3 0.09

CAT4 0.23

CAT5 0.0

CAT7 0.15

Redacted: Annotated

as CEM by AFP

Rank: 14

Skin Tone: 27.08%

Porn: 0.0

Child: 0.06

CAT1 0.0

CAT2 0.18

CAT3 0.07

CAT4 0.0

CAT5 0.0

CAT7 0.72

Redacted: Annotated

as CEM by AFP

Rank: 15

Skin Tone: 16.38%

Porn: 0.0

Child: 0.1

CAT1 0.49

CAT2 0.0

CAT3 0.0

CAT4 0.26

CAT5 0.0

CAT7 0.24

Redacted: Annotated

as CEM by AFP

Rank: 16

Skin Tone: 3.91%

Porn: 0.0

Child: 0.11

CAT1 0.68

CAT2 0.0

CAT3 0.17

CAT4 0.04

CAT5 0.0

CAT7 0.09

Redacted: Annotated

as CEM by AFP

Rank: 17

Skin Tone: 22.10%

Porn: 0.0

Child: 0.12

CAT1 0.23

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.75

Redacted: Annotated

as CEM by AFP

Rank: 18

Skin Tone: 13.66%

Porn: 0.0

Child: 0.16

CAT1 0.08

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.91
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TEST CAT7: Bottom 20 Images

Image Details Image Details

Redacted: Annotated

as CEM by AFP

Rank: 19

Skin Tone: 9.26%

Porn: 0.0

Child: 0.16

CAT1 0.11

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.88

Redacted: Annotated

as CEM by AFP

Rank: 20

Skin Tone: 9.26%

Porn: 0.0

Child: 0.16

CAT1 0.11

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.88

Table B.26: Test corpus CAT7 bottom 20 results by classifier (porn,child)
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B.14 ImageNet corpus Skin Tone Results

WARNING
CONTAINS/MAY CONTAIN SEXUALLY EXPLICIT

IMAGERY

ImageNet: Top 20 Images

Image Details Image Details

Rank: 1

Skin Tone: 100.00%

Porn: 0.0

Child: 0.92

CAT1 0.97

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.02

Rank: 2

Skin Tone: 100.00%

Porn: 0.09

Child: 0.92

CAT1 0.3

CAT2 0.0

CAT3 0.33

CAT4 0.07

CAT5 0.27

CAT7 0.01

Rank: 3

Skin Tone: 100.00%

Porn: 0.1

Child: 0.71

CAT1 0.22

CAT2 0.06

CAT3 0.6

CAT4 0.08

CAT5 0.0

CAT7 0.0

Rank: 4

Skin Tone: 100.00%

Porn: 0.36

Child: 0.99

CAT1 0.3

CAT2 0.07

CAT3 0.54

CAT4 0.04

CAT5 0.0

CAT7 0.02

Rank: 5

Skin Tone: 100.00%

Porn: 0.15

Child: 0.05

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 6

Skin Tone: 100.00%

Porn: 0.02

Child: 0.61

CAT1 0.7

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.01

CAT7 0.28
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ImageNet: Top 20 Images

Image Details Image Details

Rank: 7

Skin Tone: 100.00%

Porn: 0.04

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.98

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 8

Skin Tone: 100.00%

Porn: 0.0

Child: 0.03

CAT1 0.56

CAT2 0.03

CAT3 0.0

CAT4 0.0

CAT5 0.02

CAT7 0.37

Rank: 9

Skin Tone: 100.00%

Porn: 0.03

Child: 0.99

CAT1 0.87

CAT2 0.0

CAT3 0.09

CAT4 0.0

CAT5 0.0

CAT7 0.01

Rank: 10

Skin Tone: 100.00%

Porn: 0.02

Child: 0.99

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 11

Skin Tone: 100.00%

Porn: 0.06

Child: 0.87

CAT1 0.08

CAT2 0.0

CAT3 0.9

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 12

Skin Tone: 100.00%

Porn: 0.77

Child: 0.0

CAT1 0.01

CAT2 0.0

CAT3 0.72

CAT4 0.25

CAT5 0.0

CAT7 0.0

Rank: 13

Skin Tone: 100.00%

Porn: 0.01

Child: 0.02

CAT1 0.72

CAT2 0.0

CAT3 0.07

CAT4 0.02

CAT5 0.0

CAT7 0.17

Rank: 14

Skin Tone: 100.00%

Porn: 0.24

Child: 0.89

CAT1 0.04

CAT2 0.0

CAT3 0.91

CAT4 0.03

CAT5 0.0

CAT7 0.0
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ImageNet: Top 20 Images

Image Details Image Details

Rank: 15

Skin Tone: 100.00%

Porn: 0.0

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.04

CAT4 0.95

CAT5 0.0

CAT7 0.0

Rank: 16

Skin Tone: 100.00%

Porn: 0.02

Child: 0.0

CAT1 0.05

CAT2 0.0

CAT3 0.94

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 17

Skin Tone: 100.00%

Porn: 0.0

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.99

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 18

Skin Tone: 100.00%

Porn: 0.03

Child: 1.0

CAT1 0.0

CAT2 0.0

CAT3 0.99

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 19

Skin Tone: 100.00%

Porn: 0.02

Child: 0.67

CAT1 0.0

CAT2 0.0

CAT3 0.99

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 20

Skin Tone: 100.00%

Porn: 0.1

Child: 0.74

CAT1 0.19

CAT2 0.0

CAT3 0.65

CAT4 0.11

CAT5 0.01

CAT7 0.01

Table B.27: ImageNet top 20 results by skin tone percentage
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ImageNet: Bottom 20 Images

Image Details Image Details

Rank: 1

Skin Tone: 0.00%

Porn: 0.0

Child: 0.2

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 2

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.93

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.06

Rank: 3

Skin Tone: 0.00%

Porn: 0.09

Child: 0.99

CAT1 0.62

CAT2 0.0

CAT3 0.2

CAT4 0.09

CAT5 0.0

CAT7 0.07

Rank: 4

Skin Tone: 0.00%

Porn: 0.0

Child: 0.99

CAT1 0.24

CAT2 0.0

CAT3 0.64

CAT4 0.04

CAT5 0.0

CAT7 0.05

Rank: 5

Skin Tone: 0.00%

Porn: 0.01

Child: 1.0

CAT1 0.97

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.02

Rank: 6

Skin Tone: 0.00%

Porn: 0.02

Child: 0.99

CAT1 0.45

CAT2 0.0

CAT3 0.06

CAT4 0.27

CAT5 0.0

CAT7 0.2

Rank: 7

Skin Tone: 0.00%

Porn: 0.01

Child: 0.99

CAT1 0.15

CAT2 0.0

CAT3 0.0

CAT4 0.01

CAT5 0.0

CAT7 0.82

Rank: 8

Skin Tone: 0.00%

Porn: 0.25

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.98

CAT5 0.0

CAT7 0.0
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ImageNet: Bottom 20 Images

Image Details Image Details

Rank: 9

Skin Tone: 0.00%

Porn: 0.0

Child: 0.98

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 10

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.49

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.5

Rank: 11

Skin Tone: 0.00%

Porn: 0.01

Child: 0.99

CAT1 0.02

CAT2 0.0

CAT3 0.84

CAT4 0.1

CAT5 0.0

CAT7 0.01

Rank: 12

Skin Tone: 0.00%

Porn: 0.0

Child: 1.0

CAT1 0.31

CAT2 0.0

CAT3 0.67

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 13

Skin Tone: 0.00%

Porn: 0.0

Child: 0.34

CAT1 0.51

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.48

Rank: 14

Skin Tone: 0.00%

Porn: 0.02

Child: 0.99

CAT1 0.52

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.47

Rank: 15

Skin Tone: 0.00%

Porn: 0.0

Child: 0.99

CAT1 0.02

CAT2 0.0

CAT3 0.57

CAT4 0.38

CAT5 0.0

CAT7 0.0

Rank: 16

Skin Tone: 0.00%

Porn: 0.0

Child: 0.97

CAT1 0.35

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.64
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ImageNet: Bottom 20 Images

Image Details Image Details

Rank: 17

Skin Tone: 0.00%

Porn: 0.22

Child: 0.99

CAT1 0.38

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.04

CAT7 0.57

Rank: 18

Skin Tone: 0.00%

Porn: 0.0

Child: 0.99

CAT1 0.25

CAT2 0.0

CAT3 0.56

CAT4 0.07

CAT5 0.0

CAT7 0.09

Rank: 19

Skin Tone: 0.00%

Porn: 0.14

Child: 1.0

CAT1 0.02

CAT2 0.06

CAT3 0.0

CAT4 0.9

CAT5 0.0

CAT7 0.0

Rank: 20

Skin Tone: 0.00%

Porn: 0.11

Child: 0.97

CAT1 0.96

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.02

Table B.28: ImageNet bottom 20 results by skin tone percentage
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B.15 ImageNet Corpus Classifier Results

WARNING
CONTAINS/MAY CONTAIN SEXUALLY EXPLICIT

IMAGERY

ImageNet: Top 20 Images

Image Details Image Details

Rank: 1

Skin Tone: 25.41%

Porn: 0.99

Child: 1.0

CAT1 0.0

CAT2 0.0

CAT3 0.69

CAT4 0.3

CAT5 0.0

CAT7 0.0

Rank: 2

Skin Tone: 69.08%

Porn: 0.99

Child: 1.0

CAT1 0.03

CAT2 0.0

CAT3 0.96

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 3

Skin Tone: 57.37%

Porn: 0.99

Child: 0.99

CAT1 0.35

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.63

Rank: 4

Skin Tone: 69.98%

Porn: 0.99

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.97

CAT4 0.02

CAT5 0.0

CAT7 0.0

Rank: 5

Skin Tone: 94.34%

Porn: 0.99

Child: 0.99

CAT1 0.01

CAT2 0.0

CAT3 0.02

CAT4 0.93

CAT5 0.0

CAT7 0.02

Rank: 6

Skin Tone: 24.57%

Porn: 0.99

Child: 0.99

CAT1 0.77

CAT2 0.0

CAT3 0.12

CAT4 0.09

CAT5 0.0

CAT7 0.0
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ImageNet: Top 20 Images

Image Details Image Details

Rank: 7

Skin Tone: 24.11%

Porn: 0.99

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.17

CAT4 0.74

CAT5 0.0

CAT7 0.07

Rank: 8

Skin Tone: 70.14%

Porn: 0.99

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.88

CAT4 0.11

CAT5 0.0

CAT7 0.0

Rank: 9

Skin Tone: 82.38%

Porn: 0.99

Child: 0.99

CAT1 0.02

CAT2 0.0

CAT3 0.92

CAT4 0.04

CAT5 0.0

CAT7 0.0

Rank: 10

Skin Tone: 56.32%

Porn: 0.99

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.94

CAT4 0.04

CAT5 0.0

CAT7 0.0

Rank: 11

Skin Tone: 58.86%

Porn: 0.99

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.44

CAT4 0.55

CAT5 0.0

CAT7 0.0

Rank: 12

Skin Tone: 52.82%

Porn: 0.99

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.03

CAT4 0.96

CAT5 0.0

CAT7 0.0
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ImageNet: Top 20 Images

Image Details Image Details

Rank: 13

Skin Tone: 55.99%

Porn: 0.99

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.04

CAT4 0.92

CAT5 0.0

CAT7 0.02

Rank: 14

Skin Tone: 51.01%

Porn: 0.99

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.99

CAT5 0.0

CAT7 0.0

Rank: 15

Skin Tone: 64.12%

Porn: 0.99

Child: 0.99

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 16

Skin Tone: 7.80%

Porn: 0.99

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 17

Skin Tone: 24.59%

Porn: 0.99

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.69

CAT4 0.29

CAT5 0.0

CAT7 0.0

Rank: 18

Skin Tone: 22.54%

Porn: 0.99

Child: 0.99

CAT1 0.09

CAT2 0.0

CAT3 0.12

CAT4 0.25

CAT5 0.0

CAT7 0.52
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ImageNet: Top 20 Images

Image Details Image Details

Rank: 19

Skin Tone: 25.59%

Porn: 0.99

Child: 0.99

CAT1 0.22

CAT2 0.0

CAT3 0.25

CAT4 0.22

CAT5 0.0

CAT7 0.3

Rank: 20

Skin Tone: 58.64%

Porn: 0.99

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.14

CAT4 0.85

CAT5 0.0

CAT7 0.0

Table B.29: ImageNet top 20 results by classifier (porn,child)
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ImageNet: Bottom 20 Images

Image Details Image Details

Rank: 1

Skin Tone: 20.21%

Porn: 0.0

Child: 0.0

CAT1 0.6

CAT2 0.0

CAT3 0.0

CAT4 0.03

CAT5 0.0

CAT7 0.34

Rank: 2

Skin Tone: 21.35%

Porn: 0.0

Child: 0.0

CAT1 0.97

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.02

Rank: 3

Skin Tone: 42.11%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 4

Skin Tone: 2.49%

Porn: 0.0

Child: 0.0

CAT1 0.02

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.96

Rank: 5

Skin Tone: 5.89%

Porn: 0.0

Child: 0.0

CAT1 0.07

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.92

Rank: 6

Skin Tone: 46.97%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99
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ImageNet: Bottom 20 Images

Image Details Image Details

Rank: 7

Skin Tone: 15.02%

Porn: 0.0

Child: 0.0

CAT1 0.02

CAT2 0.0

CAT3 0.0

CAT4 0.5

CAT5 0.0

CAT7 0.47

Rank: 8

Skin Tone: 3.14%

Porn: 0.0

Child: 0.0

CAT1 0.85

CAT2 0.04

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.09

Rank: 9

Skin Tone: 2.66%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 10

Skin Tone: 18.35%

Porn: 0.0

Child: 0.0

CAT1 0.93

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.05

Rank: 11

Skin Tone: 46.07%

Porn: 0.0

Child: 0.0

CAT1 0.16

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.83

Rank: 12

Skin Tone: 64.97%

Porn: 0.0

Child: 0.0

CAT1 0.04

CAT2 0.79

CAT3 0.0

CAT4 0.02

CAT5 0.0

CAT7 0.13
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ImageNet: Bottom 20 Images

Image Details Image Details

Rank: 13

Skin Tone: 10.42%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 14

Skin Tone: 12.98%

Porn: 0.0

Child: 0.0

CAT1 0.32

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.67

Rank: 15

Skin Tone: 22.74%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 16

Skin Tone: 7.34%

Porn: 0.0

Child: 0.0

CAT1 0.29

CAT2 0.61

CAT3 0.01

CAT4 0.03

CAT5 0.0

CAT7 0.04

Rank: 17

Skin Tone: 6.51%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 18

Skin Tone: 5.48%

Porn: 0.0

Child: 0.0

CAT1 0.97

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.02
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ImageNet: Bottom 20 Images

Image Details Image Details

Rank: 19

Skin Tone: 0.27%

Porn: 0.0

Child: 0.0

CAT1 0.77

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.2

Rank: 20

Skin Tone: 9.96%

Porn: 0.0

Child: 0.0

CAT1 0.68

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.31

Table B.30: ImageNet bottom 20 results by classifier (porn,child)
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B.16 TorCrawl corpus Skin Tone Results

WARNING
CONTAINS/MAY CONTAIN SEXUALLY EXPLICIT

IMAGERY

TorCrawl: Top 20 Images

Image Details Image Details

Rank: 1

Skin Tone: 100.00%

Porn: 0.0

Child: 0.66

CAT1 0.75

CAT2 0.0

CAT3 0.08

CAT4 0.04

CAT5 0.0

CAT7 0.11

Rank: 2

Skin Tone: 100.00%

Porn: 0.01

Child: 0.82

CAT1 0.0

CAT2 0.0

CAT3 0.08

CAT4 0.0

CAT5 0.0

CAT7 0.9

Rank: 3

Skin Tone: 100.00%

Porn: 0.17

Child: 0.01

CAT1 0.88

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.11

Rank: 4

Skin Tone: 100.00%

Porn: 0.07

Child: 0.66

CAT1 0.63

CAT2 0.01

CAT3 0.11

CAT4 0.02

CAT5 0.01

CAT7 0.19

Rank: 5

Skin Tone: 100.00%

Porn: 0.0

Child: 0.02

CAT1 0.19

CAT2 0.0

CAT3 0.4

CAT4 0.3

CAT5 0.0

CAT7 0.09

Rank: 6

Skin Tone: 100.00%

Porn: 0.0

Child: 0.99

CAT1 0.92

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.07
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TorCrawl: Top 20 Images

Image Details Image Details

Rank: 7

Skin Tone: 100.00%

Porn: 0.0

Child: 0.93

CAT1 0.54

CAT2 0.01

CAT3 0.01

CAT4 0.0

CAT5 0.0

CAT7 0.4

Rank: 8

Skin Tone: 100.00%

Porn: 0.0

Child: 0.86

CAT1 0.6

CAT2 0.04

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.35

Rank: 9

Skin Tone: 100.00%

Porn: 0.0

Child: 0.0

CAT1 0.57

CAT2 0.0

CAT3 0.02

CAT4 0.22

CAT5 0.0

CAT7 0.17

Rank: 10

Skin Tone: 100.00%

Porn: 0.03

Child: 0.08

CAT1 0.91

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.08

Rank: 11

Skin Tone: 100.00%

Porn: 0.0

Child: 0.03

CAT1 0.02

CAT2 0.0

CAT3 0.0

CAT4 0.88

CAT5 0.0

CAT7 0.09

Rank: 12

Skin Tone: 100.00%

Porn: 0.0

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.99

CAT4 0.0

CAT5 0.0

CAT7 0.0
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TorCrawl: Top 20 Images

Image Details Image Details

Rank: 13

Skin Tone: 100.00%

Porn: 0.05

Child: 1.0

CAT1 0.93

CAT2 0.0

CAT3 0.02

CAT4 0.0

CAT5 0.0

CAT7 0.02

Rank: 14

Skin Tone: 100.00%

Porn: 0.0

Child: 0.07

CAT1 0.98

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.01

Rank: 15

Skin Tone: 100.00%

Porn: 0.05

Child: 0.98

CAT1 0.93

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.06

Rank: 16

Skin Tone: 100.00%

Porn: 0.0

Child: 0.88

CAT1 0.36

CAT2 0.07

CAT3 0.43

CAT4 0.02

CAT5 0.0

CAT7 0.1

Rank: 17

Skin Tone: 100.00%

Porn: 0.12

Child: 0.36

CAT1 0.41

CAT2 0.01

CAT3 0.1

CAT4 0.0

CAT5 0.0

CAT7 0.45

Rank: 18

Skin Tone: 100.00%

Porn: 0.03

Child: 0.23

CAT1 0.93

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.06
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TorCrawl: Top 20 Images

Image Details Image Details

Rank: 19

Skin Tone: 100.00%

Porn: 0.13

Child: 0.05

CAT1 0.74

CAT2 0.01

CAT3 0.05

CAT4 0.01

CAT5 0.01

CAT7 0.16

Rank: 20

Skin Tone: 100.00%

Porn: 0.01

Child: 0.25

CAT1 0.26

CAT2 0.02

CAT3 0.0

CAT4 0.0

CAT5 0.01

CAT7 0.68

Table B.31: TorCrawl top 20 results by skin tone percentage



B.16. TORCRAWL CORPUS SKIN TONE RESULTS 279

TorCrawl: Bottom 20 Images

Image Details Image Details

Rank: 1

Skin Tone: 0.00%

Porn: 0.02

Child: 0.0

CAT1 0.53

CAT2 0.06

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.39

Rank: 2

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.01

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.98

Rank: 3

Skin Tone: 0.00%

Porn: 0.0

Child: 1.0

CAT1 0.0

CAT2 0.0

CAT3 0.96

CAT4 0.02

CAT5 0.0

CAT7 0.0

Rank: 4

Skin Tone: 0.00%

Porn: 0.01

Child: 0.0

CAT1 0.61

CAT2 0.05

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.32

Rank: 5

Skin Tone: 0.00%

Porn: 0.02

Child: 0.42

CAT1 0.0

CAT2 0.0

CAT3 0.4

CAT4 0.06

CAT5 0.0

CAT7 0.53

Rank: 6

Skin Tone: 0.00%

Porn: 0.0

Child: 1.0

CAT1 0.0

CAT2 0.0

CAT3 0.99

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 7

Skin Tone: 0.00%

Porn: 0.01

Child: 0.0

CAT1 0.32

CAT2 0.2

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.46

Rank: 8

Skin Tone: 0.00%

Porn: 0.0

Child: 0.97

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0
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TorCrawl: Bottom 20 Images

Image Details Image Details

Rank: 9

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.52

CAT2 0.16

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.3

Rank: 10

Skin Tone: 0.00%

Porn: 0.01

Child: 0.92

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 11

Skin Tone: 0.00%

Porn: 0.02

Child: 0.0

CAT1 0.31

CAT2 0.03

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.63

Rank: 12

Skin Tone: 0.00%

Porn: 0.0

Child: 0.97

CAT1 0.05

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.94

Rank: 13

Skin Tone: 0.00%

Porn: 0.02

Child: 0.0

CAT1 0.25

CAT2 0.01

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.73

Rank: 14

Skin Tone: 0.00%

Porn: 0.01

Child: 0.98

CAT1 0.64

CAT2 0.03

CAT3 0.19

CAT4 0.06

CAT5 0.0

CAT7 0.06

Rank: 15

Skin Tone: 0.00%

Porn: 0.0

Child: 0.08

CAT1 0.41

CAT2 0.0

CAT3 0.0

CAT4 0.06

CAT5 0.0

CAT7 0.51

Rank: 16

Skin Tone: 0.00%

Porn: 0.04

Child: 0.0

CAT1 0.2

CAT2 0.07

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.72
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TorCrawl: Bottom 20 Images

Image Details Image Details

Rank: 17

Skin Tone: 0.00%

Porn: 0.04

Child: 0.0

CAT1 0.22

CAT2 0.04

CAT3 0.01

CAT4 0.0

CAT5 0.01

CAT7 0.7

Rank: 18

Skin Tone: 0.00%

Porn: 0.0

Child: 0.83

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.98

Rank: 19

Skin Tone: 0.00%

Porn: 0.0

Child: 0.07

CAT1 0.29

CAT2 0.31

CAT3 0.0

CAT4 0.14

CAT5 0.0

CAT7 0.23

Rank: 20

Skin Tone: 0.00%

Porn: 0.0

Child: 0.01

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Table B.32: TorCrawl bottom 20 results by skin tone percentage
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B.17 TorCrawl Corpus Classifier Results

WARNING
CONTAINS/MAY CONTAIN SEXUALLY EXPLICIT

IMAGERY

TorCrawl: Top 20 Images

Image Details Image Details

Redacted: Confirmed

CEM

Rank: 1

Skin Tone: 48.26%

Porn: 0.99

Child: 1.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.99

CAT7 0.0

Redacted: Confirmed

CEM

Rank: 2

Skin Tone: 55.83%

Porn: 0.99

Child: 1.0

CAT1 0.0

CAT2 0.0

CAT3 0.29

CAT4 0.69

CAT5 0.0

CAT7 0.0

Redacted: Confirmed

CEM

Rank: 3

Skin Tone: 74.18%

Porn: 0.99

Child: 1.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.99

CAT5 0.0

CAT7 0.0

Redacted: Possible

CEM

Rank: 4

Skin Tone: 44.43%

Porn: 0.99

Child: 1.0

CAT1 0.06

CAT2 0.0

CAT3 0.04

CAT4 0.56

CAT5 0.28

CAT7 0.03

Rank: 5

Skin Tone: 37.25%

Porn: 0.99

Child: 1.0

CAT1 0.0

CAT2 0.01

CAT3 0.0

CAT4 0.98

CAT5 0.0

CAT7 0.0

Rank: 6

Skin Tone: 53.55%

Porn: 0.99

Child: 1.0

CAT1 0.0

CAT2 0.0

CAT3 0.01

CAT4 0.98

CAT5 0.0

CAT7 0.0
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TorCrawl: Top 20 Images

Image Details Image Details

Rank: 7

Skin Tone: 24.68%

Porn: 0.99

Child: 1.0

CAT1 0.66

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.33

Rank: 8

Skin Tone: 68.77%

Porn: 0.99

Child: 1.0

CAT1 0.05

CAT2 0.0

CAT3 0.0

CAT4 0.18

CAT5 0.0

CAT7 0.75

Rank: 9

Skin Tone: 38.18%

Porn: 0.99

Child: 1.0

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 10

Skin Tone: 0.00%

Porn: 0.99

Child: 1.0

CAT1 0.0

CAT2 0.76

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.21

Rank: 11

Skin Tone: 13.90%

Porn: 0.99

Child: 1.0

CAT1 0.65

CAT2 0.0

CAT3 0.01

CAT4 0.0

CAT5 0.0

CAT7 0.31

Redacted: Confirmed

CEM

Rank: 12

Skin Tone: 72.92%

Porn: 0.99

Child: 1.0

CAT1 0.02

CAT2 0.29

CAT3 0.12

CAT4 0.56

CAT5 0.0

CAT7 0.0
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TorCrawl: Top 20 Images

Image Details Image Details

Redacted: Confirmed

CEM

Rank: 13

Skin Tone: 6.25%

Porn: 0.99

Child: 1.0

CAT1 0.3

CAT2 0.0

CAT3 0.0

CAT4 0.01

CAT5 0.0

CAT7 0.67

Redacted: Possible

CEM

Rank: 14

Skin Tone: 68.35%

Porn: 0.99

Child: 1.0

CAT1 0.91

CAT2 0.0

CAT3 0.08

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 15

Skin Tone: 60.66%

Porn: 0.99

Child: 1.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.99

CAT5 0.0

CAT7 0.0

Rank: 16

Skin Tone: 26.37%

Porn: 0.99

Child: 1.0

CAT1 0.98

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 17

Skin Tone: 6.06%

Porn: 0.99

Child: 1.0

CAT1 0.18

CAT2 0.38

CAT3 0.08

CAT4 0.33

CAT5 0.0

CAT7 0.0

Redacted: Confirmed

CEM

Rank: 18

Skin Tone: 12.55%

Porn: 0.99

Child: 1.0

CAT1 0.13

CAT2 0.74

CAT3 0.0

CAT4 0.09

CAT5 0.0

CAT7 0.02
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TorCrawl: Top 20 Images

Image Details Image Details

Redacted: Confirmed

CEM

Rank: 19

Skin Tone: 41.08%

Porn: 0.99

Child: 1.0

CAT1 0.01

CAT2 0.91

CAT3 0.0

CAT4 0.05

CAT5 0.0

CAT7 0.0

Rank: 20

Skin Tone: 90.02%

Porn: 0.99

Child: 1.0

CAT1 0.0

CAT2 0.99

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Table B.33: TorCrawl top 20 results by classifier (porn,child)
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TorCrawl: Bottom 20 Images

Image Details Image Details

Rank: 1

Skin Tone: 1.77%

Porn: 0.0

Child: 0.0

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 2

Skin Tone: 5.86%

Porn: 0.0

Child: 0.0

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 3

Skin Tone: 0.18%

Porn: 0.0

Child: 0.0

CAT1 0.64

CAT2 0.0

CAT3 0.03

CAT4 0.0

CAT5 0.0

CAT7 0.32

Rank: 4

Skin Tone: 8.42%

Porn: 0.0

Child: 0.0

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 5

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.01

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.98

Rank: 6

Skin Tone: 36.63%

Porn: 0.0

Child: 0.0

CAT1 0.02

CAT2 0.0

CAT3 0.89

CAT4 0.04

CAT5 0.0

CAT7 0.03

Rank: 7

Skin Tone: 100.00%

Porn: 0.0

Child: 0.0

CAT1 0.57

CAT2 0.0

CAT3 0.02

CAT4 0.22

CAT5 0.0

CAT7 0.17

Rank: 8

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0
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TorCrawl: Bottom 20 Images

Image Details Image Details

Rank: 9

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.52

CAT2 0.16

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.3

Rank: 10

Skin Tone: 3.00%

Porn: 0.0

Child: 0.0

CAT1 0.1

CAT2 0.0

CAT3 0.0

CAT4 0.84

CAT5 0.0

CAT7 0.04

Rank: 11

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.64

CAT2 0.0

CAT3 0.28

CAT4 0.05

CAT5 0.0

CAT7 0.01

Rank: 12

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.94

CAT5 0.0

CAT7 0.04

Rank: 13

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.21

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.77

Rank: 14

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 15

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 16

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.86

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.13
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TorCrawl: Bottom 20 Images

Image Details Image Details

Rank: 17

Skin Tone: 25.33%

Porn: 0.0

Child: 0.0

CAT1 0.01

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.98

Rank: 18

Skin Tone: 0.00%

Porn: 0.0

Child: 0.0

CAT1 0.32

CAT2 0.0

CAT3 0.0

CAT4 0.59

CAT5 0.0

CAT7 0.08

Rank: 19

Skin Tone: 0.06%

Porn: 0.0

Child: 0.0

CAT1 0.7

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.29

Rank: 20

Skin Tone: 2.38%

Porn: 0.0

Child: 0.0

CAT1 0.91

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.06

Table B.34: TorCrawl bottom 20 results by classifier (porn,child)
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B.18 Adult Pornography corpus Skin Tone Results

WARNING
CONTAINS/MAY CONTAIN SEXUALLY EXPLICIT

IMAGERY

TEST CAT8: Top 20 Images

Image Details Image Details

Rank: 1

Skin Tone: 99.96%

Porn: 0.92

Child: 0.0

CAT1 0.07

CAT2 0.0

CAT3 0.67

CAT4 0.0

CAT5 0.0

CAT7 0.24

Rank: 2

Skin Tone: 99.96%

Porn: 0.78

Child: 0.0

CAT1 0.63

CAT2 0.06

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.28

Rank: 3

Skin Tone: 99.94%

Porn: 0.72

Child: 0.0

CAT1 0.94

CAT2 0.02

CAT3 0.03

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 4

Skin Tone: 99.94%

Porn: 0.99

Child: 0.03

CAT1 0.3

CAT2 0.0

CAT3 0.69

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 5

Skin Tone: 99.94%

Porn: 0.99

Child: 0.0

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 6

Skin Tone: 99.94%

Porn: 0.93

Child: 0.01

CAT1 0.97

CAT2 0.0

CAT3 0.01

CAT4 0.01

CAT5 0.0

CAT7 0.0
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TEST CAT8: Top 20 Images

Image Details Image Details

Rank: 7

Skin Tone: 99.94%

Porn: 0.99

Child: 0.93

CAT1 0.03

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.95

Rank: 8

Skin Tone: 99.93%

Porn: 0.99

Child: 0.09

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 9

Skin Tone: 99.93%

Porn: 0.98

Child: 0.0

CAT1 0.86

CAT2 0.0

CAT3 0.13

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 10

Skin Tone: 99.93%

Porn: 0.99

Child: 0.0

CAT1 0.36

CAT2 0.0

CAT3 0.0

CAT4 0.58

CAT5 0.0

CAT7 0.04

Rank: 11

Skin Tone: 99.93%

Porn: 0.99

Child: 0.0

CAT1 0.93

CAT2 0.0

CAT3 0.06

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 12

Skin Tone: 99.92%

Porn: 0.99

Child: 0.0

CAT1 0.95

CAT2 0.0

CAT3 0.04

CAT4 0.0

CAT5 0.0

CAT7 0.0
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TEST CAT8: Top 20 Images

Image Details Image Details

Rank: 13

Skin Tone: 99.92%

Porn: 0.99

Child: 0.0

CAT1 0.0

CAT2 0.99

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 14

Skin Tone: 99.92%

Porn: 0.99

Child: 0.0

CAT1 0.38

CAT2 0.6

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 15

Skin Tone: 99.91%

Porn: 0.92

Child: 0.0

CAT1 0.78

CAT2 0.02

CAT3 0.02

CAT4 0.03

CAT5 0.0

CAT7 0.13

Rank: 16

Skin Tone: 99.91%

Porn: 0.97

Child: 0.0

CAT1 0.7

CAT2 0.17

CAT3 0.02

CAT4 0.0

CAT5 0.0

CAT7 0.07

Rank: 17

Skin Tone: 99.91%

Porn: 0.98

Child: 0.0

CAT1 0.92

CAT2 0.0

CAT3 0.05

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 18

Skin Tone: 99.91%

Porn: 0.99

Child: 0.0

CAT1 0.99

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0
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TEST CAT8: Top 20 Images

Image Details Image Details

Rank: 19

Skin Tone: 99.91%

Porn: 0.94

Child: 0.0

CAT1 0.02

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.95

Rank: 20

Skin Tone: 99.91%

Porn: 0.97

Child: 0.0

CAT1 0.03

CAT2 0.0

CAT3 0.96

CAT4 0.0

CAT5 0.0

CAT7 0.0

Table B.35: Test corpus CAT8 top 20 results by skin tone percentage
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TEST CAT8: Bottom 20 Images

Image Details Image Details

File Missing

Rank: 1

Skin Tone: 0.00%

Porn: 0.01

Child: 0.99

CAT1 0.4

CAT2 0.0

CAT3 0.27

CAT4 0.16

CAT5 0.01

CAT7 0.13

Rank: 2

Skin Tone: 0.00%

Porn: 0.99

Child: 0.99

CAT1 0.97

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.02

Rank: 3

Skin Tone: 0.00%

Porn: 0.34

Child: 0.99

CAT1 0.1

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.89

Rank: 4

Skin Tone: 0.00%

Porn: 0.19

Child: 0.03

CAT1 0.05

CAT2 0.94

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

File Missing

Rank: 5

Skin Tone: 0.00%

Porn: 0.01

Child: 0.99

CAT1 0.4

CAT2 0.0

CAT3 0.27

CAT4 0.16

CAT5 0.01

CAT7 0.13

Rank: 6

Skin Tone: 0.00%

Porn: 0.97

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.98
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TEST CAT8: Bottom 20 Images

Image Details Image Details

Rank: 7

Skin Tone: 0.00%

Porn: 0.08

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 8

Skin Tone: 0.00%

Porn: 0.81

Child: 0.99

CAT1 0.06

CAT2 0.93

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 9

Skin Tone: 0.00%

Porn: 0.7

Child: 0.99

CAT1 0.0

CAT2 0.02

CAT3 0.0

CAT4 0.96

CAT5 0.0

CAT7 0.0

Rank: 10

Skin Tone: 0.00%

Porn: 0.9

Child: 0.11

CAT1 0.91

CAT2 0.06

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.01

Rank: 11

Skin Tone: 0.00%

Porn: 0.15

Child: 0.0

CAT1 0.0

CAT2 0.75

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.24

Rank: 12

Skin Tone: 0.00%

Porn: 0.58

Child: 0.0

CAT1 0.03

CAT2 0.86

CAT3 0.0

CAT4 0.08

CAT5 0.0

CAT7 0.0



B.18. ADULT PORNOGRAPHY CORPUS SKIN TONE RESULTS 295

TEST CAT8: Bottom 20 Images

Image Details Image Details

Rank: 13

Skin Tone: 0.00%

Porn: 0.96

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 14

Skin Tone: 0.00%

Porn: 0.18

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.02

CAT4 0.93

CAT5 0.0

CAT7 0.02

Rank: 15

Skin Tone: 0.00%

Porn: 0.95

Child: 0.34

CAT1 0.12

CAT2 0.74

CAT3 0.03

CAT4 0.02

CAT5 0.0

CAT7 0.07

Rank: 16

Skin Tone: 0.00%

Porn: 0.37

Child: 0.54

CAT1 0.02

CAT2 0.0

CAT3 0.01

CAT4 0.42

CAT5 0.0

CAT7 0.52

Rank: 17

Skin Tone: 0.00%

Porn: 0.96

Child: 0.37

CAT1 0.17

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.82

Rank: 18

Skin Tone: 0.00%

Porn: 0.27

Child: 0.05

CAT1 0.73

CAT2 0.12

CAT3 0.0

CAT4 0.01

CAT5 0.0

CAT7 0.13
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TEST CAT8: Bottom 20 Images

Image Details Image Details

Rank: 19

Skin Tone: 0.00%

Porn: 0.06

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.26

CAT4 0.73

CAT5 0.0

CAT7 0.0

Rank: 20

Skin Tone: 0.00%

Porn: 0.13

Child: 0.0

CAT1 0.27

CAT2 0.54

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.17

Table B.36: Test corpus CAT8 bottom 20 results by skin tone percentage
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B.19 Adult Pornography Corpus Classifier Results

WARNING
CONTAINS/MAY CONTAIN SEXUALLY EXPLICIT

IMAGERY

TEST CAT8: Top 20 Images

Image Details Image Details

Rank: 1

Skin Tone: 84.48%

Porn: 1.0

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.05

CAT4 0.94

CAT5 0.0

CAT7 0.0

Rank: 2

Skin Tone: 86.24%

Porn: 1.0

Child: 0.99

CAT1 0.0

CAT2 0.0

CAT3 0.29

CAT4 0.7

CAT5 0.0

CAT7 0.0

Rank: 3

Skin Tone: 92.48%

Porn: 1.0

Child: 0.65

CAT1 0.0

CAT2 0.0

CAT3 0.1

CAT4 0.89

CAT5 0.0

CAT7 0.0

Rank: 4

Skin Tone: 88.69%

Porn: 1.0

Child: 0.06

CAT1 0.0

CAT2 0.0

CAT3 0.38

CAT4 0.61

CAT5 0.0

CAT7 0.0

Rank: 5

Skin Tone: 83.88%

Porn: 1.0

Child: 0.0

CAT1 0.05

CAT2 0.0

CAT3 0.08

CAT4 0.0

CAT5 0.0

CAT7 0.85

Rank: 6

Skin Tone: 78.98%

Porn: 1.0

Child: 0.0

CAT1 0.02

CAT2 0.34

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.63
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TEST CAT8: Top 20 Images

Image Details Image Details

Rank: 7

Skin Tone: 93.00%

Porn: 1.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 8

Skin Tone: 79.08%

Porn: 1.0

Child: 0.0

CAT1 0.13

CAT2 0.02

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.84

Rank: 9

Skin Tone: 86.51%

Porn: 1.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.16

CAT4 0.83

CAT5 0.0

CAT7 0.0

Rank: 10

Skin Tone: 95.79%

Porn: 1.0

Child: 0.0

CAT1 0.0

CAT2 0.99

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 11

Skin Tone: 97.44%

Porn: 1.0

Child: 0.0

CAT1 0.08

CAT2 0.89

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.01

Rank: 12

Skin Tone: 89.47%

Porn: 1.0

Child: 0.0

CAT1 0.0

CAT2 0.99

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0
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TEST CAT8: Top 20 Images

Image Details Image Details

Rank: 13

Skin Tone: 99.20%

Porn: 1.0

Child: 0.0

CAT1 0.26

CAT2 0.57

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.15

Rank: 14

Skin Tone: 91.45%

Porn: 1.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 15

Skin Tone: 76.27%

Porn: 1.0

Child: 0.0

CAT1 0.69

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.3

Rank: 16

Skin Tone: 95.02%

Porn: 1.0

Child: 0.0

CAT1 0.0

CAT2 0.99

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Rank: 17

Skin Tone: 95.95%

Porn: 1.0

Child: 0.0

CAT1 0.03

CAT2 0.0

CAT3 0.13

CAT4 0.82

CAT5 0.0

CAT7 0.0

Rank: 18

Skin Tone: 97.63%

Porn: 1.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.01

CAT4 0.98

CAT5 0.0

CAT7 0.0
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TEST CAT8: Top 20 Images

Image Details Image Details

Rank: 19

Skin Tone: 82.06%

Porn: 1.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 20

Skin Tone: 98.31%

Porn: 1.0

Child: 0.0

CAT1 0.0

CAT2 0.99

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.0

Table B.37: Test corpus CAT8 top 20 results by classifier (porn,child)



B.19. ADULT PORNOGRAPHY CORPUS CLASSIFIER RESULTS 301

TEST CAT8: Bottom 20 Images

Image Details Image Details

Rank: 1

Skin Tone: 30.56%

Porn: 0.0

Child: 0.0

CAT1 0.03

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.95

Rank: 2

Skin Tone: 9.22%

Porn: 0.0

Child: 0.0

CAT1 0.85

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.14

Rank: 3

Skin Tone: 21.43%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 4

Skin Tone: 9.42%

Porn: 0.0

Child: 0.0

CAT1 0.78

CAT2 0.18

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.03

Rank: 5

Skin Tone: 17.73%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 6

Skin Tone: 21.00%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99
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TEST CAT8: Bottom 20 Images

Image Details Image Details

Rank: 7

Skin Tone: 50.71%

Porn: 0.0

Child: 0.0

CAT1 0.8

CAT2 0.0

CAT3 0.03

CAT4 0.0

CAT5 0.08

CAT7 0.07

Rank: 8

Skin Tone: 26.42%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 9

Skin Tone: 10.39%

Porn: 0.0

Child: 0.0

CAT1 0.87

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.12

Rank: 10

Skin Tone: 10.78%

Porn: 0.0

Child: 0.0

CAT1 0.05

CAT2 0.12

CAT3 0.0

CAT4 0.0

CAT5 0.01

CAT7 0.79

Rank: 11

Skin Tone: 2.83%

Porn: 0.0

Child: 0.0

CAT1 0.02

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.97

Rank: 12

Skin Tone: 80.86%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99
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TEST CAT8: Bottom 20 Images

Image Details Image Details

Rank: 13

Skin Tone: 3.96%

Porn: 0.0

Child: 0.0

CAT1 0.43

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.56

Rank: 14

Skin Tone: 22.56%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 15

Skin Tone: 29.12%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.99

Rank: 16

Skin Tone: 5.83%

Porn: 0.0

Child: 0.0

CAT1 0.1

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.89

Rank: 17

Skin Tone: 2.92%

Porn: 0.0

Child: 0.0

CAT1 0.98

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.01

Rank: 18

Skin Tone: 9.50%

Porn: 0.0

Child: 0.0

CAT1 0.57

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.42
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TEST CAT8: Bottom 20 Images

Image Details Image Details

Rank: 19

Skin Tone: 11.31%

Porn: 0.0

Child: 0.0

CAT1 0.0

CAT2 0.18

CAT3 0.0

CAT4 0.02

CAT5 0.0

CAT7 0.78

Rank: 20

Skin Tone: 31.42%

Porn: 0.0

Child: 0.0

CAT1 0.01

CAT2 0.0

CAT3 0.0

CAT4 0.0

CAT5 0.0

CAT7 0.98

Table B.38: Test corpus CAT8 bottom 20 results by classifier (porn,child)
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AnnotationSchemaTestv1Results-1.xlsx

Page 1 of 11

Image Male 1 Male 2 Male 3 Female 1 Female 2 Female 3
Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity

Female
Female/Female Female/Female Female/female Female/female Female/Female Female/feamle

White
Black

Asian
Unkown race Unknown race Unkown race
Oral penetration Oral penetration Oral penetration Oral penetration
Sex toy Sex toy Sex toy Sex toy Sex toy

Sex Toy: Other
Domination

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity
Female Female Female Female Female Female
Unkown race Unknown race Unknown race Unknown race Unknown race Unkown race
Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration

Anal penetration
Sex toy: Other Sex toy: Other Sex toy: Other Sex toy: Other Sex toy: Other Sex toy: Other

Sadism/masochism

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity
Male/Female Male/Female Male/female Male/female Male/Female Male/Female
Asian Asian Asian Asian Asian Asian
Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration

Pornographic Pornogrpahic Not pornographic Pornographic Pornographic
Nudity No nudity No nudity No nudity Nudity Nudity
Female Female Female Female Female Female
Asian Asian Asian Asian Asian Asian

Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic
No nudity No nudity No nudity No nudity No nudity No nudity

Male Male Male Male

1

2

3

4

5
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Page 2 of 11

Image Male 1 Male 2 Male 3 Female 1 Female 2 Female 3
Male/male

White White White
Unknown race Unknown race Unknown race Unknown race

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity

Female
Male

Male/Female Male/Female Male/female Male/female Male/female Male/female
Male/male Male/male Male/male Male/male Male/male Male/male
White White White White White White

Unknown race
Oral penetration Oral penetration Oral penetration Oral penetration Oral penetration Oral penetration

Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic
No nudity No nudity No nudity No nudity No nudity No nudity

Male Male Male
Animal/male Animal/male
White White White White White

Unknown race Unknown race

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity
Male/male Male/male Male/male Male/male Male/male Male/male
White White White White White White
Anal penetration Anal penetration Anal penetration Anal penetration Anal penetration Anal penetration

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity

Female
Male

Male/female Male/female Male/female Male/female Male/female Male/female
Female/female Female/female Female/female Female/female Female/female

White White White White White White
Black Black Black Black Black Black
Other penetration Oral penetration Oral penetration Oral penetration Oral penetration Oral penetration

6

5

7

8

9
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Page 3 of 11

Image Male 1 Male 2 Male 3 Female 1 Female 2 Female 3

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity

Female Female Female Female
Male

Male/female Male/female Male/female Male/female
White White White White White

Domination
Sadism/masochism

Excretion Excretion Excretion Excretion Excretion Excretion

Pornographic Pornographic Not pornographic Not pornographic Not pornographic Not pornographic
Nudity Nudity No nudity Nudity No nudity No nudity
Male Male Male Male Male
Asian Asian Asian Asian Asian

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity

Female
Male

Male/female Male/female Male/female Male/female Male/female Male/female
White White White White White White

Unknown race
Oral penetration Oral penetration Oral penetration Oral penetration Oral penetration Oral penetration
Anal penetration Anal penetration Anal penetration Anal penetration Anal penetration Anal penetration
Sex toy Sex toy Sex toy Sex toy Sex toy Sex toy

Domination

Not pornographic Pornographic Not pornographic Not pornographic Pornographic Not pornographic
No nudity No nudity No nudity No nudity

Female
Female/female Female/female Female/female Female/female
Black Black Black Black Black Black

Unknown race

Not pornographic Not pornographic Not pornographic Not pornographic Pornographic Pornographic
No nudity No nudity No nudity No nudity

10

11

12

13

14
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Page 4 of 11

Image Male 1 Male 2 Male 3 Female 1 Female 2 Female 3
Female
Male

Male/female Male/female Male/female Male/female
Asian Asian Asian Asian

Unknown race Unknown race

Not pornographic Not pornographic Not pornographic Not pornograhic Not pornographic Not pornographic
No nudity Nudity Nudity No nudity Nudity
Female Female Female Female Female Female
White White White White White White

Unknown race
Oral penetration

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity

Female
Male

Male/female Male/female Male/female Male/female Male/female Male/female
White White White White White White
Oral penetration Oral penetration Oral penetration Oral penetration Oral penetration Oral penetration

Other penetration
Bondage Bondage

Domination
Sadism/Masochism Sadism/masochism

Not pornographic Not pornographic Not pornographic Not pornographic Pornographic Pornographic
No nudity No nudity No nudity Nudity No nudity

Animal/female
Animal/male

White
Unknown race Unknown race

Bondage Bondage Bondage Bondage Bondage Bondage
Domination Domination Domination

Sadism/masochism Sadism/masochism Sadism/masochism
Virtual Virtual Virtual Virtual Virtual Virtual

Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic
No nudity No nudity No nudity No nudity

Female
Animal/female Animal/female18

14

15

16

17
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Page 5 of 11

Image Male 1 Male 2 Male 3 Female 1 Female 2 Female 3
White

Unknown race Unknown race

Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic
No nudity No nudity No nudity No nudity No nudity

Female
Male

Male/female Male/female Male/female
White White White White White

Unknown race

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity

Female
Male

Male/female Male/female Male/female Male/female Male/female Male/female
Male/male Male/male Male/male

White White White
Black Black Black Black

Unknown race Unknown race
Oral penetration

Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration
Anal penetration Anal penetration Anal penetration Anal penetration Anal penetration

Domination

Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic Pornographic
No nudity No nudity No nudity No nudity
Female Female Female Female Female Female

White
Unknown race Unknown race Unknown race Unknown race Unknown race

Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic
No nudity No nudity No nudity No nudity

18

19

20

21

22
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Page 6 of 11

Image Male 1 Male 2 Male 3 Female 1 Female 2 Female 3

Not pornographic Not pornographic Not pornographic Not pornographic Pornographic Pornographic
No nudity No nudity No nudity No nudity No nudity
Male/female Male/female Male/female Male/female Male/female
White White White White

Unknown race Unknown race Unknown race Unknown race

Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic
Nudity Nudity No nudity Nudity Nudity Nudity
Female Female Female Female Female Female

White White White
Unknown race Unknown race Unknown race

Pornographic Pornographic Not pornographic Not pornographic Pornographic Pornographic
Nudity Nudity Nudity No nudity No nudity Nudity
Female Female Female Female Female Female
Black Black Black Black Black

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
No nudity No nudity No nudity No nudity No nudity No nudity
Male/female Male/female Male/female Male/female Male/female Male/female
White White White White White White

Unknown race Unknown race
Excretion Excretion Excretion Excretion Excretion Excretion

Pornographic Pornographic Not pornographic Not pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity

Male/female
Transgender Transgender Transgender Transgender Transgender Transgender

White White White White
Unknown race

22

23

24

25

26

27
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Image Male 1 Male 2 Male 3 Female 1 Female 2 Female 3

Pornographic Pornographic Not pornographic Not pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity
Female Female Female Female Female Female
Black Black Black Black Black Black

Pornographic Pornographic Not pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity
Male/female Male/female Male/female Male/female Male/female
White White White White White White

Unknown race
Bondage Bondage Bondage Bondage Bondage
Domination Domination Domination Domination Domination Domination

Sadism/Masochism Sadism/masochism

Not pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity No nudity Nudity Nudity

Female
Animal/female Animal/female Animal/female Animal/female Animal/female

White White
Unknown race Unknown race Unknown race Unknown race

Sadism/masochism

Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic
Nudity Nudity Nudity Nudity Nudity Nudity

Female Female
Male

White White
Unknown race Unknown race Unknown race Unknown race Unknown race Unknown race

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity

30

27

28

29

31

32
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Page 8 of 11

Image Male 1 Male 2 Male 3 Female 1 Female 2 Female 3
Male/female Male/female Male/female Male/female Male/female Male/female

White White White White White
Unknown race Unknown race

Oral penetration Oral penetration Oral penetration
Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration
Anal penetration Anal penetration Anal penetration Anal penetration Anal penetration Anal penetration
Sex toy Sex toy Sex toy Sex toy Sex toy Sex toy

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity
Male Male Male Male Male Male

White White
Black

Unknown race Unknown race Unknown race

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity
Male Male Male Male Male Male
Black Black Black Black Black Black

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity

Male/female
Transgender Transgender Transgender Transgender Transgender Transgender
White White White White White White
Anal penetration Anal penetration Oral penetration Anal penetration Anal penetration Anal penetration

Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity

Female
Animal/female Animal/female Animal/female Animal/female Animal/female Animal/female
White White White White White White
Anal penetration Anal penetration Anal penetration Anal penetration Anal penetration

Sadism/masochism

32

33

34

35

36
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Image Male 1 Male 2 Male 3 Female 1 Female 2 Female 3

Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic
No nudity No nudity No nudity No nudity No nudity No nudity
Male Male Male Male Male Male
White White White White White White

38 Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic
No nudity No nudity No nudity No nudity No nudity No nudity
Female Female Female Female Female Female
White White White White White White

39 Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity
Female Female Female Female Female Female
White White White White White White
Bondage Bondage Bondage Bondage Bondage Bondage

Domination Domination
Sadism/masochism Sadism/masochism Sadism/masochism Sadism/masochism

40 Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic
Nudity Nudity Nudity Nudity Nudity Nudity
Female Female Female Female Female

Animal/female Animal/female
White White White White White

41 Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic
No nudity No nudity No nudity No nudity No nudity No nudity
Female Female Female Female Female Female
White White White White

Unknown race

37
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Image Male 1 Male 2 Male 3 Female 1 Female 2 Female 3

42 Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity
Female Female Female

Male/female Male/female Male/female
White White

Unknown race Unknown race Unknown race Unknown race Unknown race
Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration

Anal penetration
Sex toy Sex toy

Sex toy: Other Sex toy: Other Sex toy: Other Sex toy: Other Sex toy: Other Sex toy: Other
Bondage Bondage Bondage Bondage Bondage

Domination Domination Domination
Sadism/Masochism Sadism/masochism Sadism/masochism Sadism/masochism Sadism/masochism

43 Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic
No nudity No nudity Nudity No nudity No nudity No nudity
Female Female Female Female Female Female
White White White White White White

44 Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity
Female Female Female Female Female Female

White White
Unknown race Unknown race Unknown race Unknown race

Sex toy: Other
Bondage Bondage Bondage Bondage Bondage Bondage

Domination Domination Domination
Sadism/masochism Sadism/masochism Sadism/masochism Sadism/masochism

45 Pornographic Pornographic Pornographic Pornographic Pornographic Pornograghic
Nudity Nudity Nudity Nudity Nudity
Female Female Female Female Female Female

White
Unknown race Unknown race Unknown race Unknown race Unknown race
Anal penetration Anal penetration Anal penetration Anal penetration Anal penetration
Sex toy Sex toy Sex toy Sex toy Sex toy
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Page 11 of 11

Image Male 1 Male 2 Male 3 Female 1 Female 2 Female 3

46 Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic Not pornographic
No nudity No nudity Nudity No nudity No nudity No nudity
Female Female Female Female Female Female
White White White White White
Virtual Virtual Virtual

47 Pornographic Pornographic Pornogrpahic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity
Female Female Female Female Female Female
White White White White

Unknown race Unknown race
Bondage Bondage Bondage Bondage Bondage Bondage

Domination Domination Domination
Sadism/masochism Sadism/masochism Sadism/masochism

48 Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity

Female
Male

Male/female Male/female Male/female Male/female Male/female Male/female
Male/male Male/male
White White White White White White
Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration Vaginal penetration
Anal penetration Anal penetration Anal penetration Anal penetration Anal penetration Anal penetration

Domination
Sadism/masochism

49 Pornographic Pornographic Pornographic Pornographic Pornographic Pornographic
Nudity Nudity Nudity Nudity Nudity Nudity
Male/male Male/male Male/male Male/male Male/male Male/male
Unknown race Unknown race Unknown race Unknown race Unknown race Unknown race
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D.1 Training Corpus Cp Tuning Results

Table D.1: Cp tuning - MD5 Scorer, First FOI found

Scorer Cp Runs Min Max Avg Std Dev Std Err

MD5 Scorer 0.01 2552 .04% 96.73% 24.48% 28.07% 2.46%

MD5 Scorer 0.1 1942 .02% 38.76% 8.88% 9.57% .84%

MD5 Scorer 0.2 260 .03% 28.3% 7.63% 8.03% .7%

MD5 Scorer 0.4 260 .12% 31.34% 8.55% 8.82% .77%

MD5 Scorer 0.6 260 .04% 39.15% 8.78% 9.32% .82%

MD5 Scorer 1√
2

260 .02% 45.88% 8.58% 9.53% .84%

MD5 Scorer 0.8 260 .02% 42.16% 9.02% 9.77% .86%

MD5 Scorer 1 260 .02% 49.32% 9.7% 10.81% .95%

MD5 Scorer 1.2 260 .05% 39.21% 9.22% 10.3% .9%

MD5 Scorer 1.4 260 .01% 43.07% 9.64% 10.75% .94%

MD5 Scorer 1.6 260 .06% 43.56% 9.43% 10.88% .95%

MD5 Scorer 1.8 260 .05% 51.9% 10.43% 11.92% 1.05%

MD5 Scorer 2 260 .01% 48.37% 10.06% 11.88% 1.04%

MD5 Scorer (no ignorable files) 0.01 2200 .04% 73.28% 12.13% 15.08% 1.32%

MD5 Scorer (no ignorable files) 0.1 2207 .07% 59.92% 12.07% 14.32% 1.26%

MD5 Scorer (no ignorable files) 0.2 260 .09% 70.24% 11.89% 15.4% 1.35%

MD5 Scorer (no ignorable files) 0.4 260 .03% 62.31% 12.37% 15.06% 1.32%

MD5 Scorer (no ignorable files) 0.6 260 .17% 72.77% 11.74% 15.49% 1.36%

MD5 Scorer (no ignorable files) 1√
2

260 .07% 58.24% 11.46% 14.18% 1.24%

MD5 Scorer (no ignorable files) 0.8 260 .08% 59.94% 11.17% 13.8% 1.21%

MD5 Scorer (no ignorable files) 1 260 .08% 58.19% 12.9% 16.1% 1.41%

MD5 Scorer (no ignorable files) 1.2 260 .04% 59.79% 11.71% 14.72% 1.29%

MD5 Scorer (no ignorable files) 1.4 260 .06% 62.31% 11.32% 15.27% 1.34%

MD5 Scorer (no ignorable files) 1.6 260 .03% 63.65% 11.12% 14.94% 1.31%

MD5 Scorer (no ignorable files) 1.8 260 .16% 63.8% 12.24% 15.04% 1.32%

MD5 Scorer (no ignorable files) 2 260 .05% 64.55% 12.49% 16.03% 1.41%
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Table D.2: Cp tuning - MD5 Scorer, All FOI found

Scorer Cp Runs Min Max Avg Std Dev Std Err

MD5 Scorer 0.01 2552 .64% 99.8% 51.27% 32.29% 2.83%

MD5 Scorer 0.1 1942 1.18% 98.51% 36.07% 31.96% 2.8%

MD5 Scorer 0.2 260 1.95% 98.51% 39.72% 33.57% 2.94%

MD5 Scorer 0.4 260 3.08% 99.1% 43.06% 34.2% 3.%

MD5 Scorer 0.6 260 3.58% 98.64% 44.66% 33.23% 2.91%

MD5 Scorer 1√
2

260 4.36% 99.1% 45.71% 33.6% 2.95%

MD5 Scorer 0.8 260 4.66% 98.92% 45.38% 32.7% 2.87%

MD5 Scorer 1 260 5.19% 98.96% 46.58% 32.9% 2.89%

MD5 Scorer 1.2 260 5.7% 98.58% 46.98% 32.76% 2.87%

MD5 Scorer 1.4 260 6.04% 99.07% 48.08% 32.78% 2.87%

MD5 Scorer 1.6 260 6.45% 98.8% 48.33% 32.47% 2.85%

MD5 Scorer 1.8 260 6.84% 99.26% 48.93% 32.67% 2.87%

MD5 Scorer 2 260 7.14% 99.22% 49.42% 32.65% 2.86%

MD5 Scorer (no ignorable files) 0.01 2200 .71% 98.51% 38.52% 30.26% 2.65%

MD5 Scorer (no ignorable files) 0.1 2207 1.96% 99.04% 46.15% 36.76% 3.22%

MD5 Scorer (no ignorable files) 0.2 260 2.9% 97.77% 48.88% 36.83% 3.23%

MD5 Scorer (no ignorable files) 0.4 260 6.27% 99.33% 50.75% 35.42% 3.11%

MD5 Scorer (no ignorable files) 0.6 260 8.58% 98.99% 52.29% 34.96% 3.07%

MD5 Scorer (no ignorable files) 1√
2

260 9.47% 98.89% 52.57% 34.27% 3.01%

MD5 Scorer (no ignorable files) 0.8 260 10.03% 99.28% 53.33% 34.69% 3.04%

MD5 Scorer (no ignorable files) 1 260 10.25% 99.07% 52.66% 33.4% 2.93%

MD5 Scorer (no ignorable files) 1.2 260 11.38% 99.34% 54.54% 34.21% 3.%

MD5 Scorer (no ignorable files) 1.4 260 11.77% 99.02% 54.66% 33.7% 2.96%

MD5 Scorer (no ignorable files) 1.6 260 11.87% 99.24% 54.3% 33.47% 2.94%

MD5 Scorer (no ignorable files) 1.8 260 12.% 98.9% 55.13% 33.55% 2.94%

MD5 Scorer (no ignorable files) 2 260 12.31% 99.05% 55.35% 33.19% 2.91%
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D.2 Training Corpus MD5 Scorer Parameter Tuning

Results

Table D.3: Training Corpus - MD5 Scorer (with ignorable file hashset) Parameter Tuning
Results - First Hit (Cp = 0.1)

Default

Score

TOI Score C param Runs Min Max Avg Std Dev Std Err

0.01 0.01 0.2 260 .03% 48.61% 10.81% 13.18% .82%

0.01 0.1 0.2 260 .04% 33.97% 7.45% 8.73% .54%

0.01 0.2 0.2 260 .01% 53.44% 9.23% 13.82% .86%

0.01 0.3 0.2 260 .01% 51.66% 8.38% 13.37% .83%

0.01 0.4 0.2 304 .05% 50.01% 8.68% 13.17% .82%

0.01 0.5 0.2 268 .04% 49.64% 9.09% 13.35% .83%

0.01 0.6 0.2 264 .01% 49.32% 9.55% 13.65% .85%

0.01 0.7 0.2 260 .02% 49.14% 9.33% 13.49% .84%

0.01 0.8 0.2 267 .03% 57.34% 10.05% 14.55% .9%

0.01 0.9 0.2 260 .% 56.87% 9.99% 14.53% .9%

0.01 0.99 0.2 260 .04% 56.39% 9.44% 13.62% .84%

0.1 0.01 0.2 272 .06% 47.64% 11.18% 12.48% .77%

0.1 0.1 0.2 275 .06% 33.09% 8.95% 9.94% .62%

0.1 0.2 0.2 260 .% 29.85% 7.14% 7.8% .48%

0.1 0.3 0.2 260 .01% 38.1% 7.39% 9.31% .58%

0.1 0.4 0.2 260 .01% 50.71% 8.52% 13.34% .83%

0.1 0.5 0.2 260 .05% 50.06% 9.2% 13.57% .84%

0.1 0.6 0.2 260 .02% 56.71% 9.19% 13.71% .85%

0.1 0.7 0.2 260 .03% 59.84% 10.06% 15.% .93%

0.1 0.8 0.2 260 .02% 58.18% 9.31% 13.98% .87%

0.1 0.9 0.2 260 .05% 49.16% 9.48% 14.% .87%

0.1 0.99 0.2 260 .01% 60.86% 9.5% 13.87% .86%

0.2 0.01 0.2 260 .02% 50.11% 12.15% 13.6% .84%

0.2 0.1 0.2 260 .% 52.81% 10.77% 12.08% .75%

0.2 0.2 0.2 260 .02% 35.2% 8.17% 8.96% .56%

0.2 0.3 0.2 260 .02% 31.42% 6.91% 7.29% .45%

0.2 0.4 0.2 260 .04% 26.62% 6.54% 7.6% .47%

0.2 0.5 0.2 260 .02% 41.83% 7.55% 10.2% .63%

0.2 0.6 0.2 260 .05% 50.22% 8.89% 13.29% .82%

0.2 0.7 0.2 260 .04% 58.8% 9.61% 14.37% .89%

0.2 0.8 0.2 260 .04% 56.31% 8.86% 13.58% .84%

0.2 0.9 0.2 260 .02% 60.01% 9.77% 14.39% .89%

0.2 0.99 0.2 260 .04% 49.06% 8.37% 12.37% .77%

0.3 0.01 0.2 260 .02% 88.48% 13.13% 14.99% .93%
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Training Corpus - MD5 Scorer (with ignorable file hashset) Parameter Tuning Results -
First Hit (continued)

Default

Score

TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.3 0.1 0.2 260 .02% 67.48% 12.6% 13.66% .85%

0.3 0.2 0.2 260 .02% 49.13% 10.44% 11.24% .7%

0.3 0.3 0.2 260 .03% 32.08% 7.59% 8.22% .51%

0.3 0.4 0.2 260 .03% 26.87% 6.62% 6.73% .42%

0.3 0.5 0.2 260 .02% 32.84% 6.2% 6.61% .41%

0.3 0.6 0.2 260 .03% 28.36% 6.6% 7.83% .49%

0.3 0.7 0.2 260 .04% 43.95% 7.54% 10.61% .66%

0.3 0.8 0.2 260 .03% 67.11% 9.11% 14.53% .9%

0.3 0.9 0.2 260 .02% 60.27% 9.19% 13.73% .85%

0.3 0.99 0.2 260 .03% 55.77% 8.16% 12.27% .76%

0.4 0.01 0.2 260 .01% 90.91% 16.62% 19.47% 1.21%

0.4 0.1 0.2 260 .08% 80.62% 15.23% 17.11% 1.06%

0.4 0.2 0.2 260 .09% 46.61% 11.9% 12.56% .78%

0.4 0.3 0.2 260 .% 45.09% 10.42% 11.72% .73%

0.4 0.4 0.2 260 .03% 36.49% 7.72% 8.28% .51%

0.4 0.5 0.2 260 .01% 43.28% 6.92% 7.27% .45%

0.4 0.6 0.2 260 .02% 32.84% 6.22% 6.68% .41%

0.4 0.7 0.2 260 .03% 32.77% 6.42% 7.7% .48%

0.4 0.8 0.2 260 .04% 64.63% 6.84% 9.15% .57%

0.4 0.9 0.2 260 .01% 59.61% 7.73% 11.01% .68%

0.4 0.99 0.2 260 .% 60.68% 8.58% 12.73% .79%

0.5 0.01 0.2 260 .03% 90.44% 18.8% 20.73% 1.29%

0.5 0.1 0.2 260 .02% 87.75% 15.72% 18.69% 1.16%

0.5 0.2 0.2 260 .03% 69.96% 13.95% 14.92% .93%

0.5 0.3 0.2 260 .11% 51.34% 11.33% 12.61% .78%

0.5 0.4 0.2 260 .04% 38.16% 9.2% 10.26% .64%

0.5 0.5 0.2 260 .03% 35.82% 7.6% 8.18% .51%

0.5 0.6 0.2 260 .01% 28.8% 6.51% 6.63% .41%

0.5 0.7 0.2 260 .04% 29.5% 6.23% 6.63% .41%

0.5 0.8 0.2 260 .01% 31.17% 6.55% 7.75% .48%

0.5 0.9 0.2 260 .01% 60.98% 6.97% 9.47% .59%

0.5 0.99 0.2 260 .% 66.43% 7.42% 10.19% .63%

0.6 0.01 0.2 260 .02% 87.37% 21.4% 23.41% 1.45%

0.6 0.1 0.2 260 .04% 87.45% 17.63% 20.01% 1.24%

0.6 0.2 0.2 260 .04% 77.12% 14.8% 16.66% 1.03%

0.6 0.3 0.2 260 .04% 84.55% 14.61% 16.82% 1.04%

0.6 0.4 0.2 260 .01% 47.8% 11.81% 12.64% .78%
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Training Corpus - MD5 Scorer (with ignorable file hashset) Parameter Tuning Results -
First Hit (continued)

Default

Score

TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.6 0.5 0.2 260 .02% 46.14% 9.68% 10.44% .65%

0.6 0.6 0.2 260 .04% 42.04% 7.89% 8.26% .51%

0.6 0.7 0.2 260 .04% 25.88% 6.54% 6.64% .41%

0.6 0.8 0.2 260 .03% 63.19% 5.81% 7.% .43%

0.6 0.9 0.2 260 .01% 28.58% 6.36% 7.16% .44%

0.6 0.99 0.2 260 .05% 56.03% 6.7% 7.87% .49%

0.7 0.01 0.2 260 .03% 90.44% 22.68% 23.63% 1.47%

0.7 0.1 0.2 260 .02% 90.01% 20.15% 22.76% 1.41%

0.7 0.2 0.2 260 .04% 88.56% 18.01% 20.79% 1.29%

0.7 0.3 0.2 260 .01% 82.84% 15.53% 18.93% 1.17%

0.7 0.4 0.2 260 .% 78.49% 13.64% 15.01% .93%

0.7 0.5 0.2 260 .03% 48.15% 10.48% 11.38% .71%

0.7 0.6 0.2 260 .02% 37.3% 8.91% 9.77% .61%

0.7 0.7 0.2 260 .01% 45.49% 7.72% 8.37% .52%

0.7 0.8 0.2 260 .02% 62.8% 6.87% 7.44% .46%

0.7 0.9 0.2 260 .05% 66.17% 6.98% 7.65% .47%

0.7 0.99 0.2 260 .02% 64.57% 7.45% 9.55% .59%

0.8 0.01 0.2 260 .01% 90.65% 22.79% 23.81% 1.48%

0.8 0.1 0.2 260 .02% 89.71% 23.63% 24.89% 1.54%

0.8 0.2 0.2 260 .01% 87.79% 19.66% 22.63% 1.4%

0.8 0.3 0.2 260 .% 85.92% 16.8% 19.51% 1.21%

0.8 0.4 0.2 260 .02% 80.79% 15.24% 17.49% 1.08%

0.8 0.5 0.2 260 .% 59.67% 12.6% 14.21% .88%

0.8 0.6 0.2 260 .04% 57.73% 10.88% 12.3% .76%

0.8 0.7 0.2 260 .03% 40.33% 9.17% 9.83% .61%

0.8 0.8 0.2 260 .01% 29.72% 7.84% 7.68% .48%

0.8 0.9 0.2 260 .05% 67.92% 7.58% 8.28% .51%

0.8 0.99 0.2 260 .02% 66.66% 6.99% 8.12% .5%

0.9 0.01 0.2 260 .01% 90.14% 24.09% 24.91% 1.54%

0.9 0.1 0.2 260 .16% 90.57% 24.76% 25.14% 1.56%

0.9 0.2 0.2 260 .05% 88.01% 21.77% 23.38% 1.45%

0.9 0.3 0.2 260 .01% 87.79% 18.98% 21.33% 1.32%

0.9 0.4 0.2 260 .03% 87.37% 18.57% 22.73% 1.41%

0.9 0.5 0.2 260 .04% 85.96% 16.69% 20.2% 1.25%

0.9 0.6 0.2 260 .01% 72.76% 12.99% 14.62% .91%

0.9 0.7 0.2 260 .02% 45.7% 11.12% 12.1% .75%

0.9 0.8 0.2 260 .% 46.25% 9.18% 9.64% .6%
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Training Corpus - MD5 Scorer (with ignorable file hashset) Parameter Tuning Results -
First Hit (continued)

Default

Score

TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.9 0.9 0.2 260 .02% 34.15% 8.39% 8.32% .52%

0.9 0.99 0.2 260 .01% 30.62% 6.96% 7.16% .44%

0.99 0.01 0.2 260 .05% 90.4% 28.09% 26.56% 1.65%

0.99 0.1 0.2 260 .02% 89.24% 26.98% 25.87% 1.6%

0.99 0.2 0.2 260 .01% 88.39% 22.61% 23.88% 1.48%

0.99 0.3 0.2 260 .04% 88.95% 22.02% 23.44% 1.45%

0.99 0.4 0.2 260 .03% 87.96% 20.31% 23.04% 1.43%

0.99 0.5 0.2 260 .02% 87.32% 17.11% 20.82% 1.29%

0.99 0.6 0.2 260 .14% 87.96% 14.84% 17.84% 1.11%

0.99 0.7 0.2 260 .01% 69.91% 12.9% 14.88% .92%

0.99 0.8 0.2 260 .02% 47.94% 10.44% 11.83% .73%

0.99 0.9 0.2 260 .02% 46.67% 9.03% 9.3% .58%

0.99 0.99 0.2 260 .% 62.71% 8.48% 9.51% .59%

Table D.4: Training Corpus - MD5 Scorer (without ignorable file hashset) Parameter
Tuning Results - First Hit(Cp = 0.1)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.01 0.01 0.2 260 .02% 72.% 12.24% 15.45% .96%

0.01 0.1 0.2 260 .03% 29.27% 7.51% 8.51% .53%

0.01 0.2 0.2 260 .04% 54.08% 8.84% 14.06% .87%

0.01 0.3 0.2 260 .07% 51.69% 8.42% 13.35% .83%

0.01 0.4 0.2 260 .01% 50.87% 9.3% 13.65% .85%

0.01 0.5 0.2 260 .04% 49.61% 9.79% 13.95% .86%

0.01 0.6 0.2 260 .02% 49.36% 10.35% 14.17% .88%

0.01 0.7 0.2 260 .01% 63.17% 10.83% 15.56% .97%

0.01 0.8 0.2 260 .% 57.76% 11.69% 15.63% .97%

0.01 0.9 0.2 260 .04% 69.01% 12.09% 16.28% 1.01%

0.01 0.99 0.2 260 .03% 75.42% 12.47% 17.49% 1.08%

0.1 0.01 0.2 260 .% 92.09% 16.% 22.3% 1.38%

0.1 0.1 0.2 260 .05% 68.6% 11.54% 14.5% .9%

0.1 0.2 0.2 260 .01% 36.72% 7.96% 9.32% .58%

0.1 0.3 0.2 260 .01% 53.78% 9.48% 14.25% .88%

0.1 0.4 0.2 260 .05% 51.56% 8.58% 13.28% .82%

0.1 0.5 0.2 260 .% 49.97% 9.49% 13.55% .84%

0.1 0.6 0.2 260 .05% 56.98% 10.02% 14.49% .9%

0.1 0.7 0.2 260 .01% 60.65% 10.45% 15.11% .94%
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Training Corpus - MD5 Scorer (without ignorable file hashset) Parameter Tuning Results
- First Hit (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.1 0.8 0.2 260 .04% 58.2% 10.99% 15.3% .95%

0.1 0.9 0.2 260 .07% 75.8% 11.46% 16.38% 1.02%

0.1 0.99 0.2 260 .04% 66.62% 12.95% 17.61% 1.09%

0.2 0.01 0.2 260 .04% 91.37% 17.03% 23.68% 1.47%

0.2 0.1 0.2 260 .% 92.14% 15.38% 21.84% 1.35%

0.2 0.2 0.2 260 .% 70.8% 12.5% 15.87% .98%

0.2 0.3 0.2 260 .06% 38.91% 8.19% 9.58% .59%

0.2 0.4 0.2 260 .05% 53.81% 9.22% 14.21% .88%

0.2 0.5 0.2 260 .06% 51.41% 8.69% 13.32% .83%

0.2 0.6 0.2 260 .04% 49.95% 9.24% 13.44% .83%

0.2 0.7 0.2 260 .04% 55.28% 9.99% 14.39% .89%

0.2 0.8 0.2 260 .03% 57.72% 10.44% 14.83% .92%

0.2 0.9 0.2 260 .04% 63.02% 11.26% 15.35% .95%

0.2 0.99 0.2 260 .04% 59.41% 11.03% 15.46% .96%

0.3 0.01 0.2 260 .02% 90.67% 18.84% 24.67% 1.53%

0.3 0.1 0.2 260 .02% 90.7% 17.46% 23.92% 1.48%

0.3 0.2 0.2 260 .04% 92.2% 15.61% 21.68% 1.34%

0.3 0.3 0.2 260 .01% 74.29% 11.93% 15.38% .95%

0.3 0.4 0.2 260 .03% 36.67% 7.64% 8.66% .54%

0.3 0.5 0.2 260 .05% 53.81% 8.65% 13.89% .86%

0.3 0.6 0.2 260 .01% 51.57% 8.63% 13.33% .83%

0.3 0.7 0.2 260 .04% 50.71% 9.41% 13.56% .84%

0.3 0.8 0.2 260 .03% 49.54% 9.65% 13.62% .84%

0.3 0.9 0.2 260 .01% 63.24% 10.29% 15.24% .95%

0.3 0.99 0.2 260 .02% 62.5% 10.91% 15.13% .94%

0.4 0.01 0.2 260 .02% 94.4% 23.18% 27.69% 1.72%

0.4 0.1 0.2 260 .02% 90.68% 18.52% 23.79% 1.48%

0.4 0.2 0.2 260 .06% 91.47% 17.79% 22.13% 1.37%

0.4 0.3 0.2 260 .% 92.74% 15.56% 22.86% 1.42%

0.4 0.4 0.2 260 .1% 73.25% 12.57% 15.65% .97%

0.4 0.5 0.2 260 .04% 34.71% 7.59% 8.63% .54%

0.4 0.6 0.2 260 .03% 53.82% 9.1% 14.07% .87%

0.4 0.7 0.2 260 .03% 55.03% 8.61% 13.43% .83%

0.4 0.8 0.2 260 .01% 49.9% 9.21% 13.67% .85%

0.4 0.9 0.2 260 .01% 62.72% 9.54% 14.31% .89%

0.4 0.99 0.2 260 .01% 61.71% 10.61% 15.08% .94%

0.5 0.01 0.2 260 .01% 95.53% 28.47% 31.22% 1.94%

0.5 0.1 0.2 260 .% 96.83% 23.61% 27.85% 1.73%
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Training Corpus - MD5 Scorer (without ignorable file hashset) Parameter Tuning Results
- First Hit (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.5 0.2 0.2 260 .01% 95.95% 19.63% 25.41% 1.58%

0.5 0.3 0.2 260 .01% 91.42% 17.4% 23.96% 1.49%

0.5 0.4 0.2 260 .05% 93.78% 15.75% 22.44% 1.39%

0.5 0.5 0.2 260 .02% 60.68% 11.65% 14.62% .91%

0.5 0.6 0.2 260 .01% 37.17% 7.98% 9.1% .56%

0.5 0.7 0.2 260 .% 53.77% 9.3% 14.19% .88%

0.5 0.8 0.2 260 .01% 51.56% 8.72% 13.42% .83%

0.5 0.9 0.2 260 .05% 54.81% 9.39% 13.79% .86%

0.5 0.99 0.2 260 .04% 49.59% 9.65% 13.85% .86%

0.6 0.01 0.2 260 .02% 97.44% 32.32% 32.59% 2.02%

0.6 0.1 0.2 260 .01% 94.58% 27.37% 30.02% 1.86%

0.6 0.2 0.2 260 .02% 94.41% 24.25% 28.63% 1.78%

0.6 0.3 0.2 260 .01% 90.78% 18.87% 24.31% 1.51%

0.6 0.4 0.2 260 .02% 91.67% 16.37% 22.41% 1.39%

0.6 0.5 0.2 260 .02% 92.33% 15.15% 21.49% 1.33%

0.6 0.6 0.2 260 .03% 62.13% 11.76% 14.94% .93%

0.6 0.7 0.2 260 .04% 36.54% 7.62% 8.71% .54%

0.6 0.8 0.2 260 .03% 53.77% 9.07% 14.01% .87%

0.6 0.9 0.2 260 .01% 51.64% 8.63% 13.49% .84%

0.6 0.99 0.2 260 .02% 50.84% 9.18% 13.46% .83%

0.7 0.01 0.2 260 .04% 97.47% 34.61% 34.15% 2.12%

0.7 0.1 0.2 260 .06% 98.22% 32.17% 32.99% 2.05%

0.7 0.2 0.2 260 .09% 94.37% 27.29% 30.28% 1.88%

0.7 0.3 0.2 260 .02% 94.41% 23.36% 27.39% 1.7%

0.7 0.4 0.2 260 .04% 93.24% 20.61% 25.86% 1.6%

0.7 0.5 0.2 260 .05% 92.31% 16.54% 23.44% 1.45%

0.7 0.6 0.2 260 .02% 93.8% 15.84% 22.61% 1.4%

0.7 0.7 0.2 260 .05% 63.17% 12.3% 15.02% .93%

0.7 0.8 0.2 260 .03% 36.61% 7.95% 9.17% .57%

0.7 0.9 0.2 260 .01% 53.79% 9.16% 14.08% .87%

0.7 0.99 0.2 260 .04% 51.73% 8.59% 13.35% .83%

0.8 0.01 0.2 260 .15% 97.66% 36.9% 34.81% 2.16%

0.8 0.1 0.2 260 .% 98.52% 34.18% 34.76% 2.16%

0.8 0.2 0.2 260 .03% 97.45% 30.53% 32.93% 2.04%

0.8 0.3 0.2 260 .05% 96.73% 30.11% 32.1% 1.99%

0.8 0.4 0.2 260 .02% 94.4% 22.9% 27.52% 1.71%

0.8 0.5 0.2 260 .05% 91.71% 20.47% 25.23% 1.56%

0.8 0.6 0.2 260 .02% 91.09% 16.55% 22.61% 1.4%
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Training Corpus - MD5 Scorer (without ignorable file hashset) Parameter Tuning Results
- First Hit (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.8 0.7 0.2 260 .01% 92.43% 15.77% 22.61% 1.4%

0.8 0.8 0.2 260 .02% 73.86% 12.23% 15.39% .95%

0.8 0.9 0.2 260 .02% 36.81% 7.99% 9.31% .58%

0.8 0.99 0.2 260 .03% 54.09% 9.2% 14.21% .88%

0.9 0.01 0.2 260 .02% 98.88% 38.99% 35.63% 2.21%

0.9 0.1 0.2 260 .07% 97.68% 35.04% 34.26% 2.12%

0.9 0.2 0.2 260 .12% 98.93% 32.99% 34.24% 2.12%

0.9 0.3 0.2 260 .03% 97.44% 27.75% 31.22% 1.94%

0.9 0.4 0.2 260 .03% 97.44% 27.19% 30.47% 1.89%

0.9 0.5 0.2 260 .07% 92.55% 21.91% 26.95% 1.67%

0.9 0.6 0.2 260 .03% 91.85% 19.47% 24.68% 1.53%

0.9 0.7 0.2 260 .04% 92.3% 17.65% 23.31% 1.45%

0.9 0.8 0.2 260 .04% 91.98% 14.9% 21.74% 1.35%

0.9 0.9 0.2 260 .06% 63.15% 12.03% 14.96% .93%

0.9 0.99 0.2 260 .02% 29.85% 7.82% 8.78% .54%

0.99 0.01 0.2 260 .02% 99.09% 41.94% 35.87% 2.22%

0.99 0.1 0.2 260 .01% 98.88% 37.89% 35.46% 2.2%

0.99 0.2 0.2 260 .01% 98.34% 35.93% 35.14% 2.18%

0.99 0.3 0.2 260 .% 97.7% 33.61% 34.32% 2.13%

0.99 0.4 0.2 260 .01% 95.58% 30.97% 32.82% 2.04%

0.99 0.5 0.2 260 .08% 97.43% 26.5% 30.67% 1.9%

0.99 0.6 0.2 260 .03% 95.09% 23.37% 28.01% 1.74%

0.99 0.7 0.2 260 .01% 90.82% 19.04% 23.99% 1.49%

0.99 0.8 0.2 260 .04% 91.98% 17.55% 24.17% 1.5%

0.99 0.9 0.2 260 .03% 93.64% 15.53% 22.86% 1.42%

0.99 0.99 0.2 260 .% 65.97% 12.29% 15.41% .96%

Table D.5: Training Corpus - MD5 Scorer (with ignorable file hashset) Parameter Tuning
Results - All FOI Found (Cp = 0.2)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.01 0.01 0.1 210 1.19% 98.6% 42.28% 34.42% 2.13%

0.01 0.1 0.1 210 .87% 98.51% 33.33% 28.64% 1.78%

0.01 0.2 0.1 210 .76% 98.51% 32.29% 27.77% 1.72%

0.01 0.3 0.1 210 .74% 98.51% 32.52% 27.79% 1.72%

0.01 0.4 0.1 210 .73% 98.51% 32.03% 26.83% 1.66%

0.01 0.5 0.1 210 .71% 97.01% 31.39% 26.05% 1.62%

0.01 0.6 0.1 210 .72% 98.51% 31.69% 27.59% 1.71%
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Training Corpus - MD5 Scorer (with ignorable file hashset) Parameter Tuning Results -
All FOI Found (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.01 0.7 0.1 210 .71% 98.51% 30.54% 27.1% 1.68%

0.01 0.8 0.1 210 .64% 98.51% 31.12% 28.03% 1.74%

0.01 0.9 0.1 210 .81% 98.51% 30.73% 26.91% 1.67%

0.01 0.99 0.1 210 .83% 98.51% 32.17% 28.37% 1.76%

0.1 0.01 0.1 210 1.72% 99.81% 45.52% 34.78% 2.16%

0.1 0.1 0.1 210 1.08% 98.51% 38.38% 33.32% 2.07%

0.1 0.2 0.1 210 1.04% 98.51% 31.36% 27.83% 1.73%

0.1 0.3 0.1 210 .99% 98.51% 33.2% 27.73% 1.72%

0.1 0.4 0.1 210 .96% 98.51% 32.57% 27.71% 1.72%

0.1 0.5 0.1 210 .93% 98.51% 32.57% 27.93% 1.73%

0.1 0.6 0.1 210 .91% 98.51% 32.56% 27.44% 1.7%

0.1 0.7 0.1 210 .68% 98.51% 32.34% 29.29% 1.82%

0.1 0.8 0.1 210 .67% 98.51% 31.1% 27.21% 1.69%

0.1 0.9 0.1 210 .69% 98.51% 32.18% 28.42% 1.76%

0.1 0.99 0.1 210 .72% 98.51% 32.63% 29.99% 1.86%

0.2 0.01 0.1 210 2.33% 99.78% 59.26% 31.93% 1.98%

0.2 0.1 0.1 210 1.83% 99.75% 45.95% 33.42% 2.07%

0.2 0.2 0.1 210 1.06% 98.51% 37.72% 33.25% 2.06%

0.2 0.3 0.1 210 1.04% 98.51% 30.95% 28.3% 1.75%

0.2 0.4 0.1 210 1.03% 98.51% 31.29% 27.72% 1.72%

0.2 0.5 0.1 210 1.01% 98.51% 32.15% 27.47% 1.7%

0.2 0.6 0.1 210 .93% 98.51% 32.37% 27.25% 1.69%

0.2 0.7 0.1 208 .94% 98.51% 31.05% 27.1% 1.68%

0.2 0.8 0.1 210 .89% 97.01% 31.61% 26.85% 1.67%

0.2 0.9 0.1 200 .9% 98.51% 31.53% 27.52% 1.71%

0.2 0.99 0.1 201 .86% 98.51% 31.87% 28.32% 1.76%

0.3 0.01 0.1 200 1.38% 99.8% 52.79% 37.78% 2.34%

0.3 0.1 0.1 200 1.27% 99.78% 45.98% 36.26% 2.25%

0.3 0.2 0.1 200 1.16% 99.7% 39.93% 32.26% 2.%

0.3 0.3 0.1 200 1.12% 98.51% 36.97% 32.33% 2.%

0.3 0.4 0.1 200 1.07% 98.51% 31.92% 29.05% 1.8%

0.3 0.5 0.1 200 1.06% 98.51% 30.69% 27.44% 1.7%

0.3 0.6 0.1 200 1.01% 98.51% 30.96% 26.44% 1.64%

0.3 0.7 0.1 200 .96% 98.51% 31.64% 28.07% 1.74%

0.3 0.8 0.1 200 .95% 98.51% 31.15% 26.48% 1.64%

0.3 0.9 0.1 200 .92% 98.51% 30.79% 26.42% 1.64%

0.3 0.99 0.1 200 .82% 98.51% 30.93% 27.19% 1.69%

0.4 0.01 0.1 200 1.56% 99.7% 55.56% 38.08% 2.36%



328 APPENDIX D. CHAPTER 5 APPENDICES

Training Corpus - MD5 Scorer (with ignorable file hashset) Parameter Tuning Results -
All FOI Found (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.4 0.1 0.1 200 1.46% 99.77% 53.5% 37.73% 2.34%

0.4 0.2 0.1 200 1.3% 99.77% 48.82% 36.25% 2.25%

0.4 0.3 0.1 200 1.19% 99.33% 40.24% 32.14% 1.99%

0.4 0.4 0.1 200 1.17% 98.51% 37.22% 32.51% 2.02%

0.4 0.5 0.1 200 1.09% 98.51% 32.27% 27.89% 1.73%

0.4 0.6 0.1 200 1.07% 98.51% 32.52% 28.85% 1.79%

0.4 0.7 0.1 200 1.02% 98.51% 30.87% 26.77% 1.66%

0.4 0.8 0.1 200 .97% 98.51% 31.67% 27.29% 1.69%

0.4 0.9 0.1 200 .99% 98.51% 31.75% 26.63% 1.65%

0.4 0.99 0.1 200 .93% 98.51% 31.65% 27.17% 1.69%

0.5 0.01 0.1 200 2.16% 99.81% 56.9% 37.52% 2.33%

0.5 0.1 0.1 200 1.86% 99.86% 55.71% 37.79% 2.34%

0.5 0.2 0.1 200 1.61% 99.77% 54.47% 37.88% 2.35%

0.5 0.3 0.1 200 1.42% 99.78% 49.53% 35.4% 2.2%

0.5 0.4 0.1 200 1.3% 98.51% 39.56% 31.04% 1.93%

0.5 0.5 0.1 200 1.17% 98.51% 37.18% 31.87% 1.98%

0.5 0.6 0.1 200 1.14% 98.51% 32.25% 28.23% 1.75%

0.5 0.7 0.1 200 1.07% 98.51% 31.66% 27.5% 1.71%

0.5 0.8 0.1 200 1.02% 98.51% 32.2% 27.41% 1.7%

0.5 0.9 0.1 200 1.02% 98.51% 32.02% 26.88% 1.67%

0.5 0.99 0.1 200 .99% 98.51% 32.08% 26.86% 1.67%

0.6 0.01 0.1 200 3.36% 99.73% 58.27% 36.52% 2.26%

0.6 0.1 0.1 200 2.9% 99.71% 57.55% 36.85% 2.29%

0.6 0.2 0.1 200 2.4% 99.73% 56.01% 37.1% 2.3%

0.6 0.3 0.1 200 1.87% 99.6% 54.8% 37.38% 2.32%

0.6 0.4 0.1 200 1.55% 98.51% 51.28% 35.24% 2.19%

0.6 0.5 0.1 200 1.3% 98.51% 40.26% 29.67% 1.84%

0.6 0.6 0.1 200 1.25% 98.51% 37.85% 31.77% 1.97%

0.6 0.7 0.1 200 1.21% 98.51% 34.03% 29.35% 1.82%

0.6 0.8 0.1 200 1.14% 98.51% 31.79% 25.84% 1.6%

0.6 0.9 0.1 200 1.04% 98.51% 33.23% 27.46% 1.7%

0.6 0.99 0.1 200 1.01% 98.51% 32.18% 26.58% 1.65%

0.7 0.01 0.1 200 3.3% 99.84% 61.6% 34.55% 2.14%

0.7 0.1 0.1 200 3.73% 99.84% 58.33% 36.62% 2.27%

0.7 0.2 0.1 200 3.29% 99.8% 58.33% 36.44% 2.26%

0.7 0.3 0.1 200 3.11% 99.74% 56.27% 37.08% 2.3%

0.7 0.4 0.1 200 2.58% 99.84% 55.02% 37.48% 2.32%

0.7 0.5 0.1 200 1.84% 98.51% 52.06% 34.61% 2.15%
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Training Corpus - MD5 Scorer (with ignorable file hashset) Parameter Tuning Results -
All FOI Found (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.7 0.6 0.1 200 1.61% 98.51% 41.93% 29.28% 1.82%

0.7 0.7 0.1 200 1.26% 98.51% 37.84% 30.48% 1.89%

0.7 0.8 0.1 200 1.16% 98.51% 35.15% 29.2% 1.81%

0.7 0.9 0.1 200 1.02% 98.51% 34.75% 28.73% 1.78%

0.7 0.99 0.1 200 1.07% 98.51% 36.15% 28.97% 1.8%

0.8 0.01 0.1 200 4.21% 99.8% 63.9% 32.29% 2.%

0.8 0.1 0.1 200 4.82% 99.71% 62.8% 33.06% 2.05%

0.8 0.2 0.1 200 3.65% 99.43% 60.33% 34.77% 2.16%

0.8 0.3 0.1 200 3.29% 99.6% 58.3% 36.04% 2.24%

0.8 0.4 0.1 200 3.19% 99.65% 56.93% 36.04% 2.24%

0.8 0.5 0.1 200 2.99% 98.99% 56.26% 35.92% 2.23%

0.8 0.6 0.1 200 2.49% 98.79% 53.39% 34.25% 2.12%

0.8 0.7 0.1 200 1.88% 98.51% 43.71% 27.68% 1.72%

0.8 0.8 0.1 200 1.58% 98.51% 38.77% 30.5% 1.89%

0.8 0.9 0.1 200 1.33% 98.51% 36.27% 29.% 1.8%

0.8 0.99 0.1 205 1.28% 98.51% 36.39% 28.85% 1.79%

0.9 0.01 0.1 213 3.1% 99.87% 64.56% 31.7% 1.97%

0.9 0.1 0.1 215 4.17% 99.85% 64.08% 31.05% 1.93%

0.9 0.2 0.1 227 3.83% 99.78% 61.97% 32.68% 2.03%

0.9 0.3 0.1 232 3.26% 99.64% 61.2% 33.16% 2.06%

0.9 0.4 0.1 239 3.72% 99.84% 56.88% 34.55% 2.14%

0.9 0.5 0.1 236 3.53% 98.99% 56.41% 34.74% 2.15%

0.9 0.6 0.1 234 3.19% 98.99% 55.77% 34.97% 2.17%

0.9 0.7 0.1 239 3.02% 99.04% 53.06% 33.% 2.05%

0.9 0.8 0.1 233 2.62% 99.63% 46.65% 27.79% 1.72%

0.9 0.9 0.1 246 2.% 98.51% 41.81% 29.27% 1.82%

0.9 0.99 0.1 251 1.59% 98.51% 39.31% 29.34% 1.82%

0.99 0.01 0.1 238 4.09% 99.78% 64.65% 31.17% 1.93%

0.99 0.1 0.1 227 4.04% 99.88% 63.04% 31.44% 1.95%

0.99 0.2 0.1 233 4.01% 99.84% 63.43% 31.2% 1.94%

0.99 0.3 0.1 243 4.07% 99.87% 62.58% 31.48% 1.95%

0.99 0.4 0.1 251 3.9% 99.8% 61.02% 33.26% 2.06%

0.99 0.5 0.1 247 4.08% 98.99% 58.73% 32.58% 2.02%

0.99 0.6 0.1 260 3.8% 99.5% 59.16% 33.03% 2.05%

0.99 0.7 0.1 256 3.3% 99.04% 56.03% 32.85% 2.04%

0.99 0.8 0.1 258 3.08% 99.63% 53.07% 32.45% 2.01%

0.99 0.9 0.1 267 3.36% 98.51% 47.22% 28.83% 1.79%

0.99 0.99 0.1 299 2.79% 98.51% 45.36% 28.75% 1.78%
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Table D.6: Training Corpus - MD5 Scorer (without ignorable file hashset) Parameter
Tuning Results - All FOI Found (Cp = 0.2)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.01 0.01 0.1 210 1.17% 98.53% 44.71% 35.99% 2.23%

0.01 0.1 0.1 210 1.07% 98.51% 34.56% 29.03% 1.8%

0.01 0.2 0.1 210 1.09% 98.51% 33.03% 27.3% 1.69%

0.01 0.3 0.1 210 1.07% 98.51% 34.3% 28.62% 1.78%

0.01 0.4 0.1 210 1.01% 98.51% 33.98% 27.7% 1.72%

0.01 0.5 0.1 210 .9% 97.01% 33.08% 26.15% 1.62%

0.01 0.6 0.1 210 .89% 98.51% 33.91% 27.02% 1.68%

0.01 0.7 0.1 210 .89% 98.51% 33.99% 27.07% 1.68%

0.01 0.8 0.1 210 .85% 98.51% 35.99% 28.08% 1.74%

0.01 0.9 0.1 210 .91% 98.51% 35.06% 27.98% 1.74%

0.01 0.99 0.1 210 .86% 98.51% 36.35% 29.75% 1.85%

0.1 0.01 0.1 210 1.17% 99.82% 44.69% 34.72% 2.15%

0.1 0.1 0.1 210 1.37% 98.61% 44.69% 35.9% 2.23%

0.1 0.2 0.1 210 1.23% 98.51% 35.1% 29.14% 1.81%

0.1 0.3 0.1 210 1.15% 98.51% 33.4% 27.29% 1.69%

0.1 0.4 0.1 210 1.11% 98.51% 33.24% 27.37% 1.7%

0.1 0.5 0.1 210 1.04% 98.51% 33.46% 27.64% 1.71%

0.1 0.6 0.1 210 1.01% 98.51% 34.55% 26.98% 1.67%

0.1 0.7 0.1 210 1.01% 97.01% 35.11% 27.99% 1.74%

0.1 0.8 0.1 210 .94% 98.51% 32.77% 26.51% 1.64%

0.1 0.9 0.1 210 .96% 98.51% 36.86% 28.47% 1.77%

0.1 0.99 0.1 210 .9% 98.51% 37.04% 29.17% 1.81%

0.2 0.01 0.1 210 1.61% 99.8% 50.79% 38.57% 2.39%

0.2 0.1 0.1 210 1.55% 99.83% 45.96% 35.35% 2.19%

0.2 0.2 0.1 210 1.37% 98.9% 44.89% 36.2% 2.24%

0.2 0.3 0.1 210 1.34% 98.51% 34.18% 28.3% 1.76%

0.2 0.4 0.1 210 1.28% 98.51% 33.84% 27.26% 1.69%

0.2 0.5 0.1 210 1.19% 98.51% 34.04% 27.33% 1.69%

0.2 0.6 0.1 210 1.11% 98.51% 33.9% 26.85% 1.67%

0.2 0.7 0.1 205 1.04% 98.51% 34.05% 26.85% 1.67%

0.2 0.8 0.1 201 1.% 98.51% 35.76% 28.69% 1.78%

0.2 0.9 0.1 200 .98% 98.51% 33.99% 27.34% 1.7%

0.2 0.99 0.1 200 .94% 98.51% 34.68% 28.02% 1.74%

0.3 0.01 0.1 200 2.16% 99.81% 59.59% 39.31% 2.44%

0.3 0.1 0.1 200 1.86% 99.86% 54.% 39.47% 2.45%

0.3 0.2 0.1 200 1.59% 99.69% 46.78% 35.44% 2.2%

0.3 0.3 0.1 200 1.52% 98.96% 45.61% 36.71% 2.28%

0.3 0.4 0.1 200 1.47% 98.51% 34.84% 28.97% 1.8%
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Training Corpus - MD5 Scorer (without ignorable file hashset) Parameter Tuning Results
- All FOI Found (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.3 0.5 0.1 200 1.32% 98.51% 33.79% 27.86% 1.73%

0.3 0.6 0.1 200 1.2% 98.51% 33.92% 26.57% 1.65%

0.3 0.7 0.1 200 1.18% 98.51% 34.84% 28.44% 1.76%

0.3 0.8 0.1 200 1.11% 98.51% 34.59% 27.07% 1.68%

0.3 0.9 0.1 200 1.04% 98.51% 35.24% 28.47% 1.77%

0.3 0.99 0.1 200 1.02% 98.51% 35.95% 28.95% 1.8%

0.4 0.01 0.1 200 3.45% 99.81% 65.2% 38.66% 2.4%

0.4 0.1 0.1 200 2.74% 99.84% 62.77% 38.84% 2.41%

0.4 0.2 0.1 200 2.2% 99.86% 54.52% 39.13% 2.43%

0.4 0.3 0.1 200 1.87% 99.77% 47.03% 35.44% 2.2%

0.4 0.4 0.1 200 1.71% 98.86% 46.41% 37.01% 2.3%

0.4 0.5 0.1 200 1.51% 98.51% 34.63% 28.53% 1.77%

0.4 0.6 0.1 200 1.48% 98.51% 33.87% 27.94% 1.73%

0.4 0.7 0.1 200 1.38% 98.51% 34.21% 27.75% 1.72%

0.4 0.8 0.1 200 1.33% 98.51% 34.1% 26.85% 1.67%

0.4 0.9 0.1 200 1.31% 98.51% 34.92% 27.64% 1.71%

0.4 0.99 0.1 200 1.14% 98.51% 34.09% 27.36% 1.7%

0.5 0.01 0.1 200 5.62% 99.86% 67.69% 37.11% 2.3%

0.5 0.1 0.1 200 5.69% 99.58% 66.52% 38.45% 2.38%

0.5 0.2 0.1 200 3.58% 99.88% 64.85% 38.8% 2.41%

0.5 0.3 0.1 200 2.86% 99.82% 59.31% 37.35% 2.32%

0.5 0.4 0.1 200 2.44% 99.86% 48.46% 35.7% 2.21%

0.5 0.5 0.1 200 1.96% 98.94% 46.09% 36.77% 2.28%

0.5 0.6 0.1 200 1.75% 98.51% 35.07% 29.09% 1.8%

0.5 0.7 0.1 200 1.62% 98.51% 34.59% 28.49% 1.77%

0.5 0.8 0.1 200 1.47% 98.51% 34.03% 27.41% 1.7%

0.5 0.9 0.1 200 1.42% 98.51% 34.27% 27.45% 1.7%

0.5 0.99 0.1 200 1.29% 98.51% 34.11% 26.46% 1.64%

0.6 0.01 0.1 200 6.24% 99.89% 78.28% 29.78% 1.85%

0.6 0.1 0.1 200 6.26% 99.89% 81.3% 29.52% 1.83%

0.6 0.2 0.1 200 6.25% 99.87% 66.96% 37.24% 2.31%

0.6 0.3 0.1 200 5.51% 99.78% 65.74% 38.67% 2.4%

0.6 0.4 0.1 200 29.69% 99.92% 83.94% 23.12% 1.43%

0.6 0.5 0.1 200 5.76% 99.8% 75.51% 29.98% 1.86%

0.6 0.6 0.1 200 2.14% 98.67% 47.12% 37.02% 2.3%

0.6 0.7 0.1 200 1.07% 98.51% 35.05% 30.22% 1.87%

0.6 0.8 0.1 200 .85% 98.51% 34.62% 28.97% 1.8%

0.6 0.9 0.1 200 .83% 98.51% 33.42% 27.26% 1.69%
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Training Corpus - MD5 Scorer (without ignorable file hashset) Parameter Tuning Results
- All FOI Found (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.6 0.99 0.1 200 .79% 98.51% 34.29% 27.74% 1.72%

0.7 0.01 0.1 200 28.51% 99.93% 89.71% 17.94% 1.11%

0.7 0.1 0.1 200 27.41% 99.93% 88.95% 19.47% 1.21%

0.7 0.2 0.1 200 31.23% 99.93% 87.69% 20.87% 1.29%

0.7 0.3 0.1 200 28.39% 99.93% 86.98% 21.83% 1.35%

0.7 0.4 0.1 200 28.92% 99.93% 85.74% 22.51% 1.4%

0.7 0.5 0.1 200 29.31% 99.92% 85.54% 22.44% 1.39%

0.7 0.6 0.1 200 7.84% 99.92% 78.15% 28.86% 1.79%

0.7 0.7 0.1 200 2.54% 99.02% 48.15% 36.93% 2.29%

0.7 0.8 0.1 200 1.12% 98.51% 35.23% 30.34% 1.88%

0.7 0.9 0.1 200 .92% 98.51% 33.13% 27.86% 1.73%

0.7 0.99 0.1 200 .83% 98.51% 34.93% 30.37% 1.88%

0.8 0.01 0.1 200 38.77% 99.93% 90.81% 15.99% .99%

0.8 0.1 0.1 200 31.91% 99.93% 90.77% 16.28% 1.01%

0.8 0.2 0.1 200 25.35% 99.93% 89.19% 18.77% 1.16%

0.8 0.3 0.1 200 20.98% 99.93% 88.13% 21.04% 1.3%

0.8 0.4 0.1 203 30.44% 99.93% 87.72% 21.11% 1.31%

0.8 0.5 0.1 207 29.69% 99.93% 87.04% 21.5% 1.33%

0.8 0.6 0.1 206 30.14% 99.93% 85.94% 22.4% 1.39%

0.8 0.7 0.1 213 33.75% 99.91% 84.09% 20.53% 1.27%

0.8 0.8 0.1 200 3.51% 99.28% 49.38% 36.44% 2.26%

0.8 0.9 0.1 200 1.23% 98.51% 36.31% 30.62% 1.9%

0.8 0.99 0.1 200 2.77% 98.51% 34.83% 27.94% 1.73%

0.9 0.01 0.1 218 9.81% 99.93% 84.34% 26.54% 1.65%

0.9 0.1 0.1 231 9.79% 99.93% 83.99% 26.61% 1.65%

0.9 0.2 0.1 236 9.79% 99.93% 83.53% 27.4% 1.7%

0.9 0.3 0.1 235 9.69% 99.92% 81.97% 28.85% 1.79%

0.9 0.4 0.1 243 9.78% 99.93% 81.94% 29.21% 1.81%

0.9 0.5 0.1 247 9.76% 99.93% 80.34% 28.7% 1.78%

0.9 0.6 0.1 244 9.76% 99.92% 77.8% 29.58% 1.83%

0.9 0.7 0.1 242 9.79% 99.92% 74.46% 31.81% 1.97%

0.9 0.8 0.1 232 9.78% 99.77% 62.67% 32.69% 2.03%

0.9 0.9 0.1 237 7.77% 99.36% 50.84% 34.89% 2.16%

0.9 0.99 0.1 235 2.96% 98.51% 37.91% 29.04% 1.8%

0.99 0.01 0.1 225 12.6% 99.93% 84.57% 25.78% 1.6%

0.99 0.1 0.1 233 12.52% 99.93% 83.74% 26.19% 1.62%

0.99 0.2 0.1 240 12.82% 99.93% 84.81% 25.98% 1.61%

0.99 0.3 0.1 237 12.85% 99.93% 84.01% 26.8% 1.66%
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Training Corpus - MD5 Scorer (without ignorable file hashset) Parameter Tuning Results
- All FOI Found (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.99 0.4 0.1 241 12.3% 99.93% 82.94% 27.75% 1.72%

0.99 0.5 0.1 261 12.65% 99.93% 82.68% 28.32% 1.76%

0.99 0.6 0.1 253 12.68% 99.93% 82.2% 28.74% 1.78%

0.99 0.7 0.1 258 12.68% 99.93% 80.79% 28.51% 1.77%

0.99 0.8 0.1 271 12.66% 99.93% 78.62% 29.23% 1.81%

0.99 0.9 0.1 288 12.58% 99.96% 72.25% 29.4% 1.82%

0.99 0.99 0.1 291 12.36% 99.11% 55.91% 32.23% 2.%
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D.3 PhotoDNA Scorer Parameter Tuning Results

Table D.7: Training Corpus - PhotoDNA Scorer (with ignorable file hashset) Parameter
Tuning Results - First Hit

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.01 0.01 0.2 260 .08% 25.37% 4.83% 5.1% .45%

0.01 0.1 0.2 260 .02% 19.1% 4.16% 4.26% .37%

0.01 0.2 0.2 260 .03% 26.87% 4.15% 4.52% .4%

0.01 0.3 0.2 260 .08% 32.84% 5.01% 6.12% .54%

0.01 0.4 0.2 260 .08% 29.62% 5.23% 6.73% .59%

0.01 0.5 0.2 260 .03% 28.36% 5.47% 6.69% .59%

0.01 0.6 0.2 260 .01% 59.33% 5.45% 7.43% .65%

0.01 0.7 0.2 260 .06% 73.24% 7.06% 12.33% 1.08%

0.01 0.8 0.2 260 .08% 74.85% 7.37% 13.53% 1.19%

0.01 0.9 0.2 260 .04% 74.45% 5.58% 10.22% .9%

0.01 0.99 0.2 260 .04% 75.25% 6.82% 12.06% 1.06%

0.1 0.01 0.2 260 .04% 28.52% 6.% 6.58% .58%

0.1 0.1 0.2 260 .08% 21.67% 5.28% 5.31% .47%

0.1 0.2 0.2 260 .04% 16.42% 4.22% 4.07% .36%

0.1 0.3 0.2 260 .01% 22.05% 4.53% 4.83% .42%

0.1 0.4 0.2 260 .07% 26.87% 5.1% 5.35% .47%

0.1 0.5 0.2 260 .04% 38.23% 5.64% 7.48% .66%

0.1 0.6 0.2 260 .07% 66.8% 5.83% 8.3% .73%

0.1 0.7 0.2 260 .07% 76.06% 7.54% 13.87% 1.22%

0.1 0.8 0.2 260 .05% 74.85% 7.% 13.3% 1.17%

0.1 0.9 0.2 260 .02% 75.45% 7.68% 16.11% 1.41%

0.1 0.99 0.2 260 .04% 75.05% 8.42% 15.28% 1.34%

0.2 0.01 0.2 260 .04% 38.67% 7.82% 10.35% .91%

0.2 0.1 0.2 260 .08% 37.98% 6.25% 7.42% .65%

0.2 0.2 0.2 260 .03% 21.86% 5.12% 5.39% .47%

0.2 0.3 0.2 260 .02% 15.32% 4.46% 4.07% .36%

0.2 0.4 0.2 260 .02% 26.84% 5.21% 5.21% .46%

0.2 0.5 0.2 260 .01% 46.88% 6.97% 9.42% .83%

0.2 0.6 0.2 260 .05% 69.82% 7.36% 12.13% 1.06%

0.2 0.7 0.2 260 .01% 74.45% 7.29% 13.62% 1.19%

0.2 0.8 0.2 260 .01% 75.65% 11.16% 20.15% 1.77%

0.2 0.9 0.2 260 .03% 75.45% 8.21% 14.7% 1.29%

0.2 0.99 0.2 260 .% 74.85% 8.63% 16.16% 1.42%

0.3 0.01 0.2 260 .01% 45.45% 8.73% 11.02% .97%

0.3 0.1 0.2 260 .04% 40.54% 7.97% 10.2% .89%

0.3 0.2 0.2 260 .04% 29.96% 5.91% 6.87% .6%
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Training Corpus - PhotoDNA Scorer (with ignorable file hashset) Parameter Tuning Re-
sults - First Hit (continued)

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.3 0.3 0.2 260 .02% 16.35% 5.54% 5.2% .46%

0.3 0.4 0.2 260 .05% 17.91% 5.2% 4.5% .39%

0.3 0.5 0.2 260 .05% 46.08% 7.02% 9.67% .85%

0.3 0.6 0.2 260 .05% 72.43% 8.39% 14.49% 1.27%

0.3 0.7 0.2 260 .% 76.86% 10.94% 19.5% 1.71%

0.3 0.8 0.2 260 .04% 76.86% 11.33% 19.58% 1.72%

0.3 0.9 0.2 260 .01% 75.05% 10.09% 18.46% 1.62%

0.3 0.99 0.2 260 .% 75.25% 11.38% 19.61% 1.72%

0.4 0.01 0.2 260 .05% 79.04% 11.26% 14.98% 1.31%

0.4 0.1 0.2 260 .06% 44.3% 9.48% 11.1% .97%

0.4 0.2 0.2 260 .11% 40.31% 8.55% 10.37% .91%

0.4 0.3 0.2 260 .11% 27.44% 7.16% 7.35% .64%

0.4 0.4 0.2 260 .03% 28.37% 6.83% 7.19% .63%

0.4 0.5 0.2 260 .% 69.62% 9.07% 12.59% 1.1%

0.4 0.6 0.2 260 .% 76.46% 11.29% 19.19% 1.68%

0.4 0.7 0.2 260 .02% 75.25% 11.68% 19.31% 1.69%

0.4 0.8 0.2 260 .01% 75.65% 11.33% 19.25% 1.69%

0.4 0.9 0.2 260 .05% 75.05% 11.41% 19.35% 1.7%

0.4 0.99 0.2 260 .02% 76.66% 11.53% 20.04% 1.76%

0.5 0.01 0.2 260 .01% 86.26% 15.62% 20.62% 1.81%

0.5 0.1 0.2 260 .04% 59.45% 12.21% 14.18% 1.24%

0.5 0.2 0.2 260 .04% 43.26% 10.82% 12.6% 1.11%

0.5 0.3 0.2 260 .04% 58.12% 10.69% 13.23% 1.16%

0.5 0.4 0.2 260 .03% 57.34% 10.61% 14.28% 1.25%

0.5 0.5 0.2 260 .09% 75.45% 10.8% 18.03% 1.58%

0.5 0.6 0.2 260 .05% 75.65% 12.07% 18.94% 1.66%

0.5 0.7 0.2 260 .03% 76.66% 10.66% 18.57% 1.63%

0.5 0.8 0.2 260 .06% 75.05% 11.61% 19.79% 1.74%

0.5 0.9 0.2 260 .02% 75.45% 11.39% 19.4% 1.7%

0.5 0.99 0.2 260 .04% 76.66% 11.41% 19.68% 1.73%

0.6 0.01 0.2 260 .01% 90.44% 16.72% 21.17% 1.86%

0.6 0.1 0.2 260 .01% 87.92% 17.29% 22.16% 1.94%

0.6 0.2 0.2 260 .01% 80.79% 14.12% 18.42% 1.62%

0.6 0.3 0.2 260 .02% 67.4% 13.73% 17.66% 1.55%

0.6 0.4 0.2 260 .03% 76.66% 13.14% 19.67% 1.73%

0.6 0.5 0.2 260 .11% 75.65% 12.26% 19.51% 1.71%

0.6 0.6 0.2 260 .02% 77.06% 11.28% 18.92% 1.66%

0.6 0.7 0.2 260 .07% 75.45% 11.75% 19.43% 1.7%
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Training Corpus - PhotoDNA Scorer (with ignorable file hashset) Parameter Tuning Re-
sults - First Hit (continued)

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.6 0.8 0.2 260 .03% 76.26% 12.04% 19.77% 1.73%

0.6 0.9 0.2 260 .04% 76.26% 11.11% 19.24% 1.69%

0.6 0.99 0.2 260 .08% 74.65% 11.89% 19.89% 1.74%

0.7 0.01 0.2 260 .08% 90.35% 21.79% 25.69% 2.25%

0.7 0.1 0.2 260 .11% 85.06% 19.47% 23.95% 2.1%

0.7 0.2 0.2 260 .17% 84.89% 17.84% 23.63% 2.07%

0.7 0.3 0.2 260 .06% 82.16% 15.67% 21.77% 1.91%

0.7 0.4 0.2 260 .09% 75.86% 13.56% 19.93% 1.75%

0.7 0.5 0.2 260 .03% 75.45% 13.74% 20.06% 1.76%

0.7 0.6 0.2 260 .04% 76.26% 12.37% 19.58% 1.72%

0.7 0.7 0.2 260 .07% 75.45% 12.86% 19.56% 1.72%

0.7 0.8 0.2 260 .08% 76.26% 12.49% 19.65% 1.72%

0.7 0.9 0.2 260 .03% 74.85% 12.52% 19.44% 1.7%

0.7 0.99 0.2 260 .06% 78.07% 12.24% 20.26% 1.78%

0.8 0.01 0.2 260 .% 89.76% 20.92% 25.21% 2.21%

0.8 0.1 0.2 260 .06% 90.4% 20.2% 24.63% 2.16%

0.8 0.2 0.2 260 .04% 85.87% 18.83% 24.03% 2.11%

0.8 0.3 0.2 260 .18% 85.96% 17.37% 23.94% 2.1%

0.8 0.4 0.2 260 .05% 75.45% 16.77% 22.66% 1.99%

0.8 0.5 0.2 260 .04% 75.65% 15.65% 20.98% 1.84%

0.8 0.6 0.2 260 .04% 75.45% 13.8% 19.94% 1.75%

0.8 0.7 0.2 260 .04% 75.05% 13.11% 19.85% 1.74%

0.8 0.8 0.2 260 .05% 75.45% 13.34% 19.56% 1.72%

0.8 0.9 0.2 260 .09% 76.06% 12.56% 19.78% 1.73%

0.8 0.99 0.2 260 .05% 76.26% 12.68% 20.1% 1.76%

0.9 0.01 0.2 260 .17% 89.84% 24.74% 27.91% 2.45%

0.9 0.1 0.2 260 .% 89.59% 21.78% 26.12% 2.29%

0.9 0.2 0.2 260 .08% 88.56% 21.76% 25.86% 2.27%

0.9 0.3 0.2 260 .04% 88.9% 19.81% 26.66% 2.34%

0.9 0.4 0.2 260 .01% 87.24% 18.55% 25.02% 2.19%

0.9 0.5 0.2 260 .12% 82.2% 16.33% 22.72% 1.99%

0.9 0.6 0.2 260 .03% 76.06% 14.58% 20.38% 1.79%

0.9 0.7 0.2 260 .09% 76.66% 13.57% 20.19% 1.77%

0.9 0.8 0.2 260 .05% 76.46% 13.02% 19.57% 1.72%

0.9 0.9 0.2 260 .07% 76.86% 14.03% 19.94% 1.75%

0.9 0.99 0.2 260 .08% 75.45% 13.17% 19.72% 1.73%

0.99 0.01 0.2 260 .08% 90.06% 22.9% 25.7% 2.25%

0.99 0.1 0.2 260 .12% 89.24% 24.36% 27.54% 2.42%
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Training Corpus - PhotoDNA Scorer (with ignorable file hashset) Parameter Tuning Re-
sults - First Hit (continued)

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.99 0.2 0.2 260 .12% 88.31% 23.2% 27.06% 2.37%

0.99 0.3 0.2 260 .16% 88.01% 20.83% 26.9% 2.36%

0.99 0.4 0.2 260 .04% 87.45% 21.42% 27.08% 2.38%

0.99 0.5 0.2 260 .03% 77.55% 17.39% 22.99% 2.02%

0.99 0.6 0.2 260 .08% 76.61% 17.47% 22.31% 1.96%

0.99 0.7 0.2 260 .01% 75.45% 15.52% 20.75% 1.82%

0.99 0.8 0.2 260 .03% 76.26% 15.05% 20.48% 1.8%

0.99 0.9 0.2 260 .04% 75.45% 14.5% 21.2% 1.86%

0.99 0.99 0.2 260 .04% 76.26% 13.3% 20.06% 1.76%

Table D.8: Training Corpus - PhotoDNA Scorer (with ignorable file hashset) Parameter
Tuning Results - All FOI Found

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.01 0.01 0.1 260 .56% 88.06% 20.63% 21.52% 1.89%

0.01 0.1 0.1 260 .52% 92.54% 20.81% 22.73% 1.99%

0.01 0.2 0.1 260 .53% 89.55% 20.74% 23.11% 2.03%

0.01 0.3 0.1 260 .51% 91.73% 21.53% 24.46% 2.15%

0.01 0.4 0.1 260 .53% 94.03% 21.25% 23.01% 2.02%

0.01 0.5 0.1 260 .54% 94.03% 22.48% 24.98% 2.19%

0.01 0.6 0.1 260 .54% 91.04% 21.75% 22.38% 1.96%

0.01 0.7 0.1 411 .56% 91.36% 22.81% 25.12% 2.2%

0.01 0.8 0.1 388 .56% 91.08% 23.45% 24.23% 2.13%

0.01 0.9 0.1 260 .55% 95.37% 24.19% 26.06% 2.29%

0.01 0.99 0.1 260 .64% 91.04% 24.14% 25.66% 2.25%

0.1 0.01 0.1 260 .55% 92.54% 22.61% 21.71% 1.9%

0.1 0.1 0.1 260 .55% 91.04% 20.31% 20.86% 1.83%

0.1 0.2 0.1 260 .53% 94.03% 21.46% 23.31% 2.04%

0.1 0.3 0.1 260 .52% 92.53% 21.42% 23.83% 2.09%

0.1 0.4 0.1 260 .51% 94.03% 21.77% 24.78% 2.17%

0.1 0.5 0.1 260 .54% 94.03% 21.28% 23.36% 2.05%

0.1 0.6 0.1 260 .53% 89.55% 21.88% 23.4% 2.05%

0.1 0.7 0.1 260 .54% 86.57% 22.24% 24.21% 2.12%

0.1 0.8 0.1 260 .55% 94.03% 22.79% 23.6% 2.07%

0.1 0.9 0.1 260 .57% 90.74% 23.14% 24.64% 2.16%

0.1 0.99 0.1 260 .59% 91.49% 24.7% 26.58% 2.33%

0.2 0.01 0.1 260 .6% 91.04% 30.04% 25.46% 2.23%

0.2 0.1 0.1 260 .59% 91.04% 23.67% 22.43% 1.97%
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Training Corpus - PhotoDNA Scorer (with ignorable file hashset) Parameter Tuning Re-
sults - All FOI Found (continued)

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.2 0.2 0.1 260 .49% 94.03% 21.44% 23.07% 2.02%

0.2 0.3 0.1 260 .55% 92.54% 21.88% 24.06% 2.11%

0.2 0.4 0.1 260 .55% 92.61% 22.21% 24.11% 2.11%

0.2 0.5 0.1 260 .54% 93.12% 21.31% 22.59% 1.98%

0.2 0.6 0.1 260 .5% 90.45% 21.44% 22.62% 1.98%

0.2 0.7 0.1 260 .56% 91.04% 22.02% 22.33% 1.96%

0.2 0.8 0.1 260 .58% 90.46% 22.9% 23.44% 2.06%

0.2 0.9 0.1 260 .54% 85.07% 22.07% 22.09% 1.94%

0.2 0.99 0.1 260 .61% 89.55% 23.23% 23.86% 2.09%

0.3 0.01 0.1 260 .94% 96.51% 42.24% 28.84% 2.53%

0.3 0.1 0.1 260 .64% 92.54% 30.11% 24.91% 2.18%

0.3 0.2 0.1 260 .6% 88.06% 25.07% 22.72% 1.99%

0.3 0.3 0.1 260 .58% 85.07% 21.4% 20.94% 1.84%

0.3 0.4 0.1 260 .56% 92.54% 22.81% 24.36% 2.14%

0.3 0.5 0.1 260 .55% 91.74% 23.16% 24.89% 2.18%

0.3 0.6 0.1 260 .58% 91.18% 22.41% 23.66% 2.08%

0.3 0.7 0.1 260 .57% 91.54% 22.59% 23.52% 2.06%

0.3 0.8 0.1 260 .58% 92.02% 23.17% 24.84% 2.18%

0.3 0.9 0.1 260 .6% 90.65% 23.75% 23.9% 2.1%

0.3 0.99 0.1 260 .6% 91.04% 24.86% 25.48% 2.23%

0.4 0.01 0.1 260 1.5% 97.28% 51.83% 28.% 2.46%

0.4 0.1 0.1 260 1.05% 91.46% 43.33% 26.53% 2.33%

0.4 0.2 0.1 260 .7% 91.04% 32.59% 24.91% 2.18%

0.4 0.3 0.1 260 .67% 94.03% 26.08% 22.77% 2.%

0.4 0.4 0.1 260 .56% 88.06% 23.29% 22.33% 1.96%

0.4 0.5 0.1 260 .57% 91.16% 23.71% 23.7% 2.08%

0.4 0.6 0.1 260 .58% 80.6% 22.52% 21.74% 1.91%

0.4 0.7 0.1 260 .6% 89.55% 22.6% 22.87% 2.01%

0.4 0.8 0.1 260 .6% 92.54% 23.% 23.66% 2.08%

0.4 0.9 0.1 260 .6% 92.53% 23.78% 24.53% 2.15%

0.4 0.99 0.1 260 .63% 89.55% 24.57% 24.67% 2.16%

0.5 0.01 0.1 263 4.83% 98.52% 60.% 26.17% 2.3%

0.5 0.1 0.1 260 3.87% 98.18% 55.23% 27.64% 2.42%

0.5 0.2 0.1 260 1.54% 96.23% 45.82% 28.87% 2.53%

0.5 0.3 0.1 260 .83% 92.54% 34.15% 24.14% 2.12%

0.5 0.4 0.1 260 .66% 85.07% 28.12% 24.03% 2.11%

0.5 0.5 0.1 260 .63% 92.54% 25.58% 25.54% 2.24%

0.5 0.6 0.1 260 .6% 92.14% 24.13% 24.14% 2.12%
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Training Corpus - PhotoDNA Scorer (with ignorable file hashset) Parameter Tuning Re-
sults - All FOI Found (continued)

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.5 0.7 0.1 260 .6% 93.75% 23.93% 23.53% 2.06%

0.5 0.8 0.1 260 .62% 92.54% 24.35% 25.% 2.19%

0.5 0.9 0.1 260 .63% 92.54% 23.98% 25.02% 2.19%

0.5 0.99 0.1 260 .62% 89.55% 24.54% 24.45% 2.14%

0.6 0.01 0.1 266 5.37% 99.48% 64.72% 24.23% 2.13%

0.6 0.1 0.1 261 4.54% 98.57% 62.26% 25.94% 2.28%

0.6 0.2 0.1 265 5.32% 99.02% 57.17% 26.76% 2.35%

0.6 0.3 0.1 260 3.5% 96.24% 47.31% 28.19% 2.47%

0.6 0.4 0.1 260 1.13% 95.52% 37.7% 24.14% 2.12%

0.6 0.5 0.1 260 .73% 92.54% 29.56% 25.24% 2.21%

0.6 0.6 0.1 263 .67% 91.13% 27.16% 26.35% 2.31%

0.6 0.7 0.1 361 .6% 94.22% 26.71% 27.24% 2.39%

0.6 0.8 0.1 370 .61% 94.09% 27.02% 28.45% 2.5%

0.6 0.9 0.1 260 .63% 95.52% 26.38% 25.77% 2.26%

0.6 0.99 0.1 260 .65% 92.37% 25.95% 25.3% 2.22%

0.7 0.01 0.1 266 4.97% 99.28% 65.69% 25.24% 2.21%

0.7 0.1 0.1 270 4.93% 99.05% 64.15% 25.46% 2.23%

0.7 0.2 0.1 271 4.87% 99.26% 62.78% 25.38% 2.23%

0.7 0.3 0.1 282 4.97% 96.72% 56.45% 27.17% 2.38%

0.7 0.4 0.1 269 4.9% 95.91% 51.3% 27.11% 2.38%

0.7 0.5 0.1 263 2.61% 96.53% 39.29% 26.16% 2.29%

0.7 0.6 0.1 260 .86% 96.41% 31.84% 26.37% 2.31%

0.7 0.7 0.1 282 .76% 88.05% 28.42% 25.99% 2.28%

0.7 0.8 0.1 273 .69% 93.96% 29.13% 28.4% 2.49%

0.7 0.9 0.1 274 .65% 91.64% 29.22% 27.8% 2.44%

0.7 0.99 0.1 279 .65% 93.15% 27.54% 27.41% 2.4%

0.8 0.01 0.1 280 5.42% 99.42% 67.07% 24.42% 2.14%

0.8 0.1 0.1 278 5.11% 98.75% 64.85% 26.07% 2.29%

0.8 0.2 0.1 280 5.13% 98.36% 64.28% 25.14% 2.2%

0.8 0.3 0.1 282 3.21% 99.04% 59.37% 26.75% 2.35%

0.8 0.4 0.1 277 5.15% 95.52% 59.08% 25.02% 2.19%

0.8 0.5 0.1 285 3.04% 91.23% 51.74% 26.52% 2.33%

0.8 0.6 0.1 286 3.06% 95.85% 46.31% 29.49% 2.59%

0.8 0.7 0.1 280 1.45% 89.55% 35.78% 25.48% 2.23%

0.8 0.8 0.1 287 .85% 92.54% 31.2% 27.28% 2.39%

0.8 0.9 0.1 287 .7% 93.51% 29.24% 28.16% 2.47%

0.8 0.99 0.1 302 .68% 95.43% 28.94% 27.23% 2.39%

0.9 0.01 0.1 270 5.58% 98.3% 66.36% 24.95% 2.19%
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Training Corpus - PhotoDNA Scorer (with ignorable file hashset) Parameter Tuning Re-
sults - All FOI Found (continued)

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.9 0.1 0.1 270 6.11% 99.% 66.51% 24.95% 2.19%

0.9 0.2 0.1 268 5.72% 99.26% 64.03% 25.87% 2.27%

0.9 0.3 0.1 272 5.96% 98.66% 63.31% 25.8% 2.26%

0.9 0.4 0.1 267 4.98% 96.59% 61.73% 24.77% 2.17%

0.9 0.5 0.1 266 4.92% 97.63% 57.56% 25.46% 2.23%

0.9 0.6 0.1 266 3.35% 95.16% 55.45% 26.54% 2.33%

0.9 0.7 0.1 264 2.93% 97.04% 49.91% 27.33% 2.4%

0.9 0.8 0.1 277 2.81% 95.51% 38.57% 26.13% 2.29%

0.9 0.9 0.1 276 1.08% 94.29% 33.11% 27.82% 2.44%

0.9 0.99 0.1 299 .81% 95.83% 31.09% 28.26% 2.48%

0.99 0.01 0.1 275 5.5% 98.8% 69.03% 23.21% 2.04%

0.99 0.1 0.1 276 4.96% 99.% 67.09% 25.5% 2.24%

0.99 0.2 0.1 283 5.11% 98.94% 66.13% 25.42% 2.23%

0.99 0.3 0.1 282 6.53% 99.05% 66.11% 25.36% 2.22%

0.99 0.4 0.1 285 6.03% 97.68% 63.89% 25.67% 2.25%

0.99 0.5 0.1 285 5.08% 96.99% 61.14% 26.39% 2.31%

0.99 0.6 0.1 289 5.96% 95.42% 53.17% 26.92% 2.36%

0.99 0.7 0.1 303 3.41% 96.75% 52.45% 27.75% 2.43%

0.99 0.8 0.1 312 3.47% 94.03% 48.61% 27.22% 2.39%

0.99 0.9 0.1 320 3.33% 90.96% 40.46% 27.55% 2.42%

0.99 0.99 0.1 329 1.83% 95.79% 35.58% 27.49% 2.41%
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D.4 Skin Tone Scorer Parameter Tuning Results

Table D.9: Training Corpus - Skin Tone Scorer (with ignorable file hashset) Parameter
Tuning Results - First Hit

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.01 0.01 0.2 260 .07% 19.4% 4.55% 4.4% .39%

0.01 0.1 0.2 260 .04% 22.14% 4.46% 4.33% .38%

0.01 0.2 0.2 260 .04% 20.9% 4.21% 4.29% .38%

0.01 0.3 0.2 260 .01% 34.07% 4.06% 4.84% .42%

0.01 0.4 0.2 260 .02% 31.76% 4.03% 5.02% .44%

0.01 0.5 0.2 260 .05% 42.02% 3.91% 4.97% .44%

0.01 0.6 0.2 260 .02% 64.59% 5.61% 10.23% .9%

0.01 0.7 0.2 260 .05% 73.64% 5.01% 9.48% .83%

0.01 0.8 0.2 260 .03% 77.67% 7.39% 15.54% 1.36%

0.01 0.9 0.2 260 .01% 74.65% 5.68% 12.12% 1.06%

0.01 0.99 0.2 260 .06% 77.06% 6.85% 15.92% 1.4%

0.1 0.01 0.2 260 .06% 23.88% 4.66% 5.01% .44%

0.1 0.1 0.2 260 .08% 32.84% 4.64% 5.36% .47%

0.1 0.2 0.2 260 .02% 23.88% 4.41% 4.41% .39%

0.1 0.3 0.2 260 .02% 14.4% 3.91% 3.63% .32%

0.1 0.4 0.2 260 .05% 28.59% 4.3% 4.88% .43%

0.1 0.5 0.2 260 .07% 56.54% 4.27% 6.7% .59%

0.1 0.6 0.2 260 .02% 66.4% 5.43% 11.44% 1.%

0.1 0.7 0.2 260 .04% 73.04% 6.08% 10.64% .93%

0.1 0.8 0.2 260 .06% 75.65% 8.23% 17.73% 1.56%

0.1 0.9 0.2 260 .07% 76.86% 7.56% 15.28% 1.34%

0.1 0.99 0.2 260 .01% 75.65% 8.25% 17.99% 1.58%

0.2 0.01 0.2 260 .05% 28.36% 5.34% 6.31% .55%

0.2 0.1 0.2 260 .1% 25.37% 5.2% 5.08% .45%

0.2 0.2 0.2 260 .04% 14.94% 3.87% 3.91% .34%

0.2 0.3 0.2 260 .05% 25.37% 4.51% 4.69% .41%

0.2 0.4 0.2 260 .1% 15.69% 3.66% 3.31% .29%

0.2 0.5 0.2 260 .06% 40.85% 6.% 8.57% .75%

0.2 0.6 0.2 260 .06% 68.01% 7.31% 14.43% 1.27%

0.2 0.7 0.2 260 .07% 75.86% 8.03% 16.31% 1.43%

0.2 0.8 0.2 260 .04% 76.46% 7.69% 15.88% 1.39%

0.2 0.9 0.2 260 .05% 76.26% 8.84% 18.16% 1.59%

0.2 0.99 0.2 260 .03% 74.45% 8.53% 17.71% 1.55%

0.3 0.01 0.2 260 .1% 33.03% 6.08% 7.85% .69%

0.3 0.1 0.2 260 .06% 34.33% 5.6% 6.64% .58%

0.3 0.2 0.2 260 .04% 17.41% 4.41% 4.57% .4%
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Training Corpus - Skin Tone Scorer (with ignorable file hashset) Parameter Tuning Results
- First Hit (continued)

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.3 0.3 0.2 260 .05% 17.91% 4.31% 4.3% .38%

0.3 0.4 0.2 260 .07% 16.42% 4.63% 4.54% .4%

0.3 0.5 0.2 260 .08% 43.86% 6.78% 9.95% .87%

0.3 0.6 0.2 260 .03% 70.82% 8.51% 16.27% 1.43%

0.3 0.7 0.2 260 .04% 76.06% 9.35% 18.88% 1.66%

0.3 0.8 0.2 260 .% 77.06% 8.86% 18.5% 1.62%

0.3 0.9 0.2 260 .% 77.46% 9.47% 19.73% 1.73%

0.3 0.99 0.2 260 .04% 77.87% 9.76% 19.54% 1.71%

0.4 0.01 0.2 260 .07% 43.06% 7.12% 9.42% .83%

0.4 0.1 0.2 260 .02% 36.71% 7.17% 8.57% .75%

0.4 0.2 0.2 260 .07% 26.97% 6.26% 6.82% .6%

0.4 0.3 0.2 260 .09% 19.4% 5.51% 5.31% .47%

0.4 0.4 0.2 260 .04% 26.87% 6.01% 6.16% .54%

0.4 0.5 0.2 260 .03% 51.31% 7.59% 11.09% .97%

0.4 0.6 0.2 260 .05% 76.06% 9.36% 18.02% 1.58%

0.4 0.7 0.2 260 .% 75.25% 9.54% 19.13% 1.68%

0.4 0.8 0.2 260 .04% 77.67% 8.86% 18.36% 1.61%

0.4 0.9 0.2 260 .04% 77.67% 8.94% 17.72% 1.55%

0.4 0.99 0.2 260 .04% 76.06% 9.13% 18.5% 1.62%

0.5 0.01 0.2 260 .01% 45.41% 9.35% 12.32% 1.08%

0.5 0.1 0.2 260 .02% 41.95% 9.19% 12.26% 1.08%

0.5 0.2 0.2 260 .1% 37.35% 9.43% 11.53% 1.01%

0.5 0.3 0.2 260 .01% 41.85% 8.22% 9.88% .87%

0.5 0.4 0.2 260 .11% 52.52% 8.78% 11.84% 1.04%

0.5 0.5 0.2 260 .06% 76.46% 10.16% 16.93% 1.48%

0.5 0.6 0.2 260 .08% 74.85% 10.43% 19.08% 1.67%

0.5 0.7 0.2 260 .01% 75.65% 10.22% 19.07% 1.67%

0.5 0.8 0.2 260 .06% 79.28% 10.49% 19.37% 1.7%

0.5 0.9 0.2 260 .% 76.66% 10.42% 19.29% 1.69%

0.5 0.99 0.2 260 .06% 76.26% 9.96% 19.39% 1.7%

0.6 0.01 0.2 260 .08% 72.81% 11.58% 16.06% 1.41%

0.6 0.1 0.2 260 .12% 48.29% 11.% 14.34% 1.26%

0.6 0.2 0.2 260 .04% 51.71% 10.67% 13.95% 1.22%

0.6 0.3 0.2 260 .13% 56.34% 10.85% 14.47% 1.27%

0.6 0.4 0.2 260 .07% 76.06% 11.23% 18.16% 1.59%

0.6 0.5 0.2 260 .02% 76.46% 10.97% 19.23% 1.69%

0.6 0.6 0.2 260 .04% 77.87% 11.11% 19.4% 1.7%

0.6 0.7 0.2 260 .05% 75.05% 10.32% 18.18% 1.59%
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Training Corpus - Skin Tone Scorer (with ignorable file hashset) Parameter Tuning Results
- First Hit (continued)

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.6 0.8 0.2 260 .06% 76.06% 10.27% 19.25% 1.69%

0.6 0.9 0.2 260 .04% 75.05% 10.12% 19.15% 1.68%

0.6 0.99 0.2 260 .04% 75.86% 10.42% 19.19% 1.68%

0.7 0.01 0.2 260 .17% 75.29% 12.76% 18.52% 1.62%

0.7 0.1 0.2 260 .09% 72.86% 12.16% 18.12% 1.59%

0.7 0.2 0.2 260 .08% 59.36% 11.88% 16.95% 1.49%

0.7 0.3 0.2 260 .02% 71.83% 11.52% 17.91% 1.57%

0.7 0.4 0.2 260 .01% 75.05% 11.92% 18.99% 1.67%

0.7 0.5 0.2 260 .04% 75.25% 11.19% 18.42% 1.62%

0.7 0.6 0.2 260 .01% 76.86% 11.19% 19.3% 1.69%

0.7 0.7 0.2 260 .04% 75.65% 11.13% 19.24% 1.69%

0.7 0.8 0.2 260 .05% 76.06% 10.78% 19.27% 1.69%

0.7 0.9 0.2 260 .11% 76.46% 10.63% 19.36% 1.7%

0.7 0.99 0.2 260 .02% 74.85% 9.94% 18.27% 1.6%

0.8 0.01 0.2 260 .17% 76.23% 15.14% 21.44% 1.88%

0.8 0.1 0.2 260 .06% 75.07% 14.01% 19.66% 1.72%

0.8 0.2 0.2 260 .08% 74.04% 13.62% 21.09% 1.85%

0.8 0.3 0.2 260 .08% 75.86% 13.16% 19.72% 1.73%

0.8 0.4 0.2 260 .05% 75.05% 12.15% 20.59% 1.81%

0.8 0.5 0.2 260 .15% 75.65% 12.49% 20.3% 1.78%

0.8 0.6 0.2 260 .02% 77.46% 11.69% 19.48% 1.71%

0.8 0.7 0.2 260 .06% 77.06% 11.41% 19.38% 1.7%

0.8 0.8 0.2 260 .11% 75.25% 10.51% 19.16% 1.68%

0.8 0.9 0.2 260 .04% 75.65% 10.88% 19.06% 1.67%

0.8 0.99 0.2 260 .06% 75.86% 10.39% 19.13% 1.68%

0.9 0.01 0.2 260 .18% 76.44% 16.54% 21.24% 1.86%

0.9 0.1 0.2 260 .03% 75.86% 15.67% 22.23% 1.95%

0.9 0.2 0.2 260 .12% 77.51% 15.33% 22.48% 1.97%

0.9 0.3 0.2 260 .02% 75.25% 14.74% 23.75% 2.08%

0.9 0.4 0.2 260 .14% 76.66% 13.92% 21.32% 1.87%

0.9 0.5 0.2 260 .04% 78.27% 12.96% 20.81% 1.82%

0.9 0.6 0.2 260 .04% 77.06% 12.66% 20.35% 1.78%

0.9 0.7 0.2 260 .1% 76.46% 12.96% 20.3% 1.78%

0.9 0.8 0.2 260 .03% 76.06% 11.34% 19.65% 1.72%

0.9 0.9 0.2 260 .02% 78.47% 11.44% 19.27% 1.69%

0.9 0.99 0.2 260 .08% 76.66% 11.09% 19.33% 1.69%

0.99 0.01 0.2 260 .12% 74.95% 17.99% 23.59% 2.07%

0.99 0.1 0.2 260 .01% 76.95% 15.9% 23.46% 2.06%
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Training Corpus - Skin Tone Scorer (with ignorable file hashset) Parameter Tuning Results
- First Hit (continued)

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.99 0.2 0.2 260 .02% 76.66% 15.97% 23.84% 2.09%

0.99 0.3 0.2 260 .08% 76.74% 17.22% 25.22% 2.21%

0.99 0.4 0.2 260 .02% 78.47% 15.2% 23.95% 2.1%

0.99 0.5 0.2 260 .12% 75.25% 14.13% 22.06% 1.93%

0.99 0.6 0.2 260 .12% 76.06% 13.12% 20.49% 1.8%

0.99 0.7 0.2 260 .02% 75.45% 12.42% 20.2% 1.77%

0.99 0.8 0.2 260 .11% 76.06% 12.83% 20.32% 1.78%

0.99 0.9 0.2 260 .11% 75.25% 12.25% 19.66% 1.72%

0.99 0.99 0.2 260 .03% 77.26% 11.61% 19.43% 1.7%

Table D.10: Training Corpus - Skin Tone Scorer (with ignorable file hashset) Parameter
Tuning Results - All Found

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.01 0.01 0.1 260 .6% 97.01% 27.43% 26.15% 2.29%

0.01 0.1 0.1 260 .64% 98.51% 28.21% 26.77% 2.35%

0.01 0.2 0.1 260 .62% 98.51% 29.5% 28.26% 2.48%

0.01 0.3 0.1 260 .67% 98.51% 30.04% 29.71% 2.61%

0.01 0.4 0.1 260 .65% 98.51% 31.26% 30.21% 2.65%

0.01 0.5 0.1 260 .67% 98.51% 33.05% 32.12% 2.82%

0.01 0.6 0.1 260 .69% 98.51% 32.26% 30.83% 2.7%

0.01 0.7 0.1 390 .72% 98.51% 32.65% 31.26% 2.74%

0.01 0.8 0.1 362 .7% 98.51% 34.2% 32.79% 2.88%

0.01 0.9 0.1 260 .74% 98.59% 35.72% 33.9% 2.97%

0.01 0.99 0.1 260 .73% 98.51% 34.17% 32.84% 2.88%

0.1 0.01 0.1 260 .62% 97.01% 28.29% 27.53% 2.41%

0.1 0.1 0.1 260 .63% 98.51% 27.82% 26.87% 2.36%

0.1 0.2 0.1 260 .63% 98.51% 28.19% 26.97% 2.37%

0.1 0.3 0.1 260 .64% 98.51% 29.87% 29.39% 2.58%

0.1 0.4 0.1 260 .64% 98.51% 30.8% 30.17% 2.65%

0.1 0.5 0.1 260 .66% 98.51% 31.96% 30.84% 2.7%

0.1 0.6 0.1 260 .68% 97.01% 32.32% 31.37% 2.75%

0.1 0.7 0.1 260 .68% 98.51% 31.71% 30.23% 2.65%

0.1 0.8 0.1 260 .67% 98.51% 33.6% 32.44% 2.84%

0.1 0.9 0.1 260 .74% 98.51% 33.06% 31.85% 2.79%

0.1 0.99 0.1 260 .76% 98.51% 33.18% 31.6% 2.77%

0.2 0.01 0.1 260 .63% 98.51% 28.19% 26.77% 2.35%

0.2 0.1 0.1 260 .63% 98.51% 27.91% 27.28% 2.39%
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Training Corpus - Skin Tone Scorer (with ignorable file hashset) Parameter Tuning Results
- All Found (continued)

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.2 0.2 0.1 260 .66% 98.51% 26.69% 26.06% 2.29%

0.2 0.3 0.1 260 .65% 98.51% 28.69% 27.66% 2.43%

0.2 0.4 0.1 260 .67% 98.51% 29.83% 28.87% 2.53%

0.2 0.5 0.1 260 .69% 98.51% 31.39% 30.7% 2.69%

0.2 0.6 0.1 260 .71% 98.51% 31.23% 29.96% 2.63%

0.2 0.7 0.1 260 .74% 98.51% 32.37% 30.77% 2.7%

0.2 0.8 0.1 260 .71% 98.51% 33.19% 31.75% 2.78%

0.2 0.9 0.1 260 .75% 97.01% 32.6% 31.3% 2.75%

0.2 0.99 0.1 260 .74% 98.51% 34.25% 32.55% 2.85%

0.3 0.01 0.1 260 .63% 95.52% 30.14% 26.39% 2.31%

0.3 0.1 0.1 260 .64% 97.01% 28.6% 26.67% 2.34%

0.3 0.2 0.1 260 .65% 98.51% 27.24% 25.55% 2.24%

0.3 0.3 0.1 260 .67% 98.51% 27.88% 26.9% 2.36%

0.3 0.4 0.1 260 .68% 98.51% 29.25% 27.07% 2.37%

0.3 0.5 0.1 260 .65% 98.51% 30.39% 28.91% 2.54%

0.3 0.6 0.1 260 .7% 97.01% 30.69% 29.03% 2.55%

0.3 0.7 0.1 260 .73% 98.51% 32.01% 30.87% 2.71%

0.3 0.8 0.1 260 .73% 98.51% 32.84% 31.37% 2.75%

0.3 0.9 0.1 260 .75% 98.51% 33.16% 31.74% 2.78%

0.3 0.99 0.1 260 .75% 98.51% 33.69% 30.87% 2.71%

0.4 0.01 0.1 260 .7% 98.51% 32.85% 28.87% 2.53%

0.4 0.1 0.1 260 .67% 98.51% 29.73% 26.41% 2.32%

0.4 0.2 0.1 260 .68% 98.51% 29.09% 26.11% 2.29%

0.4 0.3 0.1 260 .68% 98.51% 28.24% 25.69% 2.25%

0.4 0.4 0.1 260 .68% 98.51% 28.91% 26.8% 2.35%

0.4 0.5 0.1 260 .68% 98.51% 29.66% 26.83% 2.35%

0.4 0.6 0.1 260 .72% 98.51% 31.55% 29.02% 2.55%

0.4 0.7 0.1 260 .72% 98.51% 31.22% 28.86% 2.53%

0.4 0.8 0.1 260 .76% 98.51% 32.63% 30.59% 2.68%

0.4 0.9 0.1 260 .76% 98.51% 33.49% 31.% 2.72%

0.4 0.99 0.1 260 .76% 98.51% 32.92% 30.59% 2.68%

0.5 0.01 0.1 260 .79% 98.51% 36.61% 30.32% 2.66%

0.5 0.1 0.1 260 .75% 97.01% 33.27% 27.64% 2.42%

0.5 0.2 0.1 260 .74% 98.51% 31.62% 26.66% 2.34%

0.5 0.3 0.1 260 .71% 98.51% 30.83% 25.77% 2.26%

0.5 0.4 0.1 260 .7% 98.51% 28.66% 26.04% 2.28%

0.5 0.5 0.1 260 .7% 98.51% 29.97% 27.02% 2.37%

0.5 0.6 0.1 260 .72% 98.51% 31.56% 28.02% 2.46%
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Training Corpus - Skin Tone Scorer (with ignorable file hashset) Parameter Tuning Results
- All Found (continued)

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.5 0.7 0.1 260 .75% 98.51% 32.47% 29.3% 2.57%

0.5 0.8 0.1 260 .76% 98.51% 32.8% 29.63% 2.6%

0.5 0.9 0.1 260 .74% 98.51% 33.49% 30.9% 2.71%

0.5 0.99 0.1 260 .77% 98.51% 33.53% 30.42% 2.67%

0.6 0.01 0.1 260 1.59% 98.51% 41.79% 29.05% 2.55%

0.6 0.1 0.1 264 1.06% 98.51% 39.93% 30.8% 2.7%

0.6 0.2 0.1 260 .86% 98.51% 36.07% 30.1% 2.64%

0.6 0.3 0.1 260 .79% 98.51% 32.54% 27.68% 2.43%

0.6 0.4 0.1 260 .75% 98.51% 32.14% 26.8% 2.35%

0.6 0.5 0.1 260 .73% 98.51% 30.48% 26.68% 2.34%

0.6 0.6 0.1 260 .75% 98.51% 31.61% 26.99% 2.37%

0.6 0.7 0.1 361 .78% 98.51% 32.68% 27.58% 2.42%

0.6 0.8 0.1 372 .76% 98.51% 34.58% 30.1% 2.64%

0.6 0.9 0.1 260 .79% 98.51% 33.42% 30.57% 2.68%

0.6 0.99 0.1 260 .79% 98.51% 34.32% 31.% 2.72%

0.7 0.01 0.1 260 4.92% 98.51% 45.09% 27.49% 2.41%

0.7 0.1 0.1 260 4.23% 98.51% 42.79% 28.02% 2.46%

0.7 0.2 0.1 262 2.56% 98.51% 41.28% 28.7% 2.52%

0.7 0.3 0.1 270 1.29% 99.% 38.7% 29.17% 2.56%

0.7 0.4 0.1 260 .93% 97.01% 35.64% 28.21% 2.47%

0.7 0.5 0.1 265 .88% 98.51% 33.06% 26.4% 2.32%

0.7 0.6 0.1 263 .82% 98.51% 33.54% 27.14% 2.38%

0.7 0.7 0.1 273 .8% 98.51% 32.93% 27.54% 2.42%

0.7 0.8 0.1 277 .83% 98.51% 34.64% 29.29% 2.57%

0.7 0.9 0.1 274 .78% 98.51% 36.13% 31.38% 2.75%

0.7 0.99 0.1 276 .83% 97.01% 34.81% 31.24% 2.74%

0.8 0.01 0.1 283 3.95% 98.51% 49.19% 26.6% 2.33%

0.8 0.1 0.1 284 2.68% 97.84% 46.32% 26.15% 2.29%

0.8 0.2 0.1 296 5.43% 97.01% 45.% 26.37% 2.31%

0.8 0.3 0.1 287 3.01% 98.51% 44.28% 28.14% 2.47%

0.8 0.4 0.1 290 2.71% 98.51% 43.79% 27.84% 2.44%

0.8 0.5 0.1 295 2.4% 98.13% 38.3% 26.76% 2.35%

0.8 0.6 0.1 287 1.16% 98.51% 36.3% 28.51% 2.5%

0.8 0.7 0.1 288 .98% 98.51% 34.05% 27.4% 2.4%

0.8 0.8 0.1 278 .91% 97.01% 32.12% 26.6% 2.33%

0.8 0.9 0.1 276 .87% 98.51% 35.72% 29.72% 2.61%

0.8 0.99 0.1 274 .85% 98.51% 37.82% 33.01% 2.89%

0.9 0.01 0.1 278 3.49% 98.51% 51.% 26.5% 2.32%
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Training Corpus - Skin Tone Scorer (with ignorable file hashset) Parameter Tuning Results
- All Found (continued)

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

0.9 0.1 0.1 285 5.3% 98.67% 49.17% 26.46% 2.32%

0.9 0.2 0.1 272 4.09% 99.42% 49.46% 27.2% 2.39%

0.9 0.3 0.1 283 3.07% 98.51% 47.35% 28.89% 2.53%

0.9 0.4 0.1 277 3.87% 98.88% 47.34% 26.56% 2.33%

0.9 0.5 0.1 274 3.86% 98.51% 44.64% 27.43% 2.41%

0.9 0.6 0.1 280 3.26% 98.51% 42.52% 26.04% 2.28%

0.9 0.7 0.1 297 2.83% 97.01% 39.27% 26.55% 2.33%

0.9 0.8 0.1 292 1.6% 98.51% 38.87% 28.81% 2.53%

0.9 0.9 0.1 279 1.04% 98.51% 35.89% 27.52% 2.41%

0.9 0.99 0.1 285 .98% 98.51% 39.61% 31.19% 2.74%

0.99 0.01 0.1 274 3.93% 99.96% 50.08% 25.7% 2.25%

0.99 0.1 0.1 277 6.12% 99.71% 53.54% 27.08% 2.38%

0.99 0.2 0.1 278 3.97% 98.51% 50.23% 26.27% 2.3%

0.99 0.3 0.1 277 6.7% 98.51% 49.6% 28.42% 2.49%

0.99 0.4 0.1 272 3.93% 98.51% 50.37% 27.28% 2.39%

0.99 0.5 0.1 307 4.01% 98.25% 49.48% 25.87% 2.27%

0.99 0.6 0.1 290 6.68% 98.51% 47.31% 25.53% 2.24%

0.99 0.7 0.1 309 3.52% 98.51% 46.35% 25.19% 2.21%

0.99 0.8 0.1 291 3.08% 98.51% 42.35% 25.28% 2.22%

0.99 0.9 0.1 298 3.17% 98.51% 42.39% 28.58% 2.51%

0.99 0.99 0.1 319 2.26% 98.51% 40.48% 28.78% 2.52%
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D.5 Best First Results

Table D.11: Best First Test Results - First File Of Interest Found

Metadata Scorer Tokenizer Run Count Min Max Avg Std Dev Std Err

Cosine Similarity Non word character splitter (with stemming) 260 .6% 61.96% 20.97% 22.45% 1.97%

Cosine Similarity 2-3gram (fold case) 260 .32% 73.62% 26.36% 24.83% 2.18%

Cosine Similarity 2-4gram (fold case) 260 .32% 73.62% 26.37% 24.83% 2.18%

Log Regression Feature Scorer 780 .39% 92.13% 27.72% 28.5% 2.5%

Multinomial Naive Bayes Non word character splitter (with stemming) 260 1.41% 96.32% 45.8% 39.14% 3.43%

Multinomial Naive Bayes 2-4gram (fold case) 260 .96% 94.11% 47.32% 31.87% 2.8%

Multinomial Naive Bayes 2-3gram (fold case) 260 .96% 94.11% 47.32% 31.88% 2.8%

Table D.12: Best First Test Results - All Files Of Interest Found

Metadata Scorer Tokenizer Run Count Min Max Avg Std Dev Std Err

Cosine Similarity 2-3gram (fold case) 260 1.53% 99.14% 50.3% 29.94% 2.63%

Cosine Similarity 2-4gram (fold case) 260 1.53% 99.14% 50.29% 29.94% 2.63%

Cosine Similarity Non word character splitter (with stemming) 260 2.42% 97.37% 43.77% 29.13% 2.56%

Log Regression Feature Scorer 780 12.86% 99.53% 61.35% 31.87% 2.8%

Multinomial Naive Bayes 2-3gram (fold case) 260 4.93% 98.93% 72.43% 27.18% 2.38%

Multinomial Naive Bayes 2-4gram (fold case) 260 4.93% 98.93% 72.44% 27.19% 2.38%

Multinomial Naive Bayes Non word character splitter (with stemming) 260 6.96% 99.03% 67.96% 29.77% 2.61%



D.6. TEST CORPUS CP TUNING RESULTS 349

D.6 Test Corpus Cp Tuning Results
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Table D.13: Test Corpus Cp tuning - MD5 Scorer, First FOI found

Scorer Cp Runs Min Max Avg Std Dev Std Err

MD5 Scorer 0.01 977 .47% 98.77% 33.64% 29.32% 3.28%

MD5 Scorer 0.1 687 .19% 45.52% 14.29% 14.84% 1.66%

MD5 Scorer 0.2 80 .19% 48.8% 13.4% 15.81% 1.77%

MD5 Scorer 0.4 80 .23% 47.74% 12.52% 15.19% 1.7%

MD5 Scorer 0.6 80 .% 52.36% 13.12% 16.59% 1.86%

MD5 Scorer 1√
2

80 .28% 57.07% 12.71% 16.14% 1.8%

MD5 Scorer 0.8 80 .05% 50.91% 13.4% 16.74% 1.87%

MD5 Scorer 1 80 .03% 51.2% 13.37% 16.55% 1.85%

MD5 Scorer 1.2 80 .09% 47.26% 12.85% 16.02% 1.79%

MD5 Scorer 1.4 80 .12% 59.29% 14.% 17.96% 2.01%

MD5 Scorer 1.6 80 .04% 61.89% 13.51% 17.42% 1.95%

MD5 Scorer 1.8 80 .09% 57.75% 13.38% 17.53% 1.96%

MD5 Scorer 2 80 .26% 53.22% 13.12% 17.04% 1.9%

MD5 Scorer (no ignorable files) 0.01 725 .32% 54.38% 14.94% 17.74% 1.98%

MD5 Scorer (no ignorable files) 0.1 772 .36% 57.27% 15.04% 18.7% 2.09%

MD5 Scorer (no ignorable files) 0.2 80 .03% 53.99% 13.73% 17.04% 1.91%

MD5 Scorer (no ignorable files) 0.4 80 .36% 59.38% 14.19% 18.15% 2.03%

MD5 Scorer (no ignorable files) 0.6 80 .09% 58.81% 14.98% 18.83% 2.11%

MD5 Scorer (no ignorable files) 1√
2

80 .02% 56.3% 13.82% 17.06% 1.91%

MD5 Scorer (no ignorable files) 0.8 80 .06% 57.07% 13.86% 17.09% 1.91%

MD5 Scorer (no ignorable files) 1 80 .07% 58.81% 14.33% 17.75% 1.98%

MD5 Scorer (no ignorable files) 1.2 80 .03% 58.52% 15.28% 18.88% 2.11%

MD5 Scorer (no ignorable files) 1.4 80 .3% 61.6% 15.21% 19.03% 2.13%

MD5 Scorer (no ignorable files) 1.6 80 .17% 62.66% 14.33% 17.97% 2.01%

MD5 Scorer (no ignorable files) 1.8 80 .22% 57.56% 14.23% 18.37% 2.05%

MD5 Scorer (no ignorable files) 2 80 .26% 53.99% 14.13% 17.41% 1.95%
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Table D.14: Test Corpus Cp tuning - MD5 Scorer, All FOI found

Scorer Cp Runs Min Max Avg Std Dev Std Err

MD5 Scorer 0.01 977 3.23% 99.37% 47.56% 31.69% 3.54%

MD5 Scorer 0.1 687 4.3% 54.57% 24.88% 16.54% 1.85%

MD5 Scorer 0.2 80 10.67% 55.92% 26.57% 14.64% 1.64%

MD5 Scorer 0.4 80 12.5% 58.71% 29.55% 14.33% 1.6%

MD5 Scorer 0.6 80 9.38% 59.77% 29.57% 14.85% 1.66%

MD5 Scorer 1√
2

80 12.46% 60.92% 29.75% 14.86% 1.66%

MD5 Scorer 0.8 80 10.81% 61.41% 30.26% 15.43% 1.72%

MD5 Scorer 1 80 10.28% 61.89% 31.13% 15.54% 1.74%

MD5 Scorer 1.2 80 9.55% 63.04% 31.37% 15.98% 1.79%

MD5 Scorer 1.4 80 11.58% 63.43% 32.22% 15.95% 1.78%

MD5 Scorer 1.6 80 12.16% 63.81% 32.4% 15.48% 1.73%

MD5 Scorer 1.8 80 10.92% 64.77% 33.04% 15.93% 1.78%

MD5 Scorer 2 80 10.5% 65.64% 32.8% 15.56% 1.74%

MD5 Scorer (no ignorable files) 0.01 725 3.53% 59.48% 28.42% 19.89% 2.22%

MD5 Scorer (no ignorable files) 0.1 772 6.8% 62.18% 33.31% 19.39% 2.17%

MD5 Scorer (no ignorable files) 0.2 80 12.23% 64.49% 36.07% 18.16% 2.03%

MD5 Scorer (no ignorable files) 0.4 80 11.76% 66.31% 38.05% 16.65% 1.86%

MD5 Scorer (no ignorable files) 0.6 80 11.02% 67.76% 39.12% 17.25% 1.93%

MD5 Scorer (no ignorable files) 1√
2

80 13.91% 68.05% 39.36% 16.88% 1.89%

MD5 Scorer (no ignorable files) 0.8 80 10.93% 67.85% 38.85% 16.27% 1.82%

MD5 Scorer (no ignorable files) 1 80 12.3% 67.28% 39.73% 16.39% 1.83%

MD5 Scorer (no ignorable files) 1.2 80 13.31% 68.14% 40.29% 16.54% 1.85%

MD5 Scorer (no ignorable files) 1.4 80 12.63% 67.66% 40.16% 16.65% 1.86%

MD5 Scorer (no ignorable files) 1.6 80 12.22% 68.43% 40.28% 16.2% 1.81%

MD5 Scorer (no ignorable files) 1.8 80 15.66% 68.62% 40.06% 15.96% 1.78%

MD5 Scorer (no ignorable files) 2 80 15.43% 68.62% 39.68% 15.16% 1.7%
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D.7 Test Corpus MD5 Scorer Parameter Tuning Results

Table D.15: Test Corpus - MD5 Scorer (with ignorable file hashset) Parameter Tuning
Results - First Hit

Default Score TOI Score C param Runs Min Max Avg Std Dev Std Err

Table D.16: Test Corpus - MD5 Scorer (without ignorable file hashset) Parameter Tuning
Results - First Hit

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

Table D.17: Test Corpus - MD5 Scorer (with ignorable file hashset) Parameter Tuning
Results - All FOI Found

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.01 0.01 0.2 80 9.01% 61.6% 31.65% 17.85% 2.%

0.01 0.1 0.2 80 2.84% 65.64% 23.8% 21.31% 2.38%

0.01 0.2 0.2 80 1.61% 65.35% 22.66% 24.22% 2.71%

0.01 0.3 0.2 100 1.36% 62.95% 20.81% 23.06% 2.58%

0.01 0.4 0.2 80 1.% 60.83% 19.59% 22.57% 2.52%

0.01 0.5 0.2 85 1.19% 57.56% 19.25% 21.58% 2.41%

0.01 0.6 0.2 80 .99% 57.27% 19.29% 20.96% 2.34%

0.01 0.7 0.2 80 .96% 56.4% 19.55% 20.98% 2.35%

0.01 0.8 0.2 86 1.05% 55.92% 19.79% 20.25% 2.26%

0.01 0.9 0.2 85 .89% 55.53% 19.77% 20.02% 2.24%

0.01 0.99 0.2 85 .92% 56.4% 20.1% 20.15% 2.25%

0.1 0.01 0.2 80 10.03% 77.09% 46.54% 19.54% 2.18%

0.1 0.1 0.2 80 9.48% 57.56% 25.58% 15.49% 1.73%

0.1 0.2 0.2 80 2.48% 61.5% 22.55% 21.23% 2.37%

0.1 0.3 0.2 80 1.46% 63.72% 21.64% 23.53% 2.63%

0.1 0.4 0.2 80 1.32% 61.02% 20.34% 22.65% 2.53%

0.1 0.5 0.2 80 1.2% 58.52% 19.21% 22.17% 2.48%

0.1 0.6 0.2 80 1.1% 58.13% 19.24% 21.92% 2.45%

0.1 0.7 0.2 80 1.06% 56.4% 19.03% 21.13% 2.36%

0.1 0.8 0.2 80 .98% 55.15% 19.29% 20.46% 2.29%

0.1 0.9 0.2 80 .89% 58.04% 19.75% 20.73% 2.32%

0.1 0.99 0.2 80 .99% 54.67% 19.76% 20.26% 2.27%

0.2 0.01 0.2 80 15.09% 90.51% 58.12% 23.62% 2.64%

0.2 0.1 0.2 80 15.22% 72.28% 46.07% 19.5% 2.18%

0.2 0.2 0.2 80 10.% 56.3% 25.9% 15.78% 1.76%
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Test Corpus - MD5 Scorer (with ignorable file hashset) Parameter Tuning Results - All
FOI Found (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.2 0.3 0.2 80 2.12% 61.21% 21.53% 20.3% 2.27%

0.2 0.4 0.2 80 1.38% 62.95% 20.83% 23.09% 2.58%

0.2 0.5 0.2 80 1.16% 60.92% 19.8% 22.68% 2.54%

0.2 0.6 0.2 80 1.13% 58.33% 19.09% 21.79% 2.44%

0.2 0.7 0.2 80 1.19% 57.46% 19.17% 21.49% 2.4%

0.2 0.8 0.2 80 .96% 57.27% 18.88% 20.72% 2.32%

0.2 0.9 0.2 80 1.05% 55.44% 18.96% 20.61% 2.3%

0.2 0.99 0.2 80 1.11% 56.79% 18.91% 20.15% 2.25%

0.3 0.01 0.2 80 28.23% 90.48% 61.95% 20.59% 2.3%

0.3 0.1 0.2 80 21.6% 88.5% 55.85% 22.88% 2.56%

0.3 0.2 0.2 80 16.33% 71.22% 43.92% 16.87% 1.89%

0.3 0.3 0.2 80 9.31% 55.92% 26.29% 15.41% 1.72%

0.3 0.4 0.2 80 2.1% 61.69% 21.36% 21.1% 2.36%

0.3 0.5 0.2 80 1.45% 62.18% 20.35% 23.12% 2.58%

0.3 0.6 0.2 80 1.29% 60.83% 19.3% 22.82% 2.55%

0.3 0.7 0.2 80 1.28% 58.33% 19.05% 22.19% 2.48%

0.3 0.8 0.2 80 1.02% 57.65% 19.04% 21.32% 2.38%

0.3 0.9 0.2 80 1.14% 57.27% 19.42% 21.31% 2.38%

0.3 0.99 0.2 80 .95% 55.53% 19.01% 20.45% 2.29%

0.4 0.01 0.2 80 33.38% 90.27% 64.92% 19.1% 2.14%

0.4 0.1 0.2 80 24.57% 88.82% 57.23% 20.94% 2.34%

0.4 0.2 0.2 80 22.66% 87.52% 53.8% 21.45% 2.4%

0.4 0.3 0.2 80 14.24% 70.64% 43.48% 16.65% 1.86%

0.4 0.4 0.2 80 7.95% 56.11% 25.96% 14.87% 1.66%

0.4 0.5 0.2 80 2.08% 60.35% 20.3% 19.77% 2.21%

0.4 0.6 0.2 80 1.33% 62.37% 20.33% 23.48% 2.63%

0.4 0.7 0.2 80 1.2% 59.77% 19.04% 22.48% 2.51%

0.4 0.8 0.2 80 .99% 58.33% 18.93% 21.93% 2.45%

0.4 0.9 0.2 80 1.21% 57.65% 18.87% 21.2% 2.37%

0.4 0.99 0.2 80 1.11% 56.59% 19.27% 20.86% 2.33%

0.5 0.01 0.2 80 37.8% 92.05% 70.02% 17.35% 1.94%

0.5 0.1 0.2 80 25.77% 89.% 59.55% 18.86% 2.11%

0.5 0.2 0.2 80 25.04% 87.9% 55.27% 21.25% 2.38%

0.5 0.3 0.2 80 23.17% 81.72% 52.07% 20.33% 2.27%

0.5 0.4 0.2 80 19.13% 70.07% 42.29% 16.28% 1.82%

0.5 0.5 0.2 80 11.73% 55.82% 26.78% 14.39% 1.61%

0.5 0.6 0.2 80 2.17% 59.87% 20.28% 19.64% 2.2%

0.5 0.7 0.2 80 1.43% 62.18% 20.84% 23.11% 2.58%
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Test Corpus - MD5 Scorer (with ignorable file hashset) Parameter Tuning Results - All
FOI Found (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.5 0.8 0.2 80 1.18% 59.96% 19.92% 22.36% 2.5%

0.5 0.9 0.2 80 1.36% 58.9% 19.63% 21.7% 2.43%

0.5 0.99 0.2 80 1.29% 57.07% 19.37% 20.81% 2.33%

0.6 0.01 0.2 80 25.34% 92.% 72.74% 17.35% 1.94%

0.6 0.1 0.2 80 25.81% 89.37% 64.5% 15.62% 1.75%

0.6 0.2 0.2 80 24.53% 88.2% 57.7% 19.29% 2.16%

0.6 0.3 0.2 80 22.66% 87.4% 54.17% 20.9% 2.34%

0.6 0.4 0.2 80 19.77% 79.93% 51.2% 20.7% 2.31%

0.6 0.5 0.2 80 17.18% 70.36% 41.8% 16.68% 1.86%

0.6 0.6 0.2 80 9.28% 56.79% 26.37% 15.4% 1.72%

0.6 0.7 0.2 80 2.09% 63.43% 21.74% 20.6% 2.3%

0.6 0.8 0.2 80 1.72% 62.18% 20.87% 22.87% 2.56%

0.6 0.9 0.2 80 1.52% 60.44% 21.31% 22.04% 2.46%

0.6 0.99 0.2 80 1.39% 58.04% 20.51% 21.01% 2.35%

0.7 0.01 0.2 80 25.26% 93.04% 75.91% 17.67% 1.98%

0.7 0.1 0.2 80 25.55% 90.06% 67.88% 14.33% 1.6%

0.7 0.2 0.2 80 24.02% 89.05% 60.25% 18.53% 2.07%

0.7 0.3 0.2 80 23.94% 87.66% 55.64% 20.93% 2.34%

0.7 0.4 0.2 80 22.92% 87.39% 53.2% 21.06% 2.35%

0.7 0.5 0.2 80 21.3% 77.5% 48.82% 19.15% 2.14%

0.7 0.6 0.2 80 18.24% 70.26% 40.91% 17.26% 1.93%

0.7 0.7 0.2 80 10.59% 57.46% 26.53% 14.76% 1.65%

0.7 0.8 0.2 80 2.33% 62.75% 22.9% 20.38% 2.28%

0.7 0.9 0.2 80 1.74% 61.69% 22.04% 22.57% 2.52%

0.7 0.99 0.2 80 1.52% 60.25% 21.25% 21.57% 2.41%

0.8 0.01 0.2 80 23.3% 94.48% 77.05% 17.65% 1.97%

0.8 0.1 0.2 80 24.91% 91.6% 65.53% 19.12% 2.14%

0.8 0.2 0.2 80 24.11% 88.91% 64.93% 16.09% 1.8%

0.8 0.3 0.2 80 24.7% 91.24% 59.76% 18.87% 2.11%

0.8 0.4 0.2 80 23.68% 87.32% 52.39% 22.36% 2.5%

0.8 0.5 0.2 80 21.51% 87.09% 50.29% 21.23% 2.37%

0.8 0.6 0.2 80 19.01% 67.54% 46.69% 18.67% 2.09%

0.8 0.7 0.2 80 16.92% 70.45% 40.61% 18.15% 2.03%

0.8 0.8 0.2 80 4.68% 57.56% 27.3% 14.93% 1.67%

0.8 0.9 0.2 80 3.05% 64.% 23.94% 20.75% 2.32%

0.8 0.99 0.2 80 1.52% 62.56% 22.18% 22.16% 2.48%

0.9 0.01 0.2 80 23.55% 95.59% 71.19% 24.06% 2.69%

0.9 0.1 0.2 80 23.38% 92.46% 66.38% 19.46% 2.18%
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Test Corpus - MD5 Scorer (with ignorable file hashset) Parameter Tuning Results - All
FOI Found (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.9 0.2 0.2 80 23.34% 90.92% 56.52% 22.66% 2.53%

0.9 0.3 0.2 80 24.57% 91.84% 54.11% 22.06% 2.47%

0.9 0.4 0.2 80 23.89% 92.53% 52.55% 22.09% 2.47%

0.9 0.5 0.2 80 23.98% 91.23% 51.36% 22.12% 2.47%

0.9 0.6 0.2 80 22.87% 86.78% 49.6% 20.73% 2.32%

0.9 0.7 0.2 80 20.96% 66.7% 45.75% 17.83% 1.99%

0.9 0.8 0.2 80 19.39% 70.26% 40.67% 17.23% 1.93%

0.9 0.9 0.2 80 4.27% 58.23% 27.47% 15.75% 1.76%

0.9 0.99 0.2 80 3.22% 63.14% 25.43% 20.02% 2.24%

0.99 0.01 0.2 80 25.09% 96.9% 69.7% 26.22% 2.93%

0.99 0.1 0.2 80 24.45% 92.54% 60.08% 23.87% 2.67%

0.99 0.2 0.2 80 23.77% 95.26% 55.66% 22.17% 2.48%

0.99 0.3 0.2 80 22.96% 92.36% 54.18% 22.34% 2.5%

0.99 0.4 0.2 80 23.85% 93.43% 51.76% 20.31% 2.27%

0.99 0.5 0.2 80 23.85% 92.3% 50.7% 20.93% 2.34%

0.99 0.6 0.2 80 23.26% 90.98% 50.22% 21.39% 2.39%

0.99 0.7 0.2 80 22.96% 85.26% 48.09% 19.02% 2.13%

0.99 0.8 0.2 80 22.32% 69.32% 45.73% 18.04% 2.02%

0.99 0.9 0.2 80 14.07% 70.74% 37.26% 18.18% 2.03%

0.99 0.99 0.2 80 4.46% 58.33% 28.39% 15.58% 1.74%

Table D.18: Test Corpus - MD5 Scorer (without ignorable file hashset) Parameter Tuning
Results - All FOI Found

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.01 0.01 0.2 80 7.23% 62.66% 33.77% 20.11% 2.25%

0.01 0.1 0.2 80 2.89% 63.62% 25.21% 21.49% 2.4%

0.01 0.2 0.2 80 1.59% 66.03% 24.97% 24.14% 2.7%

0.01 0.3 0.2 80 1.32% 61.98% 22.05% 22.71% 2.54%

0.01 0.4 0.2 80 1.22% 59.67% 20.6% 22.09% 2.47%

0.01 0.5 0.2 80 1.24% 59.58% 19.93% 21.83% 2.44%

0.01 0.6 0.2 80 1.05% 56.98% 20.33% 21.04% 2.35%

0.01 0.7 0.2 80 1.14% 57.27% 20.9% 21.01% 2.35%

0.01 0.8 0.2 80 1.18% 56.4% 21.46% 20.66% 2.31%

0.01 0.9 0.2 80 1.3% 54.86% 21.82% 20.29% 2.27%

0.01 0.99 0.2 80 1.21% 54.76% 21.46% 20.66% 2.31%

0.1 0.01 0.2 80 13.95% 99.38% 69.2% 30.58% 3.42%

0.1 0.1 0.2 80 10.08% 62.18% 34.36% 20.02% 2.24%

0.1 0.2 0.2 80 2.63% 64.87% 25.54% 22.24% 2.49%
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Test Corpus - MD5 Scorer (without ignorable file hashset) Parameter Tuning Results - All
FOI Found (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.1 0.3 0.2 80 1.48% 65.64% 24.56% 23.81% 2.66%

0.1 0.4 0.2 80 1.23% 61.98% 21.92% 22.73% 2.54%

0.1 0.5 0.2 80 1.28% 58.71% 20.39% 21.71% 2.43%

0.1 0.6 0.2 80 1.03% 58.71% 20.% 21.32% 2.38%

0.1 0.7 0.2 80 1.15% 57.27% 20.31% 21.04% 2.35%

0.1 0.8 0.2 80 .91% 56.88% 20.95% 20.84% 2.33%

0.1 0.9 0.2 80 1.21% 55.34% 21.27% 20.53% 2.3%

0.1 0.99 0.2 80 1.27% 56.02% 21.% 20.43% 2.28%

0.2 0.01 0.2 80 25.81% 99.69% 75.87% 27.88% 3.12%

0.2 0.1 0.2 80 15.01% 99.32% 69.94% 30.65% 3.43%

0.2 0.2 0.2 80 11.78% 62.18% 34.64% 18.91% 2.11%

0.2 0.3 0.2 80 2.01% 66.12% 25.16% 21.64% 2.42%

0.2 0.4 0.2 80 1.58% 65.64% 24.52% 23.69% 2.65%

0.2 0.5 0.2 80 1.33% 63.72% 22.39% 23.32% 2.61%

0.2 0.6 0.2 80 1.31% 59.87% 20.58% 21.95% 2.45%

0.2 0.7 0.2 80 1.32% 58.33% 19.54% 21.73% 2.43%

0.2 0.8 0.2 80 .93% 58.23% 20.67% 21.3% 2.38%

0.2 0.9 0.2 80 1.09% 56.02% 21.25% 20.72% 2.32%

0.2 0.99 0.2 80 1.22% 55.15% 20.83% 20.43% 2.28%

0.3 0.01 0.2 80 29.68% 99.77% 77.07% 25.05% 2.8%

0.3 0.1 0.2 80 25.04% 99.76% 75.21% 27.95% 3.12%

0.3 0.2 0.2 80 17.05% 99.29% 70.71% 29.49% 3.3%

0.3 0.3 0.2 80 7.99% 64.39% 34.51% 18.5% 2.07%

0.3 0.4 0.2 80 2.51% 66.51% 25.72% 22.36% 2.5%

0.3 0.5 0.2 80 1.47% 65.16% 24.73% 23.86% 2.67%

0.3 0.6 0.2 80 1.34% 63.04% 22.06% 22.87% 2.56%

0.3 0.7 0.2 80 1.29% 60.35% 20.28% 22.54% 2.52%

0.3 0.8 0.2 80 1.06% 58.33% 20.12% 21.39% 2.39%

0.3 0.9 0.2 80 1.16% 57.27% 20.7% 21.29% 2.38%

0.3 0.99 0.2 80 1.18% 56.21% 20.61% 20.69% 2.31%

0.4 0.01 0.2 80 32.53% 99.76% 79.73% 21.06% 2.35%

0.4 0.1 0.2 80 33.55% 99.76% 77.5% 23.9% 2.67%

0.4 0.2 0.2 80 30.19% 99.71% 76.34% 26.61% 2.97%

0.4 0.3 0.2 80 16.16% 99.31% 70.88% 28.66% 3.2%

0.4 0.4 0.2 80 11.29% 62.37% 35.42% 17.69% 1.98%

0.4 0.5 0.2 80 2.75% 66.41% 25.48% 21.75% 2.43%

0.4 0.6 0.2 80 1.39% 65.54% 24.52% 23.86% 2.67%

0.4 0.7 0.2 80 1.23% 62.08% 21.95% 22.79% 2.55%

0.4 0.8 0.2 80 1.13% 59.77% 20.55% 22.1% 2.47%
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Test Corpus - MD5 Scorer (without ignorable file hashset) Parameter Tuning Results - All
FOI Found (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.4 0.9 0.2 80 1.34% 59.% 20.15% 21.84% 2.44%

0.4 0.99 0.2 80 1.19% 57.46% 20.54% 21.15% 2.36%

0.5 0.01 0.2 80 50.3% 99.77% 84.12% 15.83% 1.77%

0.5 0.1 0.2 80 44.77% 99.74% 80.86% 19.36% 2.17%

0.5 0.2 0.2 80 41.58% 99.76% 78.93% 22.04% 2.46%

0.5 0.3 0.2 80 34.44% 99.76% 77.17% 25.66% 2.87%

0.5 0.4 0.2 80 16.33% 99.32% 72.82% 27.66% 3.09%

0.5 0.5 0.2 80 10.33% 63.23% 35.24% 17.84% 1.99%

0.5 0.6 0.2 80 2.51% 67.95% 26.61% 22.89% 2.56%

0.5 0.7 0.2 80 1.67% 65.26% 24.81% 23.81% 2.66%

0.5 0.8 0.2 80 1.39% 62.27% 22.04% 22.73% 2.54%

0.5 0.9 0.2 80 1.32% 60.44% 21.08% 22.46% 2.51%

0.5 0.99 0.2 80 1.17% 59.% 20.11% 21.71% 2.43%

0.6 0.01 0.2 80 58.9% 99.76% 84.87% 15.15% 1.69%

0.6 0.1 0.2 80 58.9% 99.75% 84.7% 15.2% 1.7%

0.6 0.2 0.2 80 50.3% 99.74% 82.26% 17.83% 1.99%

0.6 0.3 0.2 80 42.05% 99.77% 79.66% 21.17% 2.37%

0.6 0.4 0.2 80 35.25% 99.76% 77.31% 25.% 2.79%

0.6 0.5 0.2 80 27.% 99.33% 73.69% 26.85% 3.%

0.6 0.6 0.2 80 11.13% 65.64% 36.84% 18.25% 2.04%

0.6 0.7 0.2 80 2.49% 68.72% 26.7% 22.5% 2.52%

0.6 0.8 0.2 80 1.54% 65.93% 24.85% 23.75% 2.66%

0.6 0.9 0.2 80 1.37% 62.37% 22.21% 22.64% 2.53%

0.6 0.99 0.2 80 1.12% 60.73% 20.68% 21.94% 2.45%

0.7 0.01 0.2 80 57.65% 99.77% 84.98% 15.37% 1.72%

0.7 0.1 0.2 80 58.23% 99.77% 84.79% 15.42% 1.72%

0.7 0.2 0.2 80 57.07% 99.77% 84.83% 15.19% 1.7%

0.7 0.3 0.2 80 60.35% 99.77% 83.98% 15.87% 1.77%

0.7 0.4 0.2 80 31.68% 99.77% 79.8% 21.03% 2.35%

0.7 0.5 0.2 80 33.5% 99.76% 78.22% 24.32% 2.72%

0.7 0.6 0.2 80 28.19% 99.32% 74.09% 26.42% 2.95%

0.7 0.7 0.2 80 15.41% 65.35% 36.94% 16.4% 1.83%

0.7 0.8 0.2 80 2.8% 69.01% 27.02% 22.25% 2.49%

0.7 0.9 0.2 80 1.57% 65.45% 25.37% 24.23% 2.71%

0.7 0.99 0.2 80 1.17% 63.04% 22.54% 23.08% 2.58%

0.8 0.01 0.2 80 61.69% 99.79% 85.23% 15.26% 1.71%

0.8 0.1 0.2 80 55.82% 99.75% 85.% 15.48% 1.73%

0.8 0.2 0.2 80 54.76% 99.77% 84.86% 15.43% 1.73%

0.8 0.3 0.2 80 59.38% 99.75% 84.97% 15.02% 1.68%
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Test Corpus - MD5 Scorer (without ignorable file hashset) Parameter Tuning Results - All
FOI Found (continued)

Default Score TOI Score Cp Runs Min Max Avg Std Dev Std Err

0.8 0.4 0.2 80 50.98% 99.76% 83.61% 16.53% 1.85%

0.8 0.5 0.2 80 48.38% 99.76% 80.71% 19.69% 2.2%

0.8 0.6 0.2 80 38.18% 99.77% 78.46% 23.36% 2.61%

0.8 0.7 0.2 80 29.04% 99.32% 74.58% 25.66% 2.87%

0.8 0.8 0.2 80 13.32% 67.66% 38.27% 16.75% 1.87%

0.8 0.9 0.2 80 2.68% 70.64% 27.92% 22.88% 2.56%

0.8 0.99 0.2 80 1.69% 66.41% 25.53% 23.84% 2.67%

0.9 0.01 0.2 80 27.85% 99.76% 84.92% 16.41% 1.83%

0.9 0.1 0.2 80 27.3% 99.76% 84.74% 16.61% 1.86%

0.9 0.2 0.2 80 60.25% 99.77% 85.47% 14.9% 1.67%

0.9 0.3 0.2 80 59.58% 99.79% 85.11% 15.17% 1.7%

0.9 0.4 0.2 80 59.38% 99.75% 85.14% 15.% 1.68%

0.9 0.5 0.2 80 60.92% 99.78% 84.87% 14.97% 1.67%

0.9 0.6 0.2 80 51.28% 99.76% 81.4% 18.84% 2.11%

0.9 0.7 0.2 80 39.5% 99.73% 79.52% 22.23% 2.49%

0.9 0.8 0.2 80 33.97% 99.32% 75.34% 24.28% 2.71%

0.9 0.9 0.2 80 9.49% 68.14% 39.37% 16.58% 1.85%

0.9 0.99 0.2 80 3.2% 69.68% 28.92% 22.52% 2.52%

0.99 0.01 0.2 80 55.15% 99.75% 85.47% 15.56% 1.74%

0.99 0.1 0.2 80 27.93% 99.8% 83.9% 18.26% 2.04%

0.99 0.2 0.2 80 56.69% 99.8% 85.56% 15.02% 1.68%

0.99 0.3 0.2 80 58.04% 99.78% 85.44% 15.03% 1.68%

0.99 0.4 0.2 80 61.21% 99.77% 85.42% 14.9% 1.67%

0.99 0.5 0.2 80 60.73% 99.76% 85.28% 14.82% 1.66%

0.99 0.6 0.2 80 52.55% 99.77% 84.59% 15.52% 1.74%

0.99 0.7 0.2 80 53.66% 99.76% 81.75% 18.4% 2.06%

0.99 0.8 0.2 80 37.59% 99.67% 79.61% 21.89% 2.45%

0.99 0.9 0.2 80 34.69% 99.35% 75.01% 23.76% 2.66%

0.99 0.99 0.2 80 14.7% 68.43% 40.77% 16.75% 1.87%
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AFP Australian Federal Police. iv, vii, 1, 4, 5, 8, 9, 11, 13, 15, 26, 45, 71, 84–86, 98,

106–108, 125, 127, 140, 150

Bibcam A term commonly associated with CEM files. Origins unknown to author. 47

CEM Child Exploitation Material . iv, v, vii, x, 1, 8–11, 17, 21, 22, 26–28, 30, 34, 37,

44–49, 51, 54, 55, 59–61, 63–65, 69, 71, 72, 76, 82, 84, 86, 90–92, 99, 100, 112, 113,

115, 122, 125, 127, 128, 131, 138, 141, 145, 147–149, 371, Glossary: CEM

CEM An alternative term for Child Pornography. iv, 1, 8, 17, 61, 69, 84, 115, 147, 371

CETS Child Exploitation Tracking System. xi, xiii, xiv, 11, 43, 60, 62, 69, 84, 114, 127,

141, 147, 160, 161

CFC Context Focused Crawler. 34

Child Pornography Refer Defining CEM (page 61) for Commonwealth (Australia) def-

inition, as per Criminal Code Act (Cth) 1995, 473.1 - Definitions. 25, 42, 61

COPINE Combating Paedophile Information Networks in Europe. xi, xiii, xiv, 11, 60,

62, 147, 160–162

CT Counter Terrorism. 26

DAG Directed Acyclic Graph. 56, 117, 149

DF Digital Forensics. iv, vii, 1, 7–11, 13–16, 19, 20, 24, 26–29, 31, 32, 42, 43, 65, 83, 84,

106, 115, 125, 126, 139, 140, 143, 145, 147, 148

DFRWS Digital Forensic Research Workshop. 14, 16

DIPL Digital Investigation Process Language. 17

DNS Domain Name System. 39

DOM Document Object Model. 34

EEDI End-to-End Digital Investigation. 17
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EWF An industry standard format for storing acquired data in a forensically sound man-

ner. Refer https://forensicswiki.org/wiki/ASR_Data%27s_Expert_Witness_

Compression_Format. 125, 143

FAT A file system originating in MS-DOS systems, now updated (FAT32) and often seen

in use on removable media such as USB memory sticks. 19

GPU Graphics Processing Unit, aka ’graphics card’, aka ’video card’. A specialised

circuit/chip designed specifically to accelerate rendering of graphics, typically in

gaming. The highly parallel nature of GPUs makes them well suited for ML tasks

such as neural network training and inference. 58, 85, 96

Hamming Distance A measure of of similarity between strings of equal length, whereby

the ‘distance’ between the strings is measured by the minimum number of characters

changed to make them identical. Insertions/deletions are not allowed. 50, 52

HDD Hard Disk Drive. Persistent storage devices for saving data. Traditionally de-

notes media based upon spinning platters, but colloquially can refer to any per-

sistent storage device usually (but not always) physically located/connected in a

permanent/non-removable manner. 24, 25, 126, 127, 135

JACET Joint State and Federal Police teams assigned to online child exploitation inves-

tigations. 69, 84

JCTT Joint Intelligence, State and Federal Police Counter Terrorism teams. 84

JSON JavaScript Object Notation. A data interchange format akin to XML, built largely

around name/value pairs and lists/arrays. Refer https://www.json.org/. As im-

plied, originally developed for use with JavaScript, but has achieved wide support

and is largely seen as language-independent. 73, 144

MAR mutual assistance request. 21

MCFS Monte Carlo Filesystem Search. v, xvii, 10, 11, 65, 119, 120, 122–125, 128, 129,

134–142, 145, 148, 149

MCTS Monte Carlo Tree Search. 117–121, 373

MD5 Message Digest 5. 22, 49, 50, 52, 126, 127, 145

mens rea ’Guilty mind’ - effectively a person’s intention to commit a crime. 7, 149

ML Machine Learning. 54, 57, 60, 84

NAT Network Address Translation. 39

NATA National Association of Testing Authorities, Australia. 125

https://forensicswiki.org/wiki/ASR_Data%27s_Expert_Witness_Compression_Format
https://forensicswiki.org/wiki/ASR_Data%27s_Expert_Witness_Compression_Format
https://www.json.org/


Glossary 377

NIST National Institute of Standards and Technology. 16, 18

NSFW Not Safe For Work. 59, 60, 88, 91, 108, 111

NSRL National Software Reference Library. 127, 131

OS Operating System. 23, 34, 41, 42, 125, 126

P2P Peer to Peer, a non-centralised, hierarchically flat network architecture avoiding

the use of central hubs, servers etc. All participants act as peers, sharing and

relaying searches etc. as required. Whilst practical for other uses, P2P is commonly

associated with online file sharing applications/protocols such as BitTorrent. 22

Progressive Bias A method for influencing the playout stage of Monte Carlo Tree Search

(MCTS) by biasing results towards branches previously observed to provide better

results, as part of a training stage. 122

PTHC Pre Teen Hard Core. 47

PTSC Pre Teen Soft Core. 47

RNG Random Number Generator. 140

SHA-1 Secure Hash Algorithm 1. 22, 49, 50, 126

SSD Solid State Drive. Persistent storage devices based upon integrated circuitry rather

than moving media such as platters. 23

TMM Tor-use Motivation Model. iv, 9, 11, 65, 76, 81, 147, 148

Tor Tor/‘The Onion Router’ is a protocol (and associated freely available software pack-

age) employing online relays for the purposes of ensuring user anonymity. Tor can

be used as a ‘one way’ anonymiser, concealing client access to a known internet node

(such as a www site). However, Tor also supports ‘hidden sites’, being websites

and/or associated services hosted within its router network, thereby providing two-

way anonymity. Whilst an acronym, only the ‘T’ in ’Tor’ is capitalised. xvi, 4, 10,

35, 36, 68, 72–76, 81

write blocker A software/hardware device allowing read access to media, whilst blocking

writes. 22

WWW World-Wide Web. xvi, 32–35, 39, 67, 73, 74, 116, 117
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