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Abstract 
 

Invasive plant prevalence is growing at a global-scale. This is a problem for native 

ecosystems due to the ability of invasive plants to replace native vegetation, act as 

disease vectors, and alter ecosystem nutrient cycling, hydrology, and disturbance regimes. 

In order to minimize the negative impacts of invasive plants, it is important to understand 

how those species are spreading through space and time. The ability of an invasive plant 

to spread is largely facilitated by its surrounding environment, particularly the weather and 

climate. Climate, for example, can affect the timing of reproductive events, or phenology, 

which can alter a plant’s demography. One way to observe the effects of climate in-situ is 

by quantifying effects across elevational and latitudinal gradients.  

In order to better understand the spread of invasive species, I focussed on 

capturing key information regarding the reproductive ecology and phenology of a highly 

invasive plant, Salix cinerea, across the elevation gradient inhabited in its invaded range. 

Specifically, I aimed to: 1) quantify the phenology of S. cinerea across low and high 

elevation, 2) investigate the effects of intraspecific phenology on reproductive output, 3) 

compare the germinability of seeds matured at two elevations and germinated at two 

temperatures, and 4) identify global trends in fecundity with respect to climate and 

geography for Salix at the genus-level. To answer these questions, I quantified phenology 

and seed output at low and high elevation in north-eastern Victoria, Australia, where S. 

cinerea is arguably the most widespread. Germination ability of seeds were tested 

experimentally to identify their viability across elevation, depending on where they were 

matured or their germination conditions. Global scale trends were also assessed using 

herbarium records collected from around the world.  

The phenology of S. cinerea was successfully quantified, which had not previously 

been empirically recorded in the literature. I also identified differences in heat 

accumulation patterns for S. cinerea between low and high elevation, which may help 

describe the species phenology under climate warming. The phenology of pollen release 

and stigma receptivity overlap was indicative of seed output between low and high 

elevation. Seed output was 63% higher per individual at low elevation, but high elevation 

individuals produce seeds with about 15% higher germination rates than at low elevation 

overall. These results are significant because they describe where major seed sources 

might exist across the landscape of north-eastern Victoria, Australia.  

Finally, when considering 17 Salix species globally, I found that fecundity varies 

more in response to environmental effects between species than across the genus. 
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Further, when accounting for climatic and geographic effects, three out of five species 

studied showed range (invasive or native) had a significant effect on fecundity. This thesis 

establishes novel insights to classic ecological concepts as they are related to invasive, 

wind-dispersed plants. I also have provided a greater understanding of how invasive plants 

may respond to a changing climate. This important ecological information can be used by 

land managers to assess how to best manage invasive plant species under future 

environmental changes.  
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Invasive plants in a changing world 

Invasive species prevalence has been increasing over time largely due to 

human activities, with invasive plants making up the greatest proportion of total 

invasive species (Seebens et al., 2017). The global increase of invasive plants is 

problematic due to their ability to replace native vegetation and subsequently 

influence biodiversity loss (Vitousek et al., 1997, Strayer et al., 2006, Litt et al., 

2014). Invasive plants can also act as vectors of new diseases, and are capable of 

altering ecosystem processes such as primary productivity, hydrology, and nutrient 

cycling (Vitousek et al., 1996). They have the potential to substantially modify 

existing disturbance regimes, or introduce novel disturbances, such as fire or 

erosion, which result in changes to community structure and ecosystem function 

(Mack and D'Antonio, 1998). Even invasive plant management itself can cause a 

‘weed-shaped hole’ in ecosystems by increasing disturbances imposed by weed 

managers, and therefore increasing the likelihood of re-invasion by the target or 

another invasive plant (Buckley et al., 2007). As such, invasive plants have been 

widely shown by researchers to have lasting effects on their invaded ecosystems 

(Strayer et al., 2006).  

In order to minimize the negative impacts of invasive plants, it is important to 

understand how those species are spreading through space and time. The 

successful spread of invasive species is the result of a number of different factors 

related to the attributes of the plant and its surrounding environment (Blackburn et 

al., 2011). Many of these attributes are nearly impossible to forecast, making 

predicting species spread inherently difficult (Clark et al., 2003).  We can think of the 

spread of any plant species as the result of pre-dispersal, dispersal, and post-

dispersal events (Travis et al., 2012). There are a number of pre-dispersal factors, 

including environmental conditions where an individual is grown, that can influence 

seed production up to the time of seed release. Conditions before dispersal events 

can influence the amount and quality of seed produced (Valencia-Diaz and Montana, 

2005) as well as the timing of seed release (Jongejans et al., 2007). Dispersal 

includes the movement of a seed from release to the arrival site (Nathan et al., 2011) 

and is thought to affect spread more dramatically than a species’ demographic traits 

(Coutts et al., 2011). Once the seed has dispersed and is at its germination site, it is 

in the post-dispersal phase. The environmental conditions at the arrival site influence 
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the ability of a species to establish, and vary substantially across a landscape. This 

implies that seeds which are capable of traveling long distances before germination 

may have arrival site conditions different from where they were developed and 

dispersed (Hampe, 2011). 

The surrounding environment, climate and weather in particular, plays an 

important role in regulating all three phases of spread (Primack, 1987). Weather 

conditions in which an individual resides influence both the pre-dispersal and 

dispersal phases, as well as the success of arriving seeds post-dispersal to new 

locations. Pre-dispersal events such as seed abscission generally require warming 

temperatures and lowered humidity (Jongejans et al., 2007). The dispersal phase, 

particularly of wind-dispersed seeds, is highly influenced by wind speed (Nathan et 

al., 2011) and topographic position (Heydel et al., 2015). Weather conditions also 

affect post-dispersal events, including germination and establishment. Seed 

germination requires varying levels of light (Dlugos et al., 2015) and cumulatively 

warming temperatures (Jarvis and Moore, 2008, Hou et al., 2014). Similarly, growth 

to reproductive maturity and establishment can only occur if a germinated seed has 

enough of the required water, sun, and soil nutrients to support its maturation 

(Kozlowski and Pallardy, 1997). 

Weather conditions also affect the timing of seasonal events, or the 

phenology, of plant species (Walther et al., 2002). Phenological events, like bud 

break, seed release, and foliation, often initiate in response to weather changes, 

usually in the form of changing temperatures (Gordienko and Sokolov, 2009) and 

precipitation levels, including rainfall, snowmelt, and relative humidity (Kudo and Ida, 

2013, Schwartz, 2013). In particular, seed release initiation in deciduous trees is 

generally initiated by weather-related factors including ambient air temperature 

(Gordienko and Sokolov, 2009, Fernandez-Martinez et al., 2012) and precipitation 

(Borchert et al., 2002, Santinelo Pereira et al., 2007, Kushwaha et al., 2011), as well 

as individual flush development (Lechowicz, 1995, Olesen, 2005, Wilkie et al., 2008) 

and day length (Rivera and Borchert, 2001, Kushwaha et al., 2011). Fine-scale 

reproductive and foliation phenology data is crucial to predicting how the species 

may spread across a landscape (Cleland et al., 2012). Studies have shown that 

phenology influences reproductive output and is thereby a determinant of fitness 

(Lediuk et al., 2014, Wheeler et al., 2015). More specifically, the timing of flowering 
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affects the success of fruit maturation and progeny quality, the success of pollination, 

and the level of seed and fruit herbivory (Chuine, 2010). Reproductive phenology of 

plants indirectly affects the likelihood of seed survival post-dispersal as well; 

depending on the timing of seed release, the weather conditions in which the seed 

arrives at a new site may or may not be conducive to successful germination and 

establishment of the seed (Skov and Svenning, 2004). Plant species are more 

capable of establishment in a new habitat if their major reproductive phenology 

events occur at a time when resources are abundant and not utilized by other native 

species (Wolkovich and Cleland, 2011). 

Since key species traits are so strongly affected by surrounding weather 

conditions, it is unsurprising and widely reported that climate change can affect 

species invasions (Dukes and Mooney, 1999, Sherry et al., 2007). There is evidence 

that climate change can lead to invasive species widening their distributions (Walther 

et al., 2009). Alternatively, temperature and precipitation changes as a result of 

climate change can have negative effects on species distributions by increasing 

pollinator mismatch in the invasive plant (Kudo and Ida, 2013). Previous research 

has shown the effect of phenological mismatches as a result of seasonal weather 

changes (Wheeler et al., 2015). In addition to temperature and precipitation climate 

change effects, there is substantial evidence that an increase in the frequency of 

extreme weather events associated with climate change will impact ecosystems by 

altering species distributions, species interactions, and other ecosystem processes 

(Coumou and Rahmstorf, 2012). Similarly, extreme weather events have potential to 

disrupt the timing and duration of major phenological events (Reyer et al., 2013). In 

response to these environmental changes, there is expected to be considerable 

variation among species in their invasibility as a result of climate change (Diez et al., 

2012, Orsenigo et al., 2014). 

As the globe continues to warm, there is evidence that the abundance of 

many invasive plants will increase and thus require even more strategic 

management intervention than before (Merow et al., 2017). However, management 

of invasive species is difficult because there are a multitude of factors to consider in 

determining how the distribution of a species will shift across a landscape (Buckley 

et al., 2007). Thus, despite their pervasive existence across natural landscapes, 

there is still considerable uncertainty on how to best manage invasive species. 
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Managers often focus on limiting the spread of invasive species across landscapes 

in order to contain the distribution of the species (Moody and Mack, 1988). To make 

the management of limiting species spread more practicable, it is vital that we 

understand what is significantly affecting the spread of individual invasive species 

across a wide range of space (Coutts et al., 2011, Glen et al., 2013). In particular, if 

we can predict the spread of invasive plants, managers will be able to target 

particularly threatening seed source locations for control, as well as focus 

surveillance efforts to regions where new populations are most likely to establish. 

Why willows? The Salix genus 

In this thesis, the willows genus, Salix, will be the taxon of interest as it 

includes many successful invasive species (Cremer, 2003) and requires additional 

information regarding its reproductive ecology in order to be properly managed. 

There are between 330 and 500 shrub and tree species of Salix growing worldwide 

and native on every continent except Australia (Isebrands and Richardson, 2014). 

The genus is important culturally, medicinally, and ecologically. Some species are 

used in cricket bat production or as the base for furniture, and others appear in 

children’s books, novels and plays, from Kenneth Grahame to Shakespeare 

(Carleton, 1949). Salix species have also been used by aboriginal cultures for 

thousands of years as an analgesic. The pain-relieving salicylic acid has in the last 

century been isolated and manufactured as the primary active ingredient in aspirin 

(Vlachojannis et al., 2011). The genus also has broad ecological significance. Rows 

of willows are frequently planted by farmers as shade trees for cattle and to slow 

riverbank erosion (Ladson, 1997). Willows can also affect below-ground 

communities, altering arbuscular mycorrhizal fungi colonization (Becklin et al., 2012). 

Additionally, the genus is associated with a number of fungal and insect pests (Cha 

et al., 2009, Caron, 2011). In recent decades, the Salix genus has also become a 

prominent invasive plant across temperate Australia and New Zealand.  

Over 80 species of Salix have been introduced in Australia from Europe and 

N. America, and the entire plant genus has been listed as a Weed of National 

Significance, giving it high government priority for control efforts (2003). The genus is 

almost exclusively riparian and were introduced to Australia for the protection of 

riverbanks and to provide shade to cattle (Cremer, 2003). However, over time Salix 

Page 16



spp. have actually been worsening the erosion of the river banks by widening and 

shallowing the stream beds (Cremer, 2003). Due to a multitude of unique 

demographic traits, the genus is exceedingly difficult to eradicate. For example, Salix 

species are capable of vegetative reproduction, in addition to reproduction by seed, 

which allows them to expand their geographic distributions via broken branches 

travelling downstream the rivers they have invaded (Isebrands and Richardson, 

2014). This is significant because the genus is also dioecious, with many of the 

species having only male or female plants present in their invaded countries but not 

both (Cremer, 1999). Similarly, the many species within the genus hybridize readily 

and often, allowing hybrid crosses to often reproduce by seed regardless of the 

presence of both sexes of any given species (Cremer, 2003). Further, the genus 

produces tiny, pappus-bearing seeds capable of dispersing long distances by wind, 

enabling an ease of establishment to distant sites (Gage and Cooper, 2005).  

The first three of the upcoming four data chapters aim to better understand 

the reproductive ecology of a particularly invasive Salix species, Salix cinerea, in 

order to inform managers how to intelligently and effectively manage their removal. 

Specifically, they examine how surrounding environmental conditions regulate the 

fecundity and potential spread of S. cinerea. S. cinerea is a widely invasive 

deciduous shrub willow native to northern Europe and now found across south-

eastern Australia, Tasmania, and New Zealand (Holland Clift and Davies, 2007). 

This species, like other members of the genus, causes severe erosion in riparian 

zones, as well as overshading and nutrient overload in surrounding rivers during 

autumn defoliation (Cremer, 2003) (Figure 1.1). S. cinerea is a particularly 

threatening weed in Australia because it can invade a wider range of habitats than all 

other members of its genus, moving out of riparian zones and into fragile, nationally 

protected alpine wetlands and Sphagnum bogs (Carr, 1996). The species also grows 

across nearly the entire elevation gradient found in Australia, from approximately 

200-2000 meters. Additionally, S. cinerea is one of the few Salix species that 

produce seed in Australia, as a result of both male and female individuals having 

been introduced in the 1950s (Cremer, 2003) (Figure 1.2). Maternal and paternal 

genetic assignment analysis has identified that S. cinerea seeds frequently disperse 

downstream, upstream, and between catchments in south-eastern Australia, with 

25% of seeds travelling between 25 and 50 kilometres (Hopley, 2011).  
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Thesis objectives and organisation  

This thesis uses Salix to better understand several ecological concepts and 

answer important land management questions. The research presented here was 

developed as part of a larger multi-institutional project aiming to understand the 

spread of S. cinerea across the landscape of south-eastern Australia. My thesis will 

fit into this project by providing key information about the reproductive ecology of the 

species, as well as phenological data that is currently being incorporated into a 

landscape-scale seed dispersal model. Overall, this project aims to identify current 

primary seed sources of S. cinerea across south-eastern Australia and identify 

where new populations are likely to become problematic next, based on where they 

are currently the fastest-spreading.  

 In this thesis, I attempt to better understand several elements of each of the 

pre-dispersal, dispersal, and post-dispersal phases of spread in S. cinerea. My 

thesis is organised into the following chapters, each of which acknowledge different 

aspects of the three identified phases of spread (Figure 1.3): 

 Chapter 2 focuses on S. cinerea phenology, and the effect of surrounding 

temperature on populations growing at low and high elevation. In this chapter 

we discuss how the phenology of an invasive plant in varying climatic 

conditions can be descriptive of the species’ success under a changing 

climate. This chapter primarily creates new knowledge about the species pre-

dispersal spread phase by quantifying the phenological timing of key 

reproductive and foliation events.  

 Chapter 3 delves further into S. cinerea pre-dispersal by investigating the 

influence of intraspecific phenological overlap on seed output across low and 

high elevation.  

 Chapter 4 investigates elements of all three phases of spread by considering 

the germinability of S. cinerea seeds produced between low and high 

elevation, and under average low and high elevation temperature conditions. 

This chapter is discussed in the context of the competition-colonisation trade-

off hypothesis (Turnbull et al., 2004) and its applicability for wind-dispersed 

seeds.  

 Chapter 5 looks broadly at the influence of climatic and geographic 

parameters on fecundity at a global scale. This chapter provides novel 
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insights about the pre-dispersal environmental effects on the reproductive 

output of both S. cinerea and 16 other Salix species.  

This thesis is presented as a “thesis by published works”, plus a general 

introduction (Chapter 1) and general discussion (Chapter 6). Chapter 2 has been 

submitted to Plant Ecology and was returned with a ‘reject and resubmit’ outcome, 

and we aim to resubmit this chapter shortly after this thesis is submitted. I was 

responsible for the planning and execution of all field, lab, and herbarium data 

collection, data analysis, and manuscript preparations as described in this thesis. 

However, I use the first-person plural in each chapter to reflect the collaborative 

nature of the research, except in the general discussion (Chapter 6), where I will 

discuss my personal reflections. Because these chapters were written in the style of 

free-standing, independent research articles, there is some repeating content 

between Chapters 2-5, specifically information describing the reproductive ecology of 

the Salix genus and S. cinerea.  
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Figures 

Figure 1.1. Salix cinerea growing along the highly disturbed Yarrabula Creek in 

south-eastern Australia. S. cinerea are the light green shrubs hugging the river on 

the right, as well as in the river “island” on the left side of the image. The surrounding 

forest is dominated by Eucalyptus and Acacia species. Photograph was taken in late 

October, 2016. Image credit: Emily De Stigter.  

  

Page 20



Figure 1.2. Maturing Salix cinerea female catkins (top left), female catkins in seed 

release (top right), and male catkins in pollen release (bottom). All images taken at 

low elevation Australia in the spring of 2016. Image credit: Emily De Stigter (top left, 

bottom); Catherine Mills (top right).  
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Figure 1.3. Conceptual model outlining the processes studied for each of my four 

data chapters, as they relate to the phases of spread.  
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Duration, but not timing, of flowering 

phenology changes with elevation in 

an invasive shrub willow (S. cinerea) 
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Abstract  

 Within-species variation in the initiation and duration of phenological events 

has the potential to influence key reproductive events and the overall spread of the 

plant. This is particularly pertinent for invasive plants in a warming climate because a 

shift in phenological timing could result in the invader occupying a different temporal 

niche, thereby increasing competition with native species for pollinators. Here we 

studied a widely invasive shrub willow, Salix cinerea, in south-eastern Australia. We 

quantified the initiation and duration of its reproductive and foliar phenological events 

to examine how the initiation of these events varied across elevation. Phenology was 

monitored for a two seasons of growth at four low elevation sites (≤410 m) and one 

high elevation site (1639 m).  

We found that the initiation of flower bud break was correlated with heat 

accumulation, and the duration of flower bud break drove the initiation of all 

subsequent reproductive phenophases. This implies that, apart from flower bud 

break, reproductive events in S. cinerea are only indirectly affected by cumulative 

temperature, via its effect on flower bud break, and that subsequent phenological 

events are relatively insensitive to temperature. We also found that phenological 

events were initiated under lower cumulative temperatures at high elevation than low 

elevation, despite the phenophases occurring later in time at high elevation sites. 

These findings suggest that S. cinerea will not be limited by reproductive phenology 

as the climate changes.  
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Introduction  

 It is well established that phenology in plants is heavily influenced by 

temperature, and a warmer climate causes reproductive and foliation phenology 

events to happen earlier in time (Spano et al., 1999, Walther et al., 2002, Cleland et 

al., 2007). Most plant phenology research focusses on the initiation of single 

phenophase of interest, often across environmental gradients or in warming 

experiments which aim to replicate climatic conditions under global warming (Post et 

al., 2008, Hudson and Keatley, 2013). However, not addressing the duration of key 

events, and the phenophases surrounding those events, may lead to the loss of 

fundamental information relevant to a species’ population demography. For example, 

the duration and overlap of pollen release and stigma receptivity may affect seed 

fertilisation rates and fecundity (Dafni and Firmage 2000). Seed maturation 

conditions and the timing of seed release can affect dispersal ability (Nathan et al., 

2002, Heydel et al., 2015) and seed rain (Buechling et al., 2016). Additionally, the 

duration of growing season length is a strong indicator of growth rate, which is 

related to overall plant fitness (Myneni et al., 1997). Moreover, the initiation and 

duration of phenological events may or may not respond similarly to climate warming 

and thereby affecting species’ demographics (Post et al., 2008). What remains 

unclear is when in a series of phenological events the effects of temperature have 

the largest influence on the duration and initiation of those events. 

Both the initiation and the duration of phenological events are closely linked to 

surrounding environmental conditions, especially temperature (Cleland et al., 2007, 

Allen et al., 2014, Zohner and Renner, 2014). The dependence of phenology on 

temperature can affect the spread of a plant in various ways. The timing of plant 

phenology, for example, may be tied to plant traits which describe their competitive 

ability (Rathcke and Lacey, 1985). In male plants the timing of flowering describes 

when their pollen is available, and thus when competition for pollinators may occur 

between and within species (Campbell and Motten, 1985). In deciduous plants initial 

foliation and leaf fall describes the length of the growing season, as well as the 

period when species’ are at risk of herbivory (Mooney and Gulmon, 1982). Growing 

season length is positively affected by heat accumulation, such that plants in cooler 

climates have less growth per day, as well as a shorter temporal window when 

temperatures are acceptable for growth (Chen et al., 2005). Further, plant growth 
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rate is also directly dependent on the number of days when plants are producing 

leaves in a season (Myneni et al., 1997). One way to observe temperature effects in-

situ is by observing plant phenology across an elevation gradient (Ranjitkar et al., 

2013). Plant phenology at high elevation has been shown to lag behind plants at 

lower elevation due to the cooler temperatures (Schwartz 2013). Similarly, tree 

growth rates decline as elevation increases, likely in response to shorter growing 

season length (Coomes & Allen 2007). 

Attention to the initiation and duration of phenological events is of particular 

importance for invasive species under climate change because phenology plays an 

important role in the success of invasive species (Wolkovich and Cleland, 2011). 

Invasive species phenology has been shown to influence the timing and abundance 

of community-level flowering (Wilke and Irwin, 2010). Since different ecosystems can 

have unique phenological responses to climate change at a community level (Sherry 

et al., 2007), it is important to focus on understanding invasive taxa to identify 

whether their ecosystem impact will increase or decrease with warming 

temperatures (Walther et al., 2002). What remains unclear is the influence of 

changing temperature on the duration of phenological events, even though this can 

have substantial impacts on demographics. Here we will focus on an invasive shrub 

willow species, Salix cinerea, which currently occupies a wide climatic range in its 

invaded distribution. We compare the effects of temperature on phenological 

initiation and duration across S. cinerea’s invaded elevation gradient as an analogue 

for climate change. With this information, researchers will better understand how a 

warming climate and increasing climate variability may affect the phenology of cool-

climate invasive plants. Focussing on variation in the initiation and duration of seed 

dispersal can have important implications for spatial patterns of spread (Treep et al., 

2018) with consequences for spatial targeting of management (Hauser and 

McCarthy, 2009).   

 S. cinerea is a dioecious, deciduous, woody shrub which aggressively invades 

south-eastern Australia, Tasmania, and New Zealand (Ladson, 1997, Cremer, 2003). 

The species is native to northern Europe, where its phenology has not previously 

been quantified. In Australia, previous research on Salix phenology has been 

qualitative and disregards effects of temperature (Cremer, 2003). This species is 

particularly problematic in Australia because it grows along a wide elevation 
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gradient, invading riparian areas at low elevation and endangered peatlands at high 

elevation (Moore and Runge, 2012, Hopley and Young, 2015). Unlike most other 

species of Salix introduced to Australia, S. cinerea has both male and female 

individuals established, and can thus reproduce by seed as well as vegetatively 

(Cremer, 1999). Single populations of S. cinerea are capable of releasing millions of 

light-weight, pappus-bearing, wind-dispersed seeds in a single reproductive season 

(Hopley, 2011). The demography of this species is likely to be affected by the 

duration of phenological events, since flowering phenology of males and females 

must be overlapping, and it is pollinated by insects and wind, both of which are likely 

to vary seasonally. Since these seeds are thought to often travel long distances (≥50 

km) (Hopley, 2011), populations of S. cinerea could reasonably disperse their seeds 

across elevation and into endangered peatlands (Moore and Runge, 2012). Previous 

research has shown that dispersal patterns are important for the spatial allocation of 

control effort (Moore and Runge, 2012), with dispersal potential affected by seasonal 

wind patterns and so likely influenced by phenology.  

Here we observe the phenology of S. cinerea over time to explore how 

temperature influences the duration and timing of flowering and leafing events. 

Specifically, we aim to: 1) quantify differences in the initiation and duration of 

phenological events across the invaded region, investigating populations at both low 

and high elevation which experience different temperature conditions and 2) 

examine whether heat accumulation requirements influence the initiation of primary 

reproductive events. We expect that date and heat accumulation measures explain 

variation in the timing or duration of primary reproductive events (bud break, pollen 

release, and seed release). We expect that heat accumulation will be informative for 

describing the initiation and duration of phenological events, as well as the timing of 

preceding phenological events. An improved understanding of how the species 

phenology might shift with warming temperatures provides useful insight regarding 

the ability of a species to flourish in a new environments and its likely response to 

climate change.  

Methods 

We monitored five mature S. cinerea populations across an invaded region in north-

eastern Victoria, recording the timing of key reproductive and foliation events.  
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Study sites  

 In September 2015 field sites were established in north-eastern Victoria, 

Australia. At low elevation (292-410m), four sites were established in the Ovens 

River Catchment along Yarrabula Creek and Buckland River, each containing 21-28 

mature individuals (Figure 2.1, Table S2.1). Sites were determined based on 

researcher accessibility and number of individuals. At high elevation, one site was 

monitored in Dinner Plain, Victoria (1639m) along a small, unnamed creek and 

peatland, approximately 50 km southeast of the Ovens Catchment sites. Due to 

recent major willow removal efforts in accessible regions of south- eastern Australia, 

suitable study sites were limited and only one site was identified at high elevation 

containing 10 or more flower-bearing individuals. 

Phenological monitoring 

 Phenological monitoring was conducted over two growing seasons, spanning 

20 months from September 2015 to May 2017 with monthly monitoring in season 

one and weekly monitoring in season two. All statistical analysis on flower phenology 

includes the second season only (2016-2017), as the first season of data only had 

monthly measurements taken and therefore would have added unnecessary noise to 

the analysis. The growing season length analysis included both seasons of data 

collection, with all observations occurring at the consistent monthly resolution. There 

were 98 individuals monitored at low elevation and 21 individuals monitored at high 

elevation sites. To monitor phenophases, the BBCH framework was used which 

outlines important phenological stages by taxonomic group (Meier, 1997, Koch et al., 

2007). Each individual was monitored visually using the BBCH classification scale 

developed for Salix by Saska and Kuzovkina (2010) and outlined in Table 2.2.  

Reproduction was measured from August until reproduction had ended 

(November and January for low and high elevation sites, respectively, defined by 

90% of females having dropped 90% of flowers). Flower bud break in males at high 

elevation (2016-2017) was not monitored from the initiation of the phenophase due 

to limited access, so the results presented are the minimum duration of the phase. 

During the 2016-2017 growing season a major flooding event occurred shortly before 

the initiation of seed release. Additional details describing the flood and phenology 

data collection can be found in the supplementary materials.  

Page 28



 The growing season we quantified was from the start of spring foliation to the 

end of autumn leaf fall. First foliation was defined by the appearance of visible leaf 

surfaces protruded from the petiole at 3-4 positions around an individuals’ crown 

(Kehl et al., 2008). Initial foliation was monitored weekly, in tandem with reproductive 

output monitoring. Autumn leaf drop was also quantified to define the end of the 

growing season (Post et al., 2008). Leaf fall was monitored fortnightly from March to 

May in 2016 and 2017. Complete leaf fall (senescence) was defined as ≥90% of 

leaves lost (Saska and Kuzovkina, 2010). Photographs of the individuals were taken 

when in full leaf out so that they could be referenced when assigning percent leaf-

drop values throughout the season. All phenological events were recorded by the 

same researcher (E. L. De Stigter) throughout the growing season. 

Meteorological measurements 

 Maximum and minimum temperature data were collected from the 

Queensland Government’s SILO climate data drill function (Table 2.1). SILO 

provides synthetic, interpolated data based on point observations collected by the 

Bureau of Meteorology and is accurate to 0.05 degrees of latitude and longitude. The 

SILO weather data was compared to a small amount of weather data collected from 

the field sites to ensure that it was a reasonable representation of the site conditions. 

Data loggers (T-TEC RF version 6; accuracy: ± 0.2°C) were stationed at three of the 

field sites at Yarrabula Creek, Buckland River, and Dinner Plain (Sites 1, 4, and 5) 

for between 29 and 112 days in spring, 2016. Linear regression analysis showed the 

SILO temperature data provided reasonable temperature estimates for the sites 

(Figure S2.1, Table S2.2-S2.3).  

 Daily maximum and minimum SILO temperature data was included in models 

as a potential trigger of reproductive phenological events. To measure heat 

accumulation, we calculated growing degree days (henceforth referred to as GDD): a 

cumulative average daily temperature summed from winter solstice during the year 

of study (June 21, 2016). The GDD calculation includes threshold temperature 

(THS), minimum daily temperature (MIN), and maximum daily temperature (Pollnac 

et al.) (Snyder, 1985):  

𝐺𝐷𝐷 = ∑
𝑀𝐴𝑋 + 𝑀𝐼𝑁

2
− 𝑇𝐻𝑆

𝑖=1
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Following previous work on other Salix species, the threshold temperature (THS) 

chosen for the GDD calculations was 0°C (Baskerville and Emin, 1969, Spano et al., 

1999, Ruml et al., 2010). If the GDD calculation for any given day was below the 

threshold temperature, then the value was “reset” to the threshold (THS=0) 

(McMaster and Wilhelm, 1997). For comparison, we ran all analyses with a threshold 

of 10°C in the GDD calculation. Based on previous work looking at common 

threshold GDD values, 0°C and 10°C were both highly correlated with 5°C. As such, 

we chose 10°C to compare a less similar threshold value with 0°C. There was no 

substantial change in the results when using THS=10°C (Gordon and Bootsma, 

1993) (Table S2.4-S2.5).  

 

Data analysis 

A) Initiation, duration, and variation of phenophases across elevation 

 To determine the probability of a particular reproductive phenophase 

occurring on a given date, we used ordinal logistic regression analysis. All 

reproductive phenophases (those in Table 2.2, excluding 11 and 97) were included 

in the models. We used the dates each individual was monitored in a particular 

phenophase to predict the probability that each phenophase occurred on a given day 

(Cornelius et al., 2011). The ordinal logistic regression coefficients estimate the 

probability that an individual was in a given phenophase, or any preceding 

phenophase on any given day from winter solstice (June 21) in 2016 to June 20, 

2017. To visualise this, we fitted logistic cumulative distribution functions (CDFs) for 

each phenophase. The logistic CDF of the previous phase then subtracted from the 

phase of interest to show the probability an individual occurred in each phenophase. 

We ran separate analyses for male and female individuals at high and low elevation. 

The four low elevation sites were pooled to increase the power of the models and 

more clearly show differences between low and high elevation sites. The ordinal 

logistic regression analysis used the polr function in R’s MASS package (version 7.3-

47) (Venables and Ripley, 2002). Goodness of fit was determined using McFadden’s 

Pseudo 𝑅2 (Hensher and Stopher, 1979). 

 We also tested for a difference in the duration of each reproductive 

phenophase between high and low elevation sites. To do this we ran four one-way 
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ANOVAs, one for each of the following phenophases at the individual level: male 

flower bud break (BBm), female flower bud break (BBf), pollen release (PR), and 

seed release (Myneni et al.). Duration of each phenophase for each individual was 

taken as the time between the first and last days the individual was observed in that 

phase. Since phenology was only observed on a weekly basis, it is important to note 

that these duration values are a minimum calculation, and the phenophases could 

have started up to 6 days earlier and/or stopped 6 days later. Further, for BBm, since 

the phase had already initiated before monitoring began, we cannot be certain how 

much longer the duration really was compared to what is listed here. However, we 

estimate that less than 10% of male flower buds had burst upon our first visit.  

To determine the effect of elevation on the length of the growing season we 

performed a one-way ANOVA. A Kruskal Wallis test was completed prior to analysis 

to determine whether plant sex needed to be included as predictor; the results were 

non-significant, so it was excluded for simplicity (χ=1.5, df=1, p=0.1). The total 

sample size for each sex across elevation, including repeated individuals between 

years, was as follows: low elevation males: n=67; high elevation males: n=7; low 

elevation females: n=67; high elevation females: n=14. Low elevation sites were 

pooled in this analysis to compare low and high elevation sites, rather than between 

site variability. To account for unequal sample sizes we used the weighted mean 

method for calculations (Crawley, 2002). 

B) Influence of Heat Accumulation on Reproductive Phenology 

 To determine the relative importance of heat accumulation, measured as 

GDD, and date in predicting the initiation of phenological events, we fitted 

generalized linear mixed effects models (GLMMs) to data for the following 

phenophases: BBf, PR, and SR (R package: lme4 (version 1.1-14)). Bud break was 

only modelled in females because the four males at high elevation were already in 

bud break at our first visit in the second (2016-2017) field season. The response 

variable was the phenophase presence or absence for each individual. Two models 

were built for each phenophase: one with GDD as a predictor and the other with time 

(number of days since winter solstice) as a predictor. We compared models of time 

with GDD to determine which was most effective in predicting the initiation of 

phenological events based on their goodness of fit (R2) parameters. All models also 
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include a categorical elevation predictor variable (low vs. high), and individuals within 

sites as a nested random effect variable to account for pseudoreplication. Each 

model was fit with binomial distributions and logit links. Goodness of model fit was 

measured by calculating the marginal 𝑅2, which describes variance explained by 

fixed effects, and conditional 𝑅2, which describes the variance explained by both the 

fixed and random effects (R package: MuMIn (version 1.40.0)) (Nakagawa and 

Schielzeth, 2013). All statistical analyses and figures were completed using RStudio 

(version 1.0.143).  

Results 

A) Timing, duration, and variation of phenophases across elevation 

Most reproductive phenology events began and ended later at high elevation 

than at low elevation. Pollen release began in mid- to late-September at low 

elevation and began three weeks later at high elevation (Figure 2.2, Table S2.6). 

Seed release began at all low elevation sites in late-September and began about six 

weeks later at high elevation. Bud break (Init. BB and Full BB) was the only phase 

that began at approximately the same time across elevation, in mid-August. 

However, bud break at high elevation was significantly longer than at low elevation in 

both males and females. Bud break in males lasted an average of 16 and 58 days at 

low and high elevation, respectively (F=103.8, df=1, p= < 0.001), and in females 

lasted an average of 11 and 44 days at low and high elevation (F=63.2, df=1, p= < 

0.001) (Figure 2.3, Tables S2.7-S2.8). There was no significant difference between 

pollen and seed release duration across elevation. Pollen release lasted an average 

of 21 and 24 days at low and high elevation (F=0.06, df=1, p=0.80), and seed 

release lasted an average of 11 and 15 days at low and high elevation (F=2.02, df=1, 

p=0.16) (Figures 2.2, 2.3, Tables S2.7-S2.8). 

 In addition to variation between high and low elevation, there was also 

variation between low elevation populations, including those inhabiting the same 

river. Across the four low elevation sites, average phenophase initiation dates 

spanned across 9 days for male bud break, 13 days for female bud break, 11 days 

for pollen release, 9 days for seed release, and 9 days for foliation (Table S2.7). For 

all phenophases measured, the Buckland River sites’ phenological events occurred 

before the same events on Yarrabula Creek.  
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 Growing season length differed significantly between high elevation and low 

elevation sites (F=267.15, df=1, p= < 0.001) (Table S2.9). Low elevation populations 

had leaves for approximately 50 days longer than high elevation populations (Table 

S2.7), equating to a 31% longer growing season. Initiation of foliation began an 

average of 28 days later at high elevation than low elevation. Leaf fall began 17-25 

days earlier at high elevation than at low elevation (Table S2.7).  

B) Influence of Heat Accumulation on Reproductive Phenology 

 GDD and Julian date (days since winter solstice) were both significant 

predictors of the initiation of all phenophases modelled (bud break in females, pollen 

release, and seed release), but the relationship varied with elevation (Figure 2.4, 

Table S2.5).  Low elevation populations began phenological phases earlier in time 

than those at high elevation. However, high elevation populations began their 

phenophases with fewer cumulative GDDs than populations at low elevation (Figures 

2.4-2.5). At low elevation we observed pollen release began at 600-750 GDD and 

seed release was initiated at 1100-1300 GDD. In contrast, high elevation pollen 

release occurred at approximately 350 GDD and seed release at approximately 600 

GDD (Figure 2.5). The initiation of pollen release and seed release were positively 

correlated with GDD and date (ie: as GDD/date increased, the phenophase was 

more likely to initiate) (Figure 2.4). The elevation parameter was positively correlated 

with initiation of all phenophases in the GDD models. Alternatively, elevation was 

negatively correlated with pollen and seed release initiation in the Julian date 

models, and had no significant effect on female bud break initiation (z= -0.15, n=878, 

p=0.89) (Figure 2.4). Importantly, the Julian date model for bud break found that 

there was no difference in the time of initiation across elevation (Table S2.5b). The 

fixed effects in the GLMMs explained most of the variation in the initiation of 

phenological events, and there was only slight differences in prediction ability 

between the GDD and Julian date models (Tables S2.5, S2.10). The Marginal R2 

was slightly higher in the GDD models for bud break (Marginal R2
GDD= 0.90, Marginal 

R2
Date= 0.88) and pollen release (Marginal R2

GDD= 0.97, Marginal R2
Date= 0.96), but 

slightly lower for the seed release model (Marginal R2
GDD= 0.96, Marginal R2

Date= 

0.98) (Table S2.4). 
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Discussion  

We have quantified the timing and duration of reproductive and foliation 

phenology at low and high elevation in S. cinerea’s invaded range of south-eastern 

Australia. The analysis revealed two novel points of interest. Firstly, the duration of 

phenological events following flower bud break was consistent across elevation, with 

only flower bud break duration showing significant differences across elevation. 

Secondly, we found that while their duration did not differ, pollen release and seed 

release was initiated at lower levels of heat accumulation at high elevation compared 

to low elevation. As expected, we also found that foliation began earlier, ended later, 

and therefore had a longer duration at low elevation, resulting in a 31% longer 

growing season overall. This change is growing season length across elevation may 

have a significant impacts on the spread of S. cinerea over time and with climate 

change. Overall, this research suggests that as cooler areas warm due to climate 

change, they may become more vulnerable to the accelerating spread of fast-

growing invasive species like S. cinerea. 

 Flower bud break was the only phenological event monitored which showed 

no significant difference in initiation date across elevation. Furthermore, flower bud 

break was unexpectedly the only phenophase that was significantly different in 

duration at high elevation compared to low elevation. Alternatively, there was little 

variation in the duration of the phenophases following bud break across elevation. 

This suggests that the duration of the bud break phenophase is most likely the main 

influence on initiation of subsequent phenophases, such as pollen and seed release, 

in these populations, while temperature is contributing primarily via its effect on the 

speed of bud maturation earlier in the season.  These results together suggest that 

the initiation of flower bud break was not related to temperature, but the duration of 

bud break is. Previous research has found pronounced variation in the initiation of 

bud burst between individuals of Salix species, largely determined by differences in 

temperature requirements (Ghelardini et al. 2014; Lennartsson and Ogren 2004; 

Weih 2009). The lack of variation we found across elevation could be due to the 

heritability of the initiation of bud break, which has been reported in Salix viminalis, a 

closely related species to S. cinerea (Ronnberg-Wastljung and Gullberg 1999). 

Alternatively, initiation to bud break may have been in response to the consistent 

photoperiod between low and high elevation sites. 
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 High elevation populations began all of their reproductive phenophases later 

in time than low elevation populations (except flower bud break), which is consistent 

with previous research suggesting that cool, high elevation temperatures can 

significantly delay the onset of reproductive events (Crimmins et al., 2010). In 

particular, we believe that the delay in phenological events was the result of 

differences in bud maturation times at low and high elevation, which was driven by 

temperature differences. This insight is possible because we measured all the 

relevant phenophases throughout the reproductive season and found the same 

delay in all of them. Further, all the phenophases were the same length except bud 

maturation, which suggests that the other phases following bud maturation had a 

consistent development time. Though we are confident in our insights, there are also 

other external factors which can affect the onset of phenological events. Another 

cause for the delay in the onset of these events could be related to the observed 

difference in size across elevation. Individuals at high elevation were physically 

smaller than at low elevation (see Chapter 4), and smaller individuals have 

previously been recorded as flowering later than larger individuals in both 

herbaceous perennials (Lotus corniculatus) (Ollerton and Lack, 1998) and dioecious 

shrubs (Ilex leucoclada) (Torimaru and Tomaru, 2006). Additionally, a spring flooding 

event at low elevation may have disrupted typical phenological timing and delayed 

reproductive events and seed set in the year of study. As such, the effect size 

between low and high elevation may be even larger during an average year of 

weather than was observed in 2016.  

 We found that GDD had a significant effect on the initiation of bud break in 

females, pollen release, and seed release at both low and high elevation. This is 

consistent with previous research showing heat accumulation is a major driver of the 

initiation of phenological events in other plant species (Gordienko and Sokolov, 

2009, Fernandez-Martinez et al., 2012), as well as seven North American Salix spp. 

(Mosseler and Papadopol, 1989). However, this does not necessarily imply that 

surrounding temperatures at the time of initiation are the primary cause of initiation, 

since phenological events are responsive to those which occur beforehand. The 

initiation pattern observed here appears to be due to the extended duration of bud 

break. There may also have been an effect of photoperiod on high elevation sites, 

triggering their initiation before the season was too advanced for the success of 
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subsequent phenophases (Korner and Basler, 2010). Additionally, there is likely an 

interaction between temperature and other environmental conditions thought to 

affect the onset of phenological events that were not measured, including 

precipitation (Kudo and Ida, 2013) and shading (Cipollini, 2005). There are also 

potentially intrinsic, genetic factors which may alter the timing of initiation (Ronnberg-

Wastljung and Gullberg, 1999), as well as chilling requirements (Korner and Basler, 

2010) and/or responses to growing season length in the prior seasons. Future 

studies could quantify the effects of these factors as well. 

 In this and several other studies (Chapman et al., 1999, Munguia-Rosas et al., 

2013), variation was found in the timing of phenological events among individuals 

within and among populations (Figure 2.3). Since there was some intra-population 

variation among sites that were geographically close to each other (Figure 2.3), we 

can be sure that variation in the initiation and duration of reproductive phenology 

events was not entirely determined by surrounding regional weather conditions and 

might be better explained microclimatic effects (Reyer et al., 2013), or the many 

factors highlighted in the previous paragraph. The variation found between low 

elevation sites, and between individuals within sites, could also be related to 

increased shading at certain sites. Personal observation, which is consistent with 

previous woody plant research, suggests that heavily shaded individuals began and 

ended their phenophases later than those in full sun (Munguia-Rosas et al., 2013). 

Within this study, Yarrabula Creek sites (sites 1 and 2) generally had phenological 

events which occurred slightly later than those at the Buckland River (sites 3 and 4), 

despite being 80-110 meters lower in elevation. However, the lowest elevation sites 

(Yarrabula Creek) were more shaded than the Buckland River sites, which may have 

caused a lag in the populations’ phenology. Future studies could expand upon the 

methods described here by further investigating the effects of shading. 

 At high elevation we found that pollen release and seed release occurred later 

in time and at unexpectedly lower cumulative GDD since winter solstice than 

experienced at low elevation. The reasons for this are unclear, but we propose three 

possible explanations. Firstly, the discrepancy could be due to local adaptation to 

elevation differences, echoing previous research on Salix lapponum which found that 

female catkins at low elevation (988 m) had a higher thermal budget compared with 

those at high elevation (1222 m) (Hill and Hodkinson, 1995). A second explanation 

Page 36



might be that physiological thermal requirements for phenological events at low 

elevation are met and surpassed before individuals release reproductive material. 

Alternatively, at high elevation, reproductive events may be forced into initiation once 

a basal temperature threshold is just met, despite the potential for poor seed 

development conditions. Early fruit production is adaptive in populations with shorter 

growing season, but comes at a severe fitness cost (Colautti and Barrett, 2013). 

Thus, the GDD experienced by S. cinerea at high elevation may be representative of 

necessary basal temperature requirements, rather than ideal conditions for 

phenophase initiation that are more similar to low elevation temperature conditions. 

Thirdly, the warmth experienced at low elevation may have forced flowering, while 

the high elevation population’s flowering may have been triggered by photoperiod or 

chilling effects, since the high elevation individuals never quite experienced the 

temperatures experienced by low elevation populations at the time of flowering. 

Overall, this result suggests that as the south-eastern Australian climate warms in 

upcoming decades the increasing temperatures are unlikely to inhibit phenological 

processes in S. cinerea. However, because we have not measured the non-linear 

effects of chilling and frosts on phenology at high elevation, these implications 

require further future investigation.  

We determined that the growing season at high elevation was approximately 

24% shorter (50 days) than at low elevation (Table S2.7). This was expected, since 

warmer temperatures result in longer growing seasons and low elevation sites are 

significantly warmer than high (McMahon et al., 2010). However, this result is 

important due to its probable impact on the demographics of S. cinerea in its invaded 

range. High elevation populations are likely to experience slower growth rate than 

low elevation populations as a result of decreased photosynthetic intake (Myneni et 

al., 1997). This suggests that vegetative spread will be slowed, as well as seed 

spread, as plants will likely take longer to reach reproductive maturity (Oleksyn et al., 

1998). Therefore, in warming climates, growing season lengths and thus growth 

rates may increase, especially at high elevation, resulting in populations that mature 

and produce seed more quickly, accelerating spread.  

The information presented in this study is applicable to ecological, 

phenological, and horticultural literature. We have highlighted that the flower bud 

break phenophase duration appears to be responding to changing temperature. 
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However, the GDD vs. date reversal in pollen release and seed release suggests 

that populations are responding to something more than temperature: perhaps 

shorter growing seasons, day length, or chilling factors. As the phenology of S. 

cinerea and native species shift temporally, it is unlikely that all the members of the 

community will respond to climate warming uniformly (Sherry et al., 2007). This 

variation in response may change the competitive dynamic between native and 

invasive species in a given community. While we do not directly address this issue 

here, in providing detailed phenological records of S. cinerea in its invaded range we 

have collected the first piece of required information to understand the ecological 

impact of the species under changing climates.  

This study has also quantified the timing of seed release. Understanding the 

initiation of S. cinerea seed dispersal events, and how the timing varies across the 

elevation gradient, allows managers to anticipate seed dispersal patterns and tailor 

the spatial allocation of control efforts accordingly (Moore and Runge, 2012). 

Recently, managers have focussed their control efforts on threatened peatlands, 

which have high ecological value (Moore et al., 2017). However, the objectives of 

most previous research focusses on protecting the high elevation peatlands and not 

slowing spread (Giljohann et al., 2011, Moore and Runge, 2012). As such, for 

upcoming landscape-scale control efforts, we recommend they be distributed 

according to the risk of further spread posed by each population. Since population 

spread potential will vary across a landscape, control efforts should be distributed 

accordingly.  

Conclusion  

 Most phenology studies that investigate plant responses to temperature focus 

on the initiation of phenological events in isolation, without also quantifying the 

duration of these events. Focus on initiation and duration of phenological events 

allows us to better understand the potential consequences of climate change to 

invasive plant demographics more completely than initiation information could alone. 

Here we have developed novel analytical methods to quantify the initiation and 

duration of phenological events, which we believe will be useful to future researchers 

interested in intra-specific phenology. The consequences of warming climate on the 

invasive willow, S. cinerea, were clear: the phenological events shifted in time, but 

only the flower bud break phase had a longer duration at the warmer, low elevation 
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sites. Based on this information, we believe that S. cinerea will be resilient to the 

warming temperatures caused by climate change, though it is still unclear what the 

impact on biotic interactions will be, particularly with respect to competition with other 

Salix species. Speculatively, this study may also help to describe the species in its 

native European range under climate change. We recommend future researchers 

focussing on invasive plant phenology consider quantifying the duration of 

phenological events in addition to their initiation.   
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Tables 

Table 2.1 A summary of climate statistics for the Yarrabula Creek (sites 1 and 2), 

Buckland River (sites 3 and 4), and Dinner Plain (site 5). Temperature data from 

interpolated SILO data, as described in methods section. Annual temperatures are 

from winter solstice in 2016 (June 21) until June 21, 2017. Spring temperatures use 

only data from September to December, to focus on the primary period when 

flowering and leaf out are occurring.  

 

Timeframe Site Mean (°C) Maximum (°C) Minimum (°C) 

Annual Yarrabula Creek 13.3 19.1 7.6 

 Buckland River 14.1 20.2 8.1 

 Dinner Plain 7.5 11.4 3.7 

Spring only Yarrabula Creek 13.8 19.6 7.9 

 Buckland River 14.7 20.8 8.6 

 Dinner Plain 7.7 11.7 3.6 
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Table 2.2 Phenological stages applied during field monitoring. Stages were adapted 

from the BBCH scale first developed for Salix spp. by Saska (2010) and are listed in 

observed order of occurrence for S. cinerea. Sex-specific stages are labelled or 

otherwise left blank.  

Stage Sex Abbreviation Stage title Description 

53  W. Sen Winter senescence Senescent. No broken leaf or generative buds.  

54  Init. BB Initial catkin bud break Buds have broken and the white hairs of young 

catkins are visible. 

55  Full BB Full catkin bud break ≥50% of the crown has broken catkin buds. 

56 M Init. PR Initial pollen release Pollen is visible on at least one developing 

catkin. 

61 F Init. StRe Initial stigma 

availability 

Stigmas are distinguishable and separated on 

10% or more of catkins. 

11   Leaf expansion Leaf lamina is fully expanded at ≥5 points 

around the crown. 

65  PR / 

StRe Anth. 

Anthesis Full flowering. Anthesis was reached on ≥50% of 

catkins. Pollen is visible or stigmas are 

separated.  

69 M S. Sen Summer senescence ≥50% of male inflorescences have dropped.   

70 F Init. SR Initial seed release Seed release has begun in at least one catkin. 

71 F Full SR Full seed release ≥50% of catkins are releasing seed.  

75 F S. Sen Summer senescence ≥50% of female inflorescences have dropped.   

97  Dorm. Dormancy ≥90% of leaves dropped. 
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Figures 

  

Figure 2.1. Map of field sites in north-eastern Victoria, Australia.  
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Figure 2.2. The probability of each phenophase occurring over time based elevation 

and sex. Variation in height of curves depends on the frequency of individuals which 

were observed in each phenophase. Some individuals were not observed in 

particular phenophases, which causes curve heights to be shorter. Phenophases 

correspond with the BBCH codes listed in Table 2.2: W. Sen= winter senescence 

(53), Init. BB= initial bud break (54); Full BB=full bud break (55); Init. PR=initial pollen 

release (56); PR Anth.=Anthesis (males) (65); Init. StRe=initial stigma receptivity 

(61); StRe Anth.= Anthesis (females) (65); Init. SR=Initial seed release (70); Full 

SR=Full seed release (71); Dorm.=Dormancy (69 in males, 75 in females). Ordinal 

logistic regression output used to calculate these curves can be found in Table 

S2.11. Data included from 2016 only. 
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Figure 2.3. Duration of each phenophase at each site. Each panel refers to a 

particular phenophase: BBm=bud break in males; BBf=bud break in females; 

PR=pollen release; SR=seed release. Peak dates, as extracted from the ordinal 

logistic regression analyses, are indicated by the center vertical lines. Left and right 

vertical lines indicate the average initiation and average end dates at each site. Blue 

points represent the final date a phenological event was observed in each individual, 

while red points represent the initial date a phenological event was observed for 

each individual. The x-axes extend from August 9, 2016 to January 6, 2017, as 

winter solstice during the year of study in the southern hemisphere was June 21, 

2016.  
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Figure 2.4. Coefficient plots from GLMM analysis comparing influence of GDD or 

date and elevation on the initiation of bud break in females (BBf), pollen release 

(PR), and seed release (SR). Red dots indicate models created with GDD as a 

predictor and blue dots with Julian date as a predictor. Confidence intervals indicate 

two standard errors above and below the parameter estimate.  
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Figure 2.5. The probability of the initiation of each phenophase occurring with 

respect to heat accumulation, measured in growing degree days (GDD) (left) and 

time (right). Each blue line represents one of the four low elevation sites, while the 

black line represents the high elevation site. The curves represent the probability of 

each phenophase occurring over time or with increasing GDD. Points represent a 

particular date of monitoring for each individual. The high elevation individuals occur 

later in time, and when fewer GDDs have accumulated. 
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Abstract  

The magnitude of a plant’s seed output may depend on the degree of 

phenological overlap between male pollen release and female stigma receptivity. 

Because phenological events are strongly influenced by climatic conditions, this 

overlap may vary across elevation gradients and affect the opportunity for seed 

fertilisation and subsequent seed output. Here we observe an invasive willow (Salix 

cinerea) in its introduced range under climatic conditions largely warmer than its 

native range. We quantified the flowering phenology and seed output of populations 

of S. cinerea at low (≤410 m) and high (1640 m) elevation in Victoria, Australia. New 

applied ordinal logistic regression modelling methods reveal that warm, low elevation 

populations had an 18% longer period of overlap between pollen release and stigma 

receptivity than those at cool, high elevation. This increase in overlap at low 

elevation indicates an increased opportunity for seed fertilization. Low elevation 

populations also showed approximately six times the amount of seed set as the high 

elevation population. This suggests that the cool, high elevation temperature 

conditions influenced pollen availability at the time of stigma receptivity, leading to 

lowered pollen acquisition and seed output overall. 
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Introduction 

 Phenology is an increasingly important focus of research as ecologists 

attempt to better understand how it is influenced by anthropogenic climate change. 

The majority of phenology research focusses on interspecific relationships (e.g.: 

pollinator mismatch (Hegland et al., 2009, Solga et al., 2014) and species’ 

interactions with their food (Visser and Both, 2005)) or on particular key 

developmental events in single species (e.g.: leaf-out or seed release (Inouye, 

2008)). Very little attention has been given to quantifying intraspecific variation in 

phenology across a range, or how that variation may affect demography and range 

expansion over time (Miller-Rushing et al., 2010).  

 In particular, intraspecific phenological variation may be important to the 

fecundity of a plant species (Dafni and Firmage, 2000). The period of phenological 

overlap when male pollen is released and when female stigmas are receptive to that 

pollen has the potential to affect overall seed output and subsequent population 

dynamics (Espirito-Santo et al., 2003, Kudo and Ida, 2013). This is particularly 

important in dioecious species because male-female synchrony is required for 

successful seed fertilization (Campbell and Reece, 2002, Herrero, 2003). 

Additionally, Salix pollen is generally short-lived, with one species (S. lapponum) 

having a maximum of 15% pollen germination in the first 72 hours post-collection 

(Pogorzelec et al., 2015). As such, it is important that there is tight phenological 

synchrony between males and females to optimize the opportunity for seed 

fertilization and subsequent reproductive success (Dafni and Firmage, 2000). 

Despite its potential to significantly affect plant fecundity, the phenology of pollen 

release and stigma receptivity is often not mentioned in reviews about the effects of 

climate change on phenology (Cleland et al., 2007) or plant reproduction (Hedhly et 

al., 2009). 

 The timing of phenological events is closely tied to surrounding climatic 

conditions, which can alter the initiation and duration of pollen release and stigma 

receptivity (Chapter 2)(Schwartz, 2013). Warm temperatures tend to accelerate, 

while cool temperatures often slow pollen tube growth and pistil degeneration 

(Herrero, 2003). Similarly, precipitation has been shown to have an effect on 

flowering times (Inouye et al., 2003). A similar response of male and female stages 

likely gives plants plasticity to withstand changing environmental conditions, ensuring 

the arrival of pollen to the ovary (Hedhly et al., 2005). However, in some cases 
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pollen germination responds positively to increasing temperatures, while stigma 

receptivity responds negatively (Hedhly et al., 2005). Temperature clearly affects the 

duration of stigmatic receptivity in woody plants, such that the stigma loses its 

capacity for pollen adhesion, penetration, and germination. This effect is apparent as 

early as the first day after anthesis, even when there are no visible signs of stigma 

degeneration (Hedhly et al., 2003). This suggests that the synchrony of pollen 

release and stigma receptivity has the potential to break down outside of typical 

ranges encountered by each plant species. If environmental conditions are different 

enough across a landscape to alter the synchrony of pollen release and stigma 

receptivity, fecundity may vary as well.  

 This potential for phenological disruption could be especially important for 

plants that have been introduced outside of their native range, and are therefore 

growing under novel climatic conditions. As such, non-native species’ phenology 

may be more vulnerable to intraspecific asynchrony and experience lowered 

fecundity as a result. However, this has not been tested empirically. To address 

these concepts, we focus on a dioecious willow species, Salix cinerea, native to 

northern Europe and widely invasive in south-eastern Australia, Tasmania, and New 

Zealand. In its invaded range, S. cinerea causes severe erosion to riparian and 

endangered peatland ecosystems (Ladson, 1997). More than 80 Salix species have 

been introduced into Australia, most of which only have one sex present and 

reproduce vegetatively or by hybridisation (Holland-Clift, 2004). However, S. cinerea 

has both sexes present and can reproduce by seed as well (Cremer, 1999). Salix 

species are pollinated largely by insects, and occasionally by wind (Argus, 1986, 

Hopley et al., 2015). Genetic paternity assignment testing of S. cinerea found that 

more than 75% of female individuals are fertilised by pollen that has dispersed from 

populations outside of their own (Hopley et al., 2015). Single populations of S. 

cinerea have been estimated to release more than a million tiny, wind-dispersed 

seeds in a given year (Hopley, 2011). Previous research has found that the initiation 

of S. cinerea’s reproductive phenological events occur later in time at high elevation 

(Chapter 1), suggesting that there may be other unidentified phenological differences 

across elevation.  

In this study we aimed to examine whether varying climatic conditions affected 

the synchrony between male and female flowering and if this had consequences for 

fecundity. Specifically, we aimed to answer the following questions:  
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1. Is there variation in the overlap of pollen release and stigma receptivity in S. 

cinerea between low and high elevation? 

2. Does phenological overlap correlate with seed production at low and high 

elevation?  

To address these questions we observed populations of S. cinerea in Australia at 

low and high elevation to quantify the phenological synchrony of the species in 

response to varying bioclimatic conditions. This research provides novel insights to 

the importance of intraspecific phenology and its influence on species demography 

at a landscape scale.  

Methods 

Study sites  

 Study sites were established in north-eastern Victoria (350 km northeast of 

Melbourne, Australia) where the S. cinerea invasion is arguably the worst in 

continental Australia (Cremer, 2003). At low elevation (292-410 m), four sites were 

established in the Ovens River Catchment along Yarrabula Creek and Buckland 

River (Chapter 1 Figure 2.1), each containing 21-28 mature (seed or pollen 

producing) individuals. Individuals were only measured if the main stem was located 

≥ 1 m from the neighbouring individual. Site size and number of individuals within 

each site were determined based on safe researcher accessibility to the individuals 

(river depth and speed). At high elevation, one site was monitored in Dinner Plain, 

Victoria (1639 m) along a small, unnamed creek approximately 50 km southeast of 

the Ovens Catchment sites. The number of sites monitored was constrained by the 

inaccessibility of upland S. cinerea sites.  

Phenological monitoring 

 Phenological monitoring occurred throughout the growing season from mid-

August, 2016 to early January, 2017 (mid-winter until mid-summer) on a weekly 

basis. Monitoring included visual assessment of each individual. Low elevation sites 

were visited from mid-August until late November when >90% of flowers had 

dropped off of >90% of individuals. The high elevation site was monitored from the 

time it was accessible in mid-September until January, when >90% of their flowers 

had dropped. In total, 98 individuals at low elevation and 21 individuals at high 

elevation were monitored.  
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 When monitoring reproduction, each individual was classified into stages 

adapted from the BBCH monitoring scheme developed by Saska and Kuzovkina 

(2010):  pre-bud break (no BB), initial bud break (init. BB), late bud break (>50% BB), 

initial pollen release (init. PR), full pollen release (>50% PR), initial visibility of 

receptive stigmas (init. StRe), initial seed release (init. SR), full seed release (>50% 

SR) and senescence (>90% drop) (Chapter 2: Table 2.2).  

Reproductive output and size  

Reproductive output was measured for each individual by visual assessment 

of two researchers. The crown was visually divided into three equal bands agreed on 

by the two researchers, then catkins were counted in each third of the crown 

independently. After data collection, the researchers’ measurements were averaged 

together by crown level and then the three crown levels were summed together for a 

total catkin per crown measurement. To estimate the number of seeds per tree, 

mature catkins were collected from each individual and kept in paper bags in the sun 

to prompt their seed release. Between two and five catkins per individual were 

selected which were in the optimal phenological stage for analysis, with all capsules 

still present and not yet dropped from the fruit, and at least two capsules which had 

burst open but not shed their seed. The number of capsules per catkin were 

counted, and two burst capsules were selected for dissection and seed counting. 

The number of seeds per capsule were averaged between the two capsule counts, 

then multiplied by the number of capsules per catkin to get the number of seeds per 

catkin. This value was multiplied by the number of catkins per individual. Low 

elevation seed set was likely affected by a flood which occurred shortly before seed 

release at low elevation (detailed description in supplementary materials). Dozens of 

catkins were ripped from the study individuals and were therefore not measured. As 

such, the seed set discrepancy between low and high elevation may be larger than is 

described here. 

Crown volume of each individual was calculated by measuring the height, 

length, and width, of each individual in November, 2016. Height (h) was measured 

by photographing each individual with a three meter PVC pole in frame for scale. 

ImageJ software was used to calculate height from the known PVC pole size. Length 

(w1) and width (w2) values were collected by measuring the longest extension of the 
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crown in the field, then the width of the crown perpendicular to the length 

measurement. To calculate the volume we used the ellipsoid volume equation: 

𝑉𝑜𝑙𝑢𝑚𝑒 =
4

3
𝜋(ℎ × 𝑤1 × 𝑤2).  

Data analysis 

A) Synchrony between phenophases  

 To estimate the proportion of individuals that were overlapping at low and high 

elevation between pollen release and stigma receptivity phenophases over time, we 

fit ordinal logistic regression (OLR) models using the phenological observation field 

data. Within each model, S. cinerea’s major phenological events were encoded into 

an ordered response variable, including bud break, pollen release, stigma receptivity, 

seed release, and winter senescence (more details in Table S3.1). Julian date since 

winter solstice (June 21, 2016) is the single independent variable. We calculate the 

proportion of individuals (f) that were in the pollen release or stigma receptivity 

phases on a given Julian date (t) as:  

𝑓(𝑡) =
1

1 + 𝑒𝐷𝑡−𝑏
−

1

1 + 𝑒𝐷𝑡−𝑎
 

where t is the number of Julian days since winter solstice, D is the OLR model 

coefficient value for Julian date, a is the OLR intercept for a given phenophase state 

change, and b is the OLR intercept for the phenophase state change following a.  

 We developed a new method to calculate overlap between phenophases 

which accounts for both the number of days overlapping and the number of 

individuals in the phenophases of interest on a given date. This method calculates 

the proportion of overlapping area between the models describing pollen release and 

stigma receptivity at a given elevation. First, we calculated the intersection point of 

the two curves, i.e. the point at which 𝑓𝑃(𝑡) = 𝑓𝑆(𝑡) (P=pollen release, S=stigma 

receptivity). Then, we used the integral of 𝑓𝑃(𝑡), 𝐹𝑃(𝑡) =
1

𝐷
[−𝑏 − 𝑎 − ln(1 + 𝑒𝐷𝑡−𝑏) +

ln (1 + 𝑒𝐷𝑡−𝑎)], to calculate the area under the right tail of the pollen release curve 

from the intersection point. We used the corresponding procedure to calculate the 

left tail of the stigma receptivity curve from the intersection point. Adding these two 

areas together gave us the total overlapping area which describes the number of 

individuals that are releasing pollen when stigmas are receptive. Lastly, we 
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integrated the stigma receptivity curve from 0 (winter solstice: June 21, 2016) to 365 

(June 21, 2017) to determine the total area under the curve. To determine the 

proportion of stigma receptivity that is overlapped by pollen release, we divided the 

area of pollen release-stigma receptivity overlap by the total stigma receptivity area. 

This method was repeated for both low and high elevation, with the four low 

elevation sites grouped into one analysis.  

B) Reproductive output variation 

We used generalised linear models to look for associations between the 

overlap of pollen release and stigma receptivity and an individual’s reproductive 

output. The response variable was seeds per individual. Since 43% of individuals 

from high elevation had no seed set in the capsules sampled, we averaged the 

number of seeds per capsules across each site before calculating the number of 

seeds per individual. This method assumes that the lack of set seeds in a catkin is 

not representative of the entire shrub and there is some low number of seeds per 

capsule, on average, per individual. Explanatory variables were the phenological 

overlap period, represented by the proportion of days that stigmas were receptive to 

pollen and pollen was available out of the total number of days stigmas were 

receptive (as calculated in the OLR models). Other explanatory variables included a 

categorical elevation variable (low and high) and the volume of each individual. The 

model was fit using a negative binomial family to minimize overdispersion and had a 

sample size of 57 catkins total, including 43 from low elevation and 14 from high 

elevation. Both the OLR and generalised linear models were fitted using the MASS 

package (version 7.3-49) in R (Team, 2015).  

Results 

A) Synchrony between phenophases  

 On average, low elevation pollen release and stigma receptivity overlapped by 

36.25 days (SE=3.40 days). The four low elevation sites had between 29 and 42 

days of overlap between pollen release and stigma receptivity. At high elevation 

there were only 14 days of overlap. Based on the absolute number of days 

overlapping between sites, the proportion of the total stigma receptivity phenophase 

that was overlapped by pollen release was 88.4% at site 1, 64.3% at site 2, 100% at 

site 3, 69.0% at site 4, and 33.3% at the high elevation site 5. Using the OLR models  
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and integrating the area under the low elevation and high elevation curves we found 

slightly different levels of overlap since the OLR models account for the number of 

individuals in each phase on a given date. The OLR models show that 42% of stigma 

receptivity overlapped with pollen release at low elevation (Figure 3.1, Table S3.2).  

By contrast, at high elevation only 24% of stigma receptivity overlapped with pollen 

release when accounting for the number of individuals in each phenophase at each 

site. 

  B) Reproductive output variation 

 The high elevation site produced significantly fewer seeds relative to the four 

low elevation sites. At low elevation we found an average of 4.03 seeds set per 

capsule across all four sites, while at high elevation only 0.68 seeds set per capsule. 

At high elevation we estimated that each individual produced approximately 13,000 

seeds on average (SE=275, calculated at the site level), while low elevation sites 

produced an estimated 140,000 at site 1 (SE= 53,000), 62,000 at site 2 (SE= 

23,000), 268,000 at site 3 (SE= 11,000), and 29,000 at site 4 (SE= 10,000) (Figure 

3.2). On average, low elevation sites produced approximately 13.5 times as many 

seeds as the high elevation site did.  

Our negative binomial GLM which assessed seed output as a function of 

phenological overlap, shrub volume, and elevation, found that all three model 

parameters were significant (Table 3.1). The overall model fit was good (Pseudo R2 

=0.47). Phenological overlap and volume were positive relative to seed output 

(overlap coefficient= 0.32 (SE=0.08), p=0.003; volume coefficient = 0.001 

(SE=0.0002), p=0.003), while elevation had a strongly negative relationship with 

seed output (coefficient= -6.46 (SE=2.41), p=0.01).  

Discussion  

 In this study we have shown that low elevation populations of S. cinerea have 

approximately double the overlap between pollen release and stigma receptivity than 

at high elevation. This degree of overlap is also correlated with seed production: low 

elevation populations produce more seeds per individual. Because phenology is 

highly responsive to temperature (Walther et al., 2002, Cleland et al., 2007), we 
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expected that S. cinerea would have a longer period of overlap between its pollen 

release and stigma receptivity phenophases in the high elevation Australian range, 

since those are more similar to the conditions in its home range (Supplementary 

Materials). However, we found the opposite: in conditions the high elevation 

conditions similar to the average European climate there was less overlap and less 

seed production than at low elevation. This research suggests that S. cinerea is 

actually more fecund in regions that are on average warmer than in the current 

native range of the species, and hence those low elevation populations have greater 

potential to spread by seed than the populations at high elevation.  

Phenological overlap and reproductive output 

On average, the high elevation site had 22 days fewer overlap between pollen 

release and stigma receptivity than low elevation sites and an 18% lower degree of 

overlap. This discrepancy is somewhat surprising since the phenological overlap 

between pollen release and stigma receptivity in seven other Salix species was 

nearly 100% in their native North American range (Mosseler, 1989). This suggests 

that the phenological timing of pollen release and stigma receptivity vary in response 

to their new surrounding environmental conditions. Pollen development and seed 

fertilization are thought to be the most sensitive reproductive stages to temperature 

stress, which can cause asynchrony between male and female reproductive 

development (Zinn et al., 2010). However, Chapter 2 suggests that bud maturation 

rate it the most sensitive to temperature. Another explanation for increased 

phenological overlap and seed output at low elevation could be a result of genetic 

drift (Maron et al., 2004), or perhaps rapid adaptation (Prentis et al., 2008) to the 

broad-scale climatic variation. Other research has suggested that elongated pollen 

release and stigma receptivity phenophases appear to shift in accordance with insect 

pollinator availability (Beardsell et al., 1993). It is common for non-native plants to 

lack effective pollinators compared to native plants (Parker, 1997), however since no 

research has been completed on pollinator limitation in the alpine study region we 

cannot make conclusions about its effect on S. cinerea. In the future, the 

phenological data collection could be improved by lengthening the duration of the 

study and observing consistency between years. Previous research has found that at 

least six years of data are required to accurately detect phenological cycles, and 

even longer for species with large amounts of variation in their phenological patterns 
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(Bush et al., 2017). However, despite imperfect resource availability, this study still 

collected novel data which was sufficiently robust to describe the phenological 

overlap of an ecologically significant invasive species during the year of study. 

The low elevation populations had approximately six times as many seeds set 

per capsule than at high elevation, with an average of 4.03 seeds per capsule at low 

elevation and only 0.68 seeds at high elevation. Interestingly, other research on S. 

cinerea completed in the same low elevation region of Australia, including one of the 

same river catchments, found an average of 5.46 seeds set per capsule (Hopley, 

2011). This suggests a non-negligible amount of between-year variability in seed 

production, and that our year of study was perhaps below average for seed 

production overall. Given that there was a flood during our year of study 

(Supplementary Materials), this is likely true. To our knowledge, there have not been 

any studies which quantify the amount of seed produced by S. cinerea in its native 

range, however, studies on other Salix species in their native range found higher 

seed set rates than were found here. Sacchi and Price (1992) found 5.84 seeds per 

capsule in S. lasiolepis, while S. alaxensis had 8 seeds per capsule (Fox, 1992). 

Alternatively, Shafroth et al. (1994) observed non-native populations of S. rubens 

and found only 3.47 seeds set per capsule, which was attributed to a low male to 

female ratio in the study region. This may also be the case for S. cinerea, as there 

are at least twice as many males as females in both the native (Alliende and Harper, 

1989) and invasive (Hopley et al., 2015) ranges, and a female dominated sex ratio 

can affect pollen limitation and severely reduce seed set (Wilson and Harder, 2003, 

Davis et al., 2004). However, pollen immigration is quite extensive for S. cinerea in 

south-eastern Australia, with between 27-48% of pollen emigrating from its site of 

maturation (Hopley et al., 2015). As such, pollen limitation is unlikely to be the result 

of low pollen dispersal ability.  

Although our results suggest that phenological overlap is likely causing the 

variation in reproductive output between high and low elevation, there are a number 

of other reasons which could explain the variation. For example, higher seed set 

found at low elevation may have been facilitated by warmer conditions (Merow et al., 

2017). Alternatively, when accounting for volume, the high elevation site produced 

an approximately average number of catkins per shrub compared to the low 

elevation sites. This lack of variation across sites may be due to a “bet-hedging” 
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strategy of high elevation individuals to over-produce catkins in order to increase the 

plant’s probability of being visited by pollinators (Ashman et al., 2004). Previous 

research has found that high elevation herbaceous individuals prioritised their 

reproductive output over growth in size by reserving three times as much of their 

above ground biomass for flowers compared with low elevation individuals (Fabbro 

and Korner, 2004). Prioritising reproductive output at high elevation is sensible for S. 

cinerea since the surrounding canopy is less dense, making light accumulation less 

of a focus for growth, and leaving resources available for catkin production. 

Moreover, the low elevation sites may also be more conducive to seed production 

due to higher rates of disturbance from farming on riverbanks where they grow, 

allowing for lowered native species competition and increased light availability. 

Alternatively, there is certainly lower intra-genus competition at high elevation, since 

S. cinerea is the only Salix species which has colonised in alpine Australia 

(McDougall et al., 2005).  

One limitation of this study is that pollen viability and stigma receptivity were 

not physiologically measured. Instead, it was assumed that pollen was viable when it 

was released and continued to be viable throughout the period of stigma receptivity 

(Saska and Kuzovkina, 2010). This assumption could cause an overestimate in the 

amount of overlap if the end of the pollen release phenophase actually had shorter 

periods of viability than our coarse visual estimates could reflect. Similarly, stigma 

receptivity was identified based on fruit capsule size, and may not have perfectly 

described the timing of when stigmas were truly receptive to pollen. Previous 

research on pear trees (Pyrus communis) found that stigmatic receptivity by each 

carpel develops sequentially in flowers, rather than all at once, giving the flower an 

extended period of stigma receptivity (Sanzol et al., 2003). If this were the case for 

S. cinerea, female individuals may have had only a small proportion of early-

developing receptive stigmas when it was classified by our categorical scale to the 

stigma receptive phenophase. Fortunately, the phenological estimates were 

recorded by the same researcher consistently throughout the study, so although the 

absolute values have some uncertainty, the relative values are more reliable.  

 The relatively high asynchrony between pollen release and stigma receptivity 

at high elevation indicates that S. cinerea populations at high elevation may be 

spreading more slowly than at low elevation due to lowered seed output. 
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Furthermore, S. cinerea populations at high elevation have a shorter growing 

season, causing slower growth rates (Chapter 2) (Myneni et al., 1997), which may 

further exacerbate the low seed output discovered here. This is positive for invasion 

control, since the current control of S. cinerea is focussed on protecting threatened 

high elevation peatlands (McDougall et al., 2005, Moore and Runge, 2012). These 

results suggest that managers may consider expending more of their resources to 

remove low elevation populations to avoid a high annual influx of seedlings.   

 Although high elevation sites may only be producing a fraction of the amount 

of seed as is produced at low elevation, it is likely that a non-negligible amount of 

seed is being transported between high and low elevation. About 10% of S. cinerea 

seeds are thought to disperse more than 50 kilometres before establishment 

(Hopley, 2011) and, consistently, seed dispersal potential is considered the most 

important factor for managerial decision-making in S. cinerea invasion into alpine 

peatlands (Moore and Runge, 2012). Previous research on S. cinerea in Victoria, 

Australia found that removing the top 20% of seed producing sites could drop overall 

seed production by approximately 50% (Hopley, 2011). Since a smaller quantity of 

seeds are being produced at high elevation sites, the top 20% of seed-producing 

sites most likely exist at low elevation. Future research might develop models to 

assist managers in identifying priority control sites which account for the lowered 

seed output at high elevation. However, since S. cinerea can reproduce both by 

seed and vegetatively (Cremer, 2003), it is possible that the lowered seed output at 

high elevation will have only a small effect on the amount of overall willow biomass 

that occurs at high elevation.  

Conclusion 

We have used an invasive willow, S. cinerea, to determine how within-species 

phenological incompatibility can occur in response to temperature conditions that are 

dissimilar from their native range. Furthermore, we developed a new method to 

quantify overlap between phenophases which accounts for both the number of days 

overlapping and the number of individuals in the phenophases of interest on a given 

date. To our knowledge, this is the first study of its kind which incorporates the 

number of individuals into phenophase overlap measurements. This method is useful 
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to others wishing to quantify variation in phenological overlap for sites differing in 

population sizes.  

In conclusion, this research provides support that low fecundity in non-native 

plants may be a result of sub-optimal phenological overlap. We also show that the 

degree of phenological overlap has significant effects on intraspecific fecundity, and 

therefore overall demography. Previously, there have been few studies which 

empirically identify the relationship between phenology and demography, particularly 

within a species (Miller-Rushing et al., 2010), and this research highlights its 

importance.   
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Tables 

Table 3.1. Parameter estimates of generalized linear models for number of seeds 

per individual predicted by the proportion of stigma receptivity overlapped by pollen 

release, shrub volume (m3), and elevation (low, high). Seed per capsule counts were 

averaged across site to account for a high number of zeros in the high elevation 

individuals, but individual variation was still accounted for through variation in catkin 

and capsule numbers. The stigma receptivity-pollen release overlap values were 

extracted from the ordinal logistic regression curves, with low elevation having 42% 

overlap and high elevation 24% overlap. The elevation predictor was categorical, 

including just low and high levels.  The model was fit using a negative binomial 

family to account for overdispersion and had a sample size of 57 individuals. Psuedo 

R2 was calculated as 1-(residual deviance/null deviance).  

 

Model GLM coefficient 

[CI lower, CI upper] 

t value p-value Psuedo R2 

Intercept 6.95 [5.76, 8.27] 9.55 <0.001 0.47 

Overlap 0.17 [0.09, 0.24] 3.59 <0.001  

Volume 0.001 [0.0003, 0.002] 3.22 0.001  

Elevation -2.60 [-4.49, -0.33] -2.13 0.03  
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Figures 

Figure 3.1. Ordinal logistic regression curves showing the probability through time of 

pollen release (black line) and stigma receptivity (green line). The x axis describes 

Julian date since winter solstice (June 21, 2016), and the y axis describes the 

proportion of individuals in a given phenophase at low (top) or high (bottom) 

elevation. The proportion of stigma receptivity overlapped by pollen releasing 

individuals was derived from these models and is shaded in light blue.  
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Figure 3.2. Depiction of relative trends across all sites with respect to phenological 

overlap and seed output. Phenological overlap was quantified by site by the absolute 

number of days pollen release and stigma receptivity were overlapping. Seed output 

was calculated per female individual. Best fit regression lines are included to show 

overall trend. The right panel reports seeds produced per individual per unit volume 

(m3). The left panel has excluded one outlier from 302 m and one from 402 m in the 

left panel and the right panel has exclued one outlier from elevation 302 m and two 

at 410 m.   
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Abstract  

According to the well-studied competition-colonization hypothesis, there is a trade-off 

between the ability to establish and dispersal distance in seeds of different sizes. Per this 

hypothesis, larger seeds generally have higher competitive ability. Smaller seeds, however, 

are generally capable of dispersing farther than large seeds, and thus have higher 

colonization ability. However, many wind-dispersed seeds have dispersal-mediating 

appendages, like pappi, which help them to travel long distances. In these cases, it is 

unclear whether the seed competition-colonization hypothesis will hold since dispersal 

distance may be more influenced by the shape and size of the pappus than the size of the 

seed. If the dispersal ability of pappus-bearing seeds are negatively correlated with their 

mass, then we might assume the hypothesis holds true. Similarly, it is unclear whether there 

is improved competitive ability in the larger seeds of small-seeded species.  

We examined evidence for this size/dispersal trade-off in an invasive willow, Salix 

cinerea, assessing the correlations between seed size, competitive ability (measured as 

proportion of seeds germinated) and the potential for dispersal (measured as terminal 

velocity of the seeds and their pappi) within its invaded south-eastern Australian range. We 

found that terminal velocity was not correlated with seed mass, indicating that pappus 

presence confounds the relationship between seed size and dispersal distance. 

Furthermore, there was no observed difference in germinability across the size classes. 

These findings suggest that the competition-colonization hypothesis does not necessarily 

hold for plant species with seed attachments that facilitate dispersal or that have very small 

seeds. Future researchers should consider the effects of pappi on dispersal ability when 

considering the competition-colonization trade-off hypothesis for wind-dispersed species.   
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Introduction 

 Plants produce seeds of varying sizes, with seed size affecting long-term fitness, 

including a plant’s size and probability of flowering (Michaels et al., 1988, Halpern, 2005). It 

has been observed that there is a seed production trade-off, where larger seeds tend to 

produce larger seedlings with a higher probability of establishment success (Westoby et al., 

1996). Alternatively, smaller seeds dispersed by wind are generally able to disperse farther 

than larger, heavier seeds, increasing their competitive ability (Primack, 1987, Eriksson, 

1999, Turnbull et al., 2004, Lehtila and Ehrlen, 2005, Lonnberg and Eriksson, 2013). This 

trade-off between the lower competitive ability of smaller seeds and their longer dispersal 

ability is described by the competition-colonisation trade-off. The competition-colonization 

hypothesis was originally intended to be utilised in plant community research comparing 

competitive ability between species (Levins and Culver, 1971). However, we argue the 

importance of comparing intraspecific trade-offs as well, particularly in early-successional 

species. Early-successional species often have little competition from other plant species 

upon arrival at a site for establishment, meaning much of their primary competition may be 

from members of the same species (Cain et al., 2008). As such, the within-species variation 

in seed size vs. germinability may significantly alter the subset of individuals in that species 

which establish in a new habitat. Hence an intraspecific trade-off might have important 

implications for the spread of plant populations.   

 Seed germination rates often vary with environmental conditions to which the mother 

plant is exposed (Wulff, 1986), and according to the conditions at the post-dispersal site of 

germination. Previous research has found that maternal origin may modify seed mass 

effects as well (Gonzalez-Rodriguez et al., 2011). Mother plants subjected to sub-optimal 

temperatures throughout a growing season have less stored energy available to allocate 

towards producing large seeds with higher probability of germination (Wulff, 1986, Biere, 

1991). This may result in fewer seeds overall, or seeds produced with less available 

endosperm, resulting in a shorter period of time to find a habitable germination site before 

perishing from lack of nutrients (Mauseth, 2008). Germination rates can also be affected by 

the region seeds are deposited post-dispersal. Extreme temperatures in post-dispersal sites 

can decrease germination rates, with risk of drought, extreme heat (Hou et al., 2014), and 

frost affecting seed germination and seedling lifespan (Leiblein-Wild et al., 2014). Since 

temperature has a strong effect on seed germinability (Stevens et al., 2014), we expect 

temperature changes across elevation will also influence the rate of germination.  

 The location of mother plants can have a significant effect on seed size, especially 

with respect to temperature and precipitation during the season of and prior to seed 
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maturation (Valencia-Diaz and Montana, 2005). Similarly, nutrient levels available to mother 

plants can affect seed sizes (Wulff, 1986, Vaughton and Ramsey, 1998), along with shading 

(Michaels et al., 1988). These factors can vary across elevation, and, expectedly, it has been 

previously shown that seed size can correlate negatively with elevation (Lord, 1994). What 

remains unclear is whether these different temperature regimes, specifically during the 

spring reproductive season, affect overall seed size and/or germinability of seeds produced 

in the low or high elevation populations. This information is particularly important if there is 

variation in seed sizes across the distribution of a species.  

 Many wind-dispersed seeds also have pappus, or other dispersal-mediating 

appendages, which assists their dispersal (Cain et al., 2008). Particularly in species with little 

variation in the size of their seeds, seed dispersal is heavily influenced by the shape of the 

pappus (Chrtek et al., 2018). Despite variation in seed size, we might expect wind-dispersed 

seeds have approximately equivalent dispersal abilities due to their attached pappi. In order 

to provide counter-evidence for the competition-colonisation trade-off, the correlation 

between seed mass and dispersal ability would need to be anything other than negative; a 

lack of correlation or a positive correlation would both suggest that smaller seed mass does 

not increase dispersal ability. Thus, there would be no trade-off between seed size and 

dispersal distance. Similarly, if larger seeds do not germinate at a higher rate than small 

seeds, there would be no clear trade-off in the competitive ability of larger seeds. We expect 

that dispersal ability is dependent on pappus attachment, though it is unclear whether 

germination rates are dependent on seed size for particularly small-seeded species. 

 In this study our focal species, Salix cinerea, is a highly invasive plant found in 

riparian zones of south-eastern Australia and New Zealand (Cremer, 1999). The species has 

been under management for over two decades, costing land managers millions of dollars for 

its control (Cremer, 1999). Previous research on S. cinerea has recognized dispersal ability 

as the most important factor for identifying priority control sites for management (Moore and 

Runge, 2012). The lightweight, anemochorous seeds of S. cinerea are pappus-bearing and 

have been recorded traveling more than 50 km by wind and between catchment systems 

(Hopley, 2011). Upon observation, S. cinerea seeds are most commonly released from their 

capsules as single seeds with attached pappi, or in clusters of seeds loosely entwined within 

their pappi. What remains unclear is whether there is variation in the mass of S. cinerea 

seeds, and whether that variation outweighs the effects of the pappus on the seed’s 

dispersal ability. Additionally, it is unknown where across the invaded landscape there are 

relatively productive seed sources based on their levels of seed germinability and/or 

dispersal ability. This information would prove useful to managers when attempting to 

optimise their resources, and builds on the research of Moore and Runge (2012), by 
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identifying variation in dispersal ability of S. cinerea seeds produced across their invaded 

distributions. 

 This study examines the competition-colonization trade-off in a small-seeded species 

across S. cinerea’s invaded distribution at low and high elevation. Additionally, we aim to 

better understand how the germinability of the species varies across elevation in its invaded 

range, based on its high dispersal potential at a landscape scale. To assess dispersal 

potential, we measure terminal velocity because it is strongly correlated with spread rate and 

is thought to well-describe dispersal ability (Caplat et al., 2012). Since terminal velocity is 

negatively correlated with dispersal distance, we would expect a positive correlation between 

terminal velocity and seed mass if the competition-colonisation trade-off were true. To better 

understand the competition-colonisation trade-off in S. cinerea, we asked:  

1. Is there variation in S. cinerea seed size at low vs. high elevation?  

2. Is there variation in the size and proportion of seeds that germinate across 

elevation, and depending the conditions of their germination site? 

3. Is terminal velocity consistently correlated with seed size?  

The competition-colonisation trade-off has never, to our knowledge, been studied intra-

specifically in a small-seeded species across its invaded range. Furthermore, this study 

provides crucial information for optimising control efforts of S. cinerea in its invaded range 

based on the germinability of seeds across a landscape.  

Methods  

Study sites, seed collection, and sorting 

 Seeds were collected from four sites at low elevation (280-410 m) in the Ovens River 

Catchment of north-eastern Victoria, Australia. High elevation seeds were collected from one 

population growing along a small unnamed creek in Dinner Plain, Victoria (1640 m). 

Between two and five female individuals were randomly selected for measurement and 

catkin collection from each site, based on mature catkin availability at the time of collection. 

Length and width of each female individual was measured. Height was measured by 

photographing individuals from trunk base to apex of the crown with a meter stick for scale. 

ImageJ software was used to measure the heights of each individual, based on its length 

relative to the meter stick. We recorded the number of male individuals at each site within 10 

meters of the first and last female individual at each site. Each site contained at least 10 

mature male individuals.  
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15 to 20 catkins were haphazardly collected from the lower-hanging branches of 

each individual. One catkin was randomly selected per individual to measure five capsule 

lengths and widths across the widest point, the number of capsules per catkin, and catkin 

length and width. Catkins were stored in direct sunlight in an enclosed space until seed 

abscission occurred (Hopley and Young, 2015). Catkin collection occurred at low elevation 

on November 7, 2017, and on December 5, 2017 at high elevation to account for 

phenological differences in seed release times (Chapter 2). Once seeds abscised, they were 

kept in an ice-filled cooler, then transferred to a 4°C cold room for storage for up to 30 hours 

prior to the germination experiment.  

 On the day following catkin collection, seeds with pappi removed were sorted by 

mass into three size classes (small, medium, and large) using a Zig Zag seed aspirator. 

Aspirators sort seeds according to their mass by blowing wind at a user-defined speed 

upwards as seeds fall from above. We used consistent settings (220, 280 volts) to determine 

the proportion of seeds within each site that fell into each of the size categories. Low and 

high elevation seeds were sorted separately.  

 Seeds from each size class were divided in half to be germinated in each of the 16°C 

or 22°C cabinets. The cabinet temperatures were chosen to reflect the average daily spring 

temperatures during the time of seed release in December at high elevation (Dinner Plain, 

Victoria) and in November at low elevation (Myrtleford, Victoria) (Chapter 2)(Meteorology, 

2018). The cabinets were set to have 14 hours of light, as is consistent during the months of 

November and December in Victoria. Each quantity of seed was weighed then plated in Petri 

dishes lined with moistened filter paper and wrapped in Parafilm (Hopley and Young, 2015). 

Each Petri dish was photographed so that the number of seeds could be counted digitally 

using ImageJ software (Schneider et al., 2012) (Figure S4.1). The ImageJ snipping tool was 

used to create a cropped images that contained only seeds. Colour saturation of the image 

was then adjusted so that the outline of each seed was distinguishable from its neighbours. 

Then particle analysis (seed counting) was completed with the size set from 25 pixels2 to 

infinity, so that dust and debris particles were not counted as seeds.  

 Previous research has found no germination one week after sowing S. cinerea seeds 

(Hopley and Young, 2015), so petri dishes were kept in the 16°C and 22°C cabinets for 11 

days and monitored every second day. Seeds were considered germinated when their 

cotyledons had opened or there was radicle elongation and visible rootlets (Mortlock, 1999). 

Cabinet temperature and light consistency were measured before the start of the study. 

Cabinet temperature was measured using T-TEC RF version 6 data loggers (accuracy: ± 0.2 

C° and ± 3% relative humidity) to ensure the temperature was correct and consistent. Light 
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consistency between cabinets was measured using a light meter, and there were no notable 

differences between each of the four corners or any of the shelves. However, to mediate any 

small variations, we rotated the trays of Petri dishes after every monitoring.   

To determine the mass of S. cinerea seeds, an additional 1,884 seeds were collected 

from low elevation sites and sorted by size using the same voltage settings on the Zig Zag 

aspirator. Only low elevation seeds were measured because the seed aspirator sorted seeds 

by pre-determined small, medium, and large settings. As such, the small, medium, and large 

high elevation seeds would certainly have the same average masses as at low elevation.  

Different seeds were used than in the germination study so that the germination study could 

commence more quickly and avoid seed death prior to the initiation of the experiment. Each 

size class was split into five groups of seed, which were then individually counted and 

weighed to obtain an average mass for each size class. The sample included 725 small 

seeds, 580 medium seeds, and 579 large seeds.  

Terminal velocity  

Terminal velocity was calculated as a proxy for dispersal potential by gently 

separating a single abscised seed from a catkin, careful to retain any pappus connected to 

or encapsulating the seed. The pappus-bearing seed was then dropped into a clear 2L 

graduated cylinder. The falling seed was recorded on an iPhone 7 using a timestamp app 

(Timestamp Camera), then viewed frame-by-frame in a slow-motion app (Slowmo) to 

determine the length of time required for the seed to fall 25 cm. The top 25 cm of the 

graduated cylinder were not measured so that the seed to could attain its terminal velocity 

before measurement. We found <10% variation in seed fall times when five seeds were 

each replicated five times to assess precision of the methods. Using the known distance the 

seed fell and time required to fall we calculate terminal velocity (Vt = Distance/Time). After 

seed terminal velocity was measured, pappi were removed and individual seeds were 

weighed using a high-accuracy Quantum Scientific Shimadzu scale. To ensure accurate 

measurements, we reset the scale to tare between each seed. If the scale could not settle at 

0.00000 g, then the tare mass was recorded and subtracted from the measured seed mass. 

Viability of seeds was tested after mass measurements were taken using a cut test, which 

determines that the coloration of seed embryos are consistent with healthy, germinable 

seeds. The terminal velocity experiment was completed on 30 seeds collected from low 

elevation including: 18 large, 7 medium, and 5 small seeds.  

Data analysis  

To determine whether there was variation in seed size we completed a one-way 

ANOVA with seed size class as the categorical predictor and seed mass as the response. 
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Following the ANOVA we completed a Tukey test to compare the differences between the 

mean size classes. Next, to better understand the effects of seed size, maturation location, 

and cabinet temperature on the proportion of seed germination, we developed a binomial 

generalised linear mixed effects model (GLMM) with a logit link. The model was fit using the 

Laplace Approximation by maximum likelihood. A Petri dish (observation-level) random 

effect was included to account for the overdispersion (Harrison, 2014). Interaction variables 

were included between each of the three predictors. Additionally, confidence intervals were 

calculated around the proportion of seeds germinated between seed size, maturation 

location, and cabinet temperature groups for comparison. Finally, to determine the effect of 

terminal velocity on seed size, we completed a linear regression analysis between terminal 

velocity and seed mass. The independent terminal velocity variable was centred and scaled, 

then assumptions for the model were checked; the data was normally distributed, 

independent, and had no issues of non-homogeneity of variance. 

Results 

Confirming the efficiency of the seed sorting technique, seed mass differed 

significantly among the small, medium, and large size categories (F=482, df=2, 1,881, 

p<0.001) (Table 4.1a). Each seed size class was significantly different the others (Tukey 

test, p<0.05).  Medium seeds were, on average, 15% heavier than small seeds 

(difference=1.4x10-5, CI=1.1 x10-5-1.6 x10-5) and large seeds were 18% heavier than 

medium seeds (difference=1.8x10-5, CI=1.6 x10-5-2.1 x10-5). Plants at low elevation 

produced a smaller proportion of large seeds than those at high elevation. There were 26% 

more large seeds produced at high elevation compared with low elevation. Similarly, there 

were 7% more small and 13% more medium sized seeds produced at low elevation than at 

high elevation (Table 4.1b).  

Germinability was highly variable among plates within treatments and among 

treatment means, ranging from a mean of only 17% germination for small seeds from the 

high elevation site at 16°C to 72% for large seeds from high elevation at 22°C (Table 4.2). 

Pooled across elevation and temperature treatments, germinability was (mean  SE): 0.20  

0.09 for small seeds (n = 415), 0.30  0.06 for medium seeds (n = 1,672), and 0.38  0.06 

for large seeds (n = 3,515). Pooled across elevation and size classes, 32.1% of seeds 

germinated at 16°C and 35.4% at 22°C. Overall, 32.3% of seeds collected at low elevation 

germinated, while 47.8% of seeds from the high elevation site germinated (Figure 4.1-4.2). 

There was no significant effect of seed size, elevation, or temperature factors on the 

proportion of seed germination, and the model had relatively low predictive ability (Marginal 

R2=0.07). The largest effect size in the GLMM was for the effect of small seeds produced at 
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high elevation (est.=-2.17, z-value=-1.7, p=0.09) on the proportion of seeds germinating 

(Table S4.1) (Figure 4.3). The next largest effect size was of the interaction between small 

seeds produced at high elevation in the 22°C cabinet (est.=1.15, z-value=0.7, p=0.49). 

Seeds produced at high elevation germinated 26% more frequently in the 22°C cabinet 

(mean=0.62, var=0.05, n=446) than in the 16°C cabinet (mean=0.36, var=0.09, n=538), 

while there was only a 1.4% difference between 16°C and 22°C for low elevation seeds 

(16°C: mean=0.32, var=0.05, n=2,302; 22°C: mean=0.33, var=0.05, n=2,316) (Figure 4.1).  

Seed mass was not a significant predictor of terminal velocity in the linear regression 

model (coefficient estimate= 0.25, t=1.3, df=28, p=0.19) (Figure 4.4). The model explained a 

very small amount of the variation in the data (Multiple R2=0.06).   

Discussion 

Competition-Colonisation Trade-off 

 We found little evidence to support the competition-colonisation hypothesis in the 

pappus-bearing, small-seeded species S. cinerea. Under the competition-colonization 

hypothesis, we would expect to see larger seeds with consistently higher germination rates 

than medium and small seeds. Instead we found no detectable variation in germinability 

among the small, medium, and large size classes, suggesting that increased seed size does 

not confer a clear advantage with respect to germination rates. Similarly, our results show 

that terminal velocity, a proxy for dispersal distance, was not correlated with seed mass, 

which suggests that there is not a trade-off between seed size and dispersal distance, as 

would be expected under the competition-colonisation trade-off (Jakobsson and Eriksson, 

2003).  

Typically there is a positive correlation between seed mass and terminal velocity 

(Greene and Johnson, 1993, Greene and Quesada, 2005, Hahn et al., 2013), but our results 

were not consistent with this finding. Our results are consistent with recent research 

suggesting that variation in terminal velocity can be largely attributed to variation in seed 

mass, pappus length, and their interaction (Chrtek et al., 2018). If both germinability and 

dispersal are unrelated to seed mass, we might expect to find nearly uniform size among the 

seeds of S. cinerea, the predicted optimum in basic models of offspring size-number trade-

offs (Smith and Fretwell, 1974, Haig and Westoby, 1988). Indeed, previous research tends 

to suggest that there is a strong stabilising selection for the seed size so that seeds are 

largely invariable (Turnbull et al., 1999). What we found instead was relatively large variation 

in seed size. However, seed size is likely to have fitness consequences other than 

germinability and dispersal; it can influence seed longevity and seedling establishment rates 

and longevity (Silvertown, 1981). The ability of a seed to survive following dispersal but 
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before germination and establishment, including the size of the nutrient subsidy available to 

a seedling, would affect its competitive ability. Colonisation rates would also be affected by 

seed longevity depending on the distance of dispersal and how long a seed is transported 

prior to arrival at its establishment site. Thus, longevity may be a third factor to take into 

account when considering an intraspecific competition-colonisation trade-off.  

 To our knowledge this is the first study of its kind to consider the competition-

colonisation hypothesis for an individual species, rather than an assemblage of species. 

From the information gathered in this study, we believe it is important not to consider a 

competition-colonisation trade-off as a categorical, binary alternative. Rather, species may 

exist on a continuum of this trade-off, and there may be multiple variables included in that 

trade-off. For some species this trade-off may be very important, such as late-successional 

colonisers. Alternatively, for species such as S. cinerea which are early-successional with 

wind-dispersed, pappus-bearing seeds, compromises between competition and colonisation 

may not be significant to their population growth or persistence. Instead, a third variable, 

longevity, may be included in this trade-off for species which do not have a clear 

competition-colonisation trade-off related to seed size. For wind-dispersed species, rather 

than larger seeds having an increased likelihood of germination immediately post-seed 

release, the larger seeds may benefit in an ability to survive longer before germination in 

harsh conditions.  

 The lack of relationship between dispersal ability and seed size may be found in 

other wind-dispersed species which bear a pappus, and also likely in other species with any 

wind-dispersal-appendage. A large proportion of the angiosperm world includes 

anemochorous species with dispersal attachments that come in many forms (Howe and 

Smallwood, 1982) and may also imperfectly reflect the competition-colonisation trade-off. 

Seeds from taxonomically large plant families including Asteraceae, Salicaceae, and 

Asclepiadaceae frequently bear pappi to assist in dispersal, with Asteraceae alone making 

up approximately 9% of flowering plant species world-wide (The Plant List, 2013). 

Additionally, other wind-dispersed plants, such as Acer (Sapindaceae), Dipterocarpaceae 

and Brassicaceae, bear wings on their fruits (1993), and variation in seed size within or 

among species in these groups may have little affect on dispersal. Based on the results of 

this study we know one wind-dispersed plant does not conform to the competition-

colonisation hypothesis, and future studies might aim to consider the relative prevalence of 

this trade-off intraspecifically for wind-dispersed species, and in particular for those with 

small seeds, or dispersal-mediating appendages. 
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Similarly, we speculate the competition-colonization trade-off is likely to affect other 

dispersal syndromes to varying degrees due to their significant variation in seed mass, size, 

and shape (Liu, 2014). Dispersal in hydrochorous plants, for example, is unlikely to be 

affected by seed size, assuming seeds are being dispersed in a moderately-sized water 

body. In fleshy-fruited species dispersed by animals, the influence of the competition-

colonization trade-off may depend both on the method and vector of dispersal. Seed size for 

endozoochorous plants, dispersed by seed ingestion and defecation, may be irrelevant, 

since fruit size is selected for by animals, and larger fruits do not necessarily produce larger 

seeds (Michaels et al., 1988). This likely is only true to an extent though; myrmechorous 

(ant-dispersed) seeds can only disperse as far as an ant can carry them, which limits the 

size they can grow and effectively disperse. Alternatively, the seed size of epizoochorous 

species (accidental seed dispersal by animals via attachment to fur or otherwise) may have 

no effect on seed dispersal, depending on the size of the animal vector. Large mammals are 

unlikely to notice within-species variation of medium-sized seeds stuck to their fur and 

attempt to remove them. Alternatively, a song-bird may be quicker to notice and attempt to 

detach a seed stuck to its minute body. Spininess of the seed, as well as the protectiveness 

of the animals’ coat would also likely affect seed dispersal distance by an animal. 

Epizoochorous species are also those which may be influenced significantly by seed 

longevity, rather than classic establishment or dispersal abilities. There are a number of 

factors related to morphological seed features and seed dispersal vectors which would have 

an effect on the applicability of the intraspecific competition-colonization trade-off in a large 

proportion of, and perhaps even a majority, of flowering plant species (Figure 4.5).  

Elevation effects  

 We expected to find smaller seeds at high elevation due to the colder environment, 

but actually found that a higher proportion of large seeds produced at high elevation 

compared with low. Among nine species of herbaceous Pedicularis, high elevation 

populations did not have smaller seed mass than those at low elevation, relative to their 

variation in biomass (Guo et al., 2010). Similarly, variability in seed mass of the shrubs 

Cytisus scoparius and Ulex europaeus could not be attributed to broad scale differences in 

elevation (Buckley et al., 2003). However, there was significant variation in germinability 

between seeds produced at high and low elevation, despite the lack of variation in seed size. 

High elevation seeds had higher germinability overall for all seed size classes and in both 

maturation temperature cabinets. Additionally, seeds matured at high elevation had a higher 

proportion of large and medium sized seeds than produced at low elevation. Higher 

germination in seeds produced at high elevation has been identified before in two heathland 

species (Vera, 1997). This may be because high elevation seeds produce more endosperm 

Page 76



overall to increase their longevity in the response to increased environmental stress (Arshad 

et al., 2017). Seeds produced at low elevation may not require as much stored nutrition 

since conditions are likely to be favourable for germination shortly after their release from 

fruit. This may affect the spread of S. cinerea across elevation, with high elevation seeds 

having larger seeds with higher germination rates compared to those produced at low 

elevation.    

 Unexpectedly, we found that seeds produced at high elevation had significantly 

higher germinability in the warmer, 22°C cabinet, emulating low elevation spring conditions 

compared with the 16°C cabinet emulating high elevation conditions (Figure 4.1), as well as 

a higher proportion of large seeds compared to low. In its native northern European range, 

the climate S. cinerea experiences is more similar to that of high elevation than low elevation 

sites in this study (Chapter 3). As such, this result is unexpected since S. cinerea is adapted 

to conditions similar to those at high elevation. One explanation could be that high elevation 

individuals are producing seeds that are more resilient towards harsh environmental 

conditions and profiting from the warmer, low elevation conditions. Alternatively, the low 

elevation populations may have rapidly evolved to their warmer climate, requiring only a 

minimalistic seed coat and less endosperm due to optimal conditions in spring for rapid 

germination. Consistently, there is not a consensus that populations in invaded ranges are 

more successful than in their native range (Bossdorf et al., 2005). Previous research on two 

invasive shrubs found that one of the two species had larger seeds in its invaded range, and 

the other had no consistent differences in seed size between the native and invaded ranges 

(Buckley et al., 2003). These results suggest that seed size may not have adapted rapidly to 

the invaded range conditions. Fortunately for managers, long-distance seed dispersal by 

wind is relatively uncommon (Nathan et al., 2002), so the vast majority of high elevation 

seeds are unlikely to disperse down to low elevation and experience higher germination 

rates. However, the species is also capable of hydrochory, which may present more of an 

issue in cases of high elevation seeds being transported downstream to low elevation.  

 There was substantial observed variation in germinability of small seeds produced at 

high elevation, with seeds in the warm, 22°C cabinet having 27% higher germinability 

compared with the 16°C cabinet. The small seeds are likely not cold-resistant, possibly due 

to thinner exocarps providing less cold protection, and resulting in lowered germination 

rates. This may further explain why high elevation sites produced far fewer seeds than did 

low elevation sites, as was found in Chapter 2. High elevation sites, due to worse conditions 

for germination, must produce larger seeds overall. This phenomenon is commonly 

described as a growth-survival trade-off, where seed energy investment varies according to 

surrounding conditions, with high elevation populations producing fewer, but larger, seeds. 
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Low elevation seeds instead produce a higher quantity of smaller seeds. The growth-survival 

trade-off has been seen previously in the height growth performance of two Pinus spp. 

(Chuine et al., 2006), as well as the tree-ring growth of Pinus contora, Abies lasiocarpa, and 

Picea glauca (Miyamoto et al., 2010), in response to varying temperature gradients, where 

slower growth was observed in trees growing in stressful environments. The same trade-off 

has also been observed in 103 tree species in Panama in response to light availability, 

rather than temperature stress (Wright et al., 2010). Light availability may be an important 

and interesting factor to look into for future research, since light levels could not be 

measured in this study, but likely vary considerably between populations. Further, Salix 

species are highly responsive to surrounding light conditions, which might make the trade-off 

effects more pronounced it there is consistent variation in light availability between high and 

low elevation populations (Cremer, 2003).  

Combining the overall proportion germination across elevation, with the average 

amount of seed produced by site at low vs high elevation (as estimated in Chapter 3), we 

see that low elevation sites are still producing more seeds that are likely to germinate 

(13,160 seeds*0.323 prop. germination= 4250 seeds likely to germinate per individual) 

compared with the high elevation site (8,020 seeds*0.478 prop. germination= 3830 seeds 

likely to germinate per individual). Although the difference in seeds likely to germinate 

between high and low elevation is not large, there are significantly more populations of S. 

cinerea at low elevation compared to high. Currently, managers are focussing their control 

efforts on high elevation regions in south-eastern Australia. However, it is likely that the 

distribution expansion of S. cinerea is predominately spreading from low elevation seeds 

based on their high level of production, and since the populations are much more plentiful 

and expansive. As such, we recommend managers consider shifting some of their control 

efforts to large populations at low elevation that are producing enormous quantities of seed.  

Conclusion 

 Our study indicates that greater research attention should be given to phenotypic 

trade-offs in woody plants and, in particular, those with small seeds and dispersal-mediating 

appendages. We have shown that the competition-colonization trade-off does not hold true 

for one wind-dispersed species, which suggests that other plants, perhaps with other 

dispersal syndromes, may also not abide by the trade-off within species as they may be 

expected to. Future researchers could look at variation in applicability of the trade-off in 

species with other dispersal syndromes, or could focus on early- vs. late-successional 

species, as this may also affect the applicability of the trade-off.   
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Tables 

Table 4.1. The average mass of each size class (a) was determined by weighing, 

individually counting, then dividing the number of individual seeds by the total group 

mass to obtain an average mass for each size class. Average mass was calculated 

from seeds collected at low elevation only, and separate from the seeds used in the 

germination study, but sorted using the same, fixed aspirator settings. For the 

germination study, the proportion of small, medium, and large seeds (P(size)) for low 

vs. high elevation varies as a result of the sorting methods completed by the 

aspirator (b). The fixed setting that the seeds were sorted at was consistent between 

high and low elevation, and therefore shows differences in the proportion of small, 

medium, and large seeds across elevation.  

a)  

Size class Sample size Mass (grams) 

Small 725 9.9 x10-5 

Medium 580 1.1 x10-4 

Large 579 1.4 x10-4 

 

b) 

 Low High 

Sample size 4618 984 

P(Small) 0.10 0.03 

P(Medium) 0.32 0.13 

P(Large) 0.58 0.84 
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Table 4.2. Effects of temperature conditions, seed size, and maturation location on 

germinability of Salix cinerea. Standard deviation of the average maximum 

proportion of seed germination refers to the variation between plates.  

 
Maturation 
location 
 

 
Cabinet 
temp. 

 
Size class 

Prop. 
germinated  
Mean  

 
SD 
 

# of 
Petri 
plates 

 
# of 
seeds 
 

Low elevation 16°C  Small 0.48  0.24  9 177 
  Medium 0.41  0.26 10 807 
  Large 0.38  0.20 13 1353 
       
 22°C Small 0.51  0.28 8 210 

  Medium 0.37  0.17 10 735 
  Large 0.43  0.24 13 1336 

High elevation 16°C  Small 0.17  0.28 3 12 
  Medium 0.64  0.14 4 87 
  Large 0.52  0.30 6 439 
       
 22°C Small 0.68  0.37 4 16 

  Medium 0.69  0.14 4 43 
  Large 0.72  0.20 6 387 
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Figures 

 Figure 4.1. Interaction plots describing the proportion of the total number of seeds 

which germinated for each group. Standard errors were calculated for each group as 

such: 𝑆𝐸 =
(𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛 𝑔𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑∗(1−𝑝𝑟𝑜𝑝.𝑔𝑒𝑟𝑚.))

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑒𝑑𝑠 𝑖𝑛 𝑔𝑟𝑜𝑢𝑝 
 (Crawley, 2002). 95% confidence 

intervals were then calculated around the total proportion of seeds germinated per 

group and presented here.  
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Figure 4.2. Variation in mean proportion germination for each seed size class, 

separated by those matured at low or high elevation, and germinated in either warm 

or cool conditions. 16°C cabinet emulates average daily conditions at high elevation 

Victoria, Australia, while the 22°C cabinet emulates average daily low elevation 

conditions. Confidence bands are two standard errors above and below the mean 

proportion germination. 
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Figure 4.3. Coefficient plot for the binomial generalised linear mixed effects model, 

including the interactions between each variable. The response variable was 

germination success per Petri plate (n=90), predicted by maturation location (low vs 

high elevation), seed size (small, medium, large), and germination cabinet 

temperature (16°C or 22°C). The cool cabinet temperature is representative of 

average high elevation spring conditions, while the 22°C cabinet is representative of 

average low elevation conditions. The intercept is the variable the other coefficients 

are compared to: large seeds matured at low elevation in the 16°C cabinet. 

Coefficients whose error bars cross the vertical x=0 line are not significantly different 

from the intercept variable (α=0.05). 
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Figure 4.4. S. cinerea seed mass for 30 seeds collected at low elevation with 

pappus removed. Terminal velocity (Vt) was calculated from measurements on 

seeds still bearing their dispersal-mediating pappus. Seed size classes are colour 

according to the ranges identified for the germination study.  
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Figure 4.5. Intraspecific variation in the competition-colonisation hypothesis may 

have varying effects on plants depending on their colonisation strategy and their 

dispersal syndrome. This schematic diagram aims to function as a starting point for 

considering how various colonisation strategies may vary according to how 

applicable the competition-colonisation trade-off may be. Plant families have 

breadths listed to suggest that competition-colonisation trade-off may apply in 

varying amounts to different taxa within a family.  Plant family dispersal syndromes 

are as follows: Amaranthaceae: anemochory, barochory, epizoochory; 

Ascelpiadaceae: anemochory; Asteraceae: anemochory, epizoochory; 

Caryophyllaceae: barochory; Ranunculaceae: epizoochory; Salicaceae: 

anemochory; Poaceae: anemochory, epizoochory (Liu, 2014). Definitions of seed 

dispersal syndromes in supplemental materials (Table S4.2).  
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Abstract 

Since fecundity is vital to the spread of a plant species, it is important to 

determine whether there is variability in how fecund a species may be across its 

distribution. Furthermore, depending on climatic conditions, an individual is likely to 

produce variable amounts and quality of seed. To better understand the effect of 

climate and geography on plant fecundity we observed trends in catkin length 

variation (as a proxy for fecundity) across 17 willow (Salix) species ranges using 

data from over 800 herbarium specimens collected from North America, Europe, and 

Australia.  

We found that the climatic and geographic models explained an 

approximately equal amount of variation in fecundity. Elevation and diurnality, a 

measure of monthly temperature variability, both had a significant negative 

correlation with catkin length at the genus-level; however the effect sizes were quite 

small. Diurnality was also the most common climatic variable at the species-level, 

while latitude was more important than elevation at the species-level. Additionally, 

we found that the invasive vs. native range variable was significant to catkin length in 

three of five species studied when geographic and climatic variability were 

mathematically controlled for. These results suggest that there was little evidence of 

consistent large-scale environmental effects at the genus- or species-levels which 

affected fecundity, regardless of the range (native or invasive) of the specimens. 

Species fecundity is likely constrained by factors other than physical location or 

climate.   
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Introduction  

 Fecundity is a key demographic trait which affects a plant’s spread potential 

(Burns et al. 2013). The spread potential of a plant species is, in part, related to the 

intensity of propagule pressure (Simberloff 2009). As such, the variability in fecundity 

may be influential to a species’ invasion potential. Furthermore, information about 

within-species variation in fecundity across its distribution may be used to describe 

the environmental or geographic factors which affect fecundity. It is already known 

that fecundity is likely to vary across a plant’s distribution in response to varying 

climatic conditions, including temperature and precipitation (Angert 2009, Buechling 

et al. 2016). Similarly, geographic location can be used to describe fecundity: some 

species fecundity varies with relative position within their distributions (Brussard 

1984, Angert 2009) while fecundity is unaffected by range position in other species 

(Kluth and Bruelheide 2005). Geography may also be informative as a summary 

measure of climatic variation not captured by individual temperature or humidity 

variables. In order to better understand within-species variation in fecundity, we 

might focus on the variation in fecundity as it relates to surrounding geographic 

position and climatic conditions.  

 The spreading of species’ distributions is particularly important for invasive 

plant species. Invasive plants are often more fecund in their introduced range 

compared with the native range, which is true for a number of reasons. The evolution 

of increased competitive ability (EICA) hypothesis states that the introduced range is 

not home to natural enemies, freeing up the plant’s resources to be funneled into 

biomass production (Blossey and Notzold 1995). Additionally, female output is often 

favored in invasive plants to increase their early population growth and probability of 

colonization to newly occupied sites (Pannell 1997). Lastly, and most relevant to our 

study, there is evidence that environmental gradients across a landscape promote 

genetic differentiation in non-native plants, and therefore rapid evolution, to 

encourage their fecundity (Maron et al. 2004). Previous research observing invasive 

populations across latitude found that most variation in traits was explained by 

differences in the environmental region, suggesting that invasive populations are 

responsive to the conditions they inhabit (Kollmann and Banuelos 2004). However, 

despite the likelihood that non-native plants will have varying fecundity across their 

distribution compared to their native range, there have been few observation of the 

effects of environmental gradients on non-native plant fecundity and even fewer 
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comparing species in their native and invaded ranges. This is likely because of the 

logistical difficulty of completing field reproductive output assessments on a species 

in both its native and invaded ranges, and across its distribution.  

 Invasion biologists have long assumed that invasive species have enhanced 

performance in their introduced range relative to home range (Blossey and Notzold 

1995), and there is a growing knowledge-base which supports that assumption. A 

meta-analysis comparing invasive plants with non-invasive plants found that 

invasiveness was associated with an increase in performance-related traits (van 

Kleunen et al. 2010b). However, it is unclear whether this trend is consistent 

between members of the same species in their native and introduced range. Some 

studies have found invasive plants are on average larger and more fecund than 

native plants (Parker et al. 2013, Jelbert et al. 2015). Another study examining 

grassland ecosystems found that grasses showed no difference between native and 

introduced range abundance, while forb abundance tended to be lower in the away 

ranges (Firn et al. 2011). What remains unclear is whether fecundity varies 

according to the environmental conditions experienced in the native and invaded 

ranges. By comparing the traits of species in their native and introduced ranges, we 

can better understand how likely a species is to be successful in its invaded range 

based on the surrounding conditions and potentially whether invasive species have 

undergone evolutionary change after their introduction (van Kleunen et al. 2010a).  

 Salix is a dioecious, woody plant genus with female trees which produce long, 

tubular capsule-bearing flowers in pendant inflorescences called catkins. Out of 

more than 330+ Salix species worldwide, dozens are considered invasive in 

Australia and New Zealand, and several in North America and Europe (Isebrands 

and Richardson 2014). The genus produces tiny seeds that are primarily dispersed 

by wind and have been estimated to travel farther in a larger proportion of seeds 

than has been estimated in any other plant genus (Hopley 2011). Understanding 

fecundity in Salix is particularly important because dispersal has been identified as 

the most important factor in determining optimal control efforts in an invasive 

member of the genus (S. cinerea)(Moore and Runge 2012).  

Here we aim to better understand how fecundity might vary with geography, 

temperature, and moisture, and whether this variation is consistent between the 

genus’ native and invaded ranges. We compare catkin lengths as a measure of 

fecundity using herbarium records collected in North America, Europe, Australia, and 
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New Zealand. Catkin length is used to measure seed output because longer catkins 

have been shown to produce more seeds in one invasive willow species (S. cinerea) 

(Figure S5.1), and information regarding catkin length is easily accessible from 

historical records. Specifically, for 17 species of Salix, we aim to answer the 

following questions:  

1. Is there an overarching species- or genus-level response of fecundity to 

geographic and climatic conditions?  

2. Do invasive species have higher fecundity in their native or invaded range? 

The first aim examines both inter- and intraspecific variation. The second aim, 

comparing native and invasive ranges, is inherently intraspecific. We focus on 

geographic variables to account for all environmental changes together described by 

an individual’s physical location. Climate variables more specifically describe 

temperature and moisture only. We expect that fecundity will vary across geographic 

and climatic conditions at the species-level, rather than a genus-level response, in 

response to the varying optimal conditions for each of the 17 species. Additionally, 

we predict that invasive species will have higher fecundity in their invaded range due 

to increased environmental pressure driving the genetic pool.  

This study uses herbarium records from three continents in a novel approach 

to determine whether invasive plant populations are more fecund across 

environmental gradients compared with their native range. Herbarium records are 

the ideal method of data collection for a study of this magnitude due to their global 

spatial coverage, extensive temporal coverage, and information regarding species 

presence and traits (Vellend et al. 2013). By incorporating phylogeny and comparing 

17 members of a specific genus we can understand how much variation there is in 

the fecundity of closely related taxa, and how that might vary across their geographic 

distributions.  

Methods 

Species of interest 

 Seventeen Salix species were included in this study based on their global 

distribution and the quantity of available specimens (Table S5.1). To compare 

between home and away ranges, species were selected that were naturalised 

outside of their native continent. Selected species are native to either Europe or 
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North America and naturalised in Australia, North America, and/or Europe (Table 

S5.1). Four additional North American Salix spp. were selected that do not have 

established populations outside of their native range for the purpose of elongating 

the latitudinal gradient of study. The nine species that are naturalised in Australia 

were only selected if both male and female individuals exist in the country. Other 

taxa were excluded from the study if they did not add length to the latitudinal 

gradient, had a small number of specimens available in the herbaria visited, and/or if 

they were not commonly naturalised outside of their native range. All varieties and 

subspecies were included in data collection for each species, however hybrids were 

excluded. 

 Phylogeny was also considered when selecting species for study; only 

members of the two most common Salix sub-genera, Salix and Vetrix, were 

selected. The sub-genus Salix has been recently split into three sections: Salix, 

Protitea, and Longifoliae, all of which were included in this study. Salix and Protitea 

are phylogenetically highly similar, but separated biogeographically: Salix members 

are native in Europe while Protitea members are native to the Americas (Lauron-

Moreau et al. 2015). Longifoliae is the more distantly related section of the Salix 

subgenus (Lauron-Moreau et al. 2015) (Figure S5.1). Three members of each sub-

genus were selected that were native to Europe (six total: three subgenus Salix 

(section Salix) and three subgenus Vetrix). Native North American species include 

11 species total: six in subgenus Salix (four in section Protitea and two in 

Longifoliae), and five in subgenus Vetrix. North American species distributions 

spanned the United States and either spread north through Canada or south through 

Central America, but S. humboldiana is distributed through South America as well.  

Herbarium data collection 

 Herbaria to visit were chosen based on the number of specimens available for 

each of the species of interest. The following 12 herbaria were visited for data 

collection in Australia, Canada, France, New Zealand, Sweden, the United Kingdom, 

and the United States: National Herbarium of Victoria, Australian National 

Herbarium, the Herbarium of NSW, the Canadian Museum of Natural History in 

Ottawa, Muséum National d'Histoire Naturelle in Paris, the Allan Herbarium, 

Auckland War Memorial, Uppsala University Herbarium, Kew Botanic Gardens, 
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California Academy of Sciences Herbarium, University of California Jepson 

Herbarium, and the New York Botanic Gardens Herbarium. 

 Specimens were excluded from the study if they did not include the following 

information: a month and year of collection, a specific location of collection, at least 

one catkin in the seed release phase, if the written labels were illegible, or if the 

specimen was explicitly listed as cultivated to avoid the confounding influence of 

assisted growing conditions. If the day of the month was not listed, then the 15th day 

of the recorded month was used for analysis. Specimens were collected at 

approximately the same stage of catkin development to ensure comparability. 

Phenological stages were established according to Salix BBCH (Biologishe 

Bundesanstalt, Bundessortenamt and Chemical Industry) codes (Saska and 

Kuzovkina 2010). Catkin lengths were only measured on mature catkins that had 

begun releasing seed, and thus in specimens classified according to the BBCH 

system as indicating initial (BBCH code 70) or full seed release (BBCH code 71).  

 Longer catkins produce more capsules (r=0.85) and therefore more seeds 

overall (Figure S5.2). Thus, catkin length can be used as a proxy measure of 

fecundity. To estimate catkin length on each specimen, the five longest catkins were 

measured on each specimen. If there were multiple branches on the specimen, at 

least one catkin was measured per branch until five catkins had been measured. In 

order to measure the reproductive portion of the inflorescence only, catkins were 

measured from the point where the petiole meets the start of the seed capsules to 

the tip of the inflorescence. The following information was also recorded for each 

specimen: number of catkins present on the specimen, number of catkins releasing 

seed, BBCH flowering codes, and elevation of the collection, if listed. Catkins were 

only counted and measured if they were greater than 1cm in length, to avoid 

inclusion of aborted inflorescences. Occasionally catkins were pressed on top of 

each other and indistinguishable for measurement without causing damage to the 

specimen, so they were excluded from measurement. All data collection was 

completed by the same researcher for consistency of catkin length measurements 

and phenophase coding. In the home ranges we collected between 8 and 83 

specimens per species and between 15 and 71 specimens in the away ranges. In 

total, we use data from 819 specimens, out of approximately 23,000 handled across 

all herbaria.  
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Geographic location matching 

Locations of collection which did not already contain latitude were georeferenced 

using the location description listed, identified in Google maps, and recorded to the 

minute (latitudinal resolution of 1.85-1.87 kilometers, longitudinal resolution of 0.32-

1.85 kilometers) (Figure 5.1). Once all the specimen records had an associated 

latitude, a digital elevation model was used to best estimate the elevation at the 

specimen’s location. 337 herbarium records had elevation already listed, but for 

those that did not, elevation values were identified from a digital elevation model. We 

used the geo-tiff model from ETOPO in WGS 84 

(https://www.ngdc.noaa.gov/mgg/global/global.html). Climatic variables at the 

location of each specimen were extracted from the interpolated WorldClim database 

at a resolution of 0.033° (about 4.8 kilometers) (Fick and Hijmans 2017).  

Data analysis 

 We took account of phylogenetic relationships in interspecific analyses by 

initially assessing the degree of phylogenetic signal for female catkin length among 

the 17 species in our sample. We used a Salix phylogenetic tree based on matK and 

rbcL sequences (Figure S5.1) (Lauron-Moreau et al. 2015) and assessed 

phylogenetic signal by Pagel’s λ parameter for tree transformation (Pagel 1999). 

Under the assumption of Brownian evolution, the expected covariance among trait 

values will be proportional to the branch lengths shared between species in the tree 

structure (Symonds and Blomberg 2014). Pagel’s λ scales branch lengths in the tree 

to best account for the actual interspecific distribution of measured trait values. At λ = 

1, species are as similar as expected under the Brownian evolution assumption. At λ 

< 1, there is less similarity than expected, and at λ = 0 the phylogeny contributes no 

information on the pattern of trait correlation among species. 

 We used the pgls (phylogenetic generalized least-squares) routine in the R 

package caper (Orme et al. 2013) to find the maximum likelihood estimate of λ for 

mean catkin length among the species in our sample. Phylogenetic statistical 

methods like pgls resolve to ordinary least-squares methods when using a 

phylogeny rescaled to λ = 0 (Symonds and Blomberg 2014), so if λ = 0 phylogeny 

can be disregarded in models.  
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Effect of geographic and climatic parameters 

 Broad effects of geographic and climatic variables on average catkin length at 

the genus-level were assessed using mixed effects models. Two models were 

developed, one containing geographic variables (latitude and elevation) and another 

containing climatic variables. We chose four of the 19 available WorldClim variables 

based on their correlation matrices, incorporating a measure of temperature (mean 

annual temperature), precipitation (annual precipitation), temperature variability 

(diurnality), and precipitation variability (precipitation seasonality), since climatic 

variability has been shown to affect plant fecundity, as well as mean climate 

parameters (Scheepens et al. 2018). The diurnality variable is the mean diurnal 

range: sum(monthly maximum temperature-monthly minimum temperature)/12, 

where larger values indicate wider differences between the mean maximum and 

minimum temperatures. Precipitation seasonality is the coefficient of variation of 

mean month precipitation, calculated from the ratio of the standard deviation of the 

monthly total precipitation and the mean monthly total precipitation (O’Donnell and 

Ignizio 2012). Both models also included a random intercept variable for species. 

Normality and homogeneity of variance was assessed and no data transformations 

were required. Parameters were centered and scaled for ease of interpretation. The 

absolute value of latitude was included in the model to account for hemisphere 

differentiation. Marginal and conditional R2 values were calculated for each mixed 

effects model to describe the variance explained by the fixed effects only and the 

fixed and random effects together. All analyses were completed in R version 3.1.2 

(Team 2015) and used the following packages for data synthesis (tidyverse, ggplot2) 

and analysis (nlme, MuMIn, raster, maps). 

 Next, we identified whether catkin length was affected at the species-level by 

geographic and climatic parameters. The principal challenge in our analysis is not 

the usual one of detecting statistical significance in a hypothesis-testing framework 

but rather avoiding overspecification of a multiple regression model (Burnham and 

Anderson 2002). This is particularly so because the WorldClim and geographic 

explanatory variables under consideration are correlated among themselves; indeed, 

it would be surprising if they were not. For example, mean annual temperature and 

elevation are negatively correlated, where temperature decreases with increasing 
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latitude (r= -0.82). As such, we completed separate model selection for the climatic 

and geographic variables, to determine their effects independently.  

Our first step in model selection was therefore to define a limited, but still 

large, set of biologically reasonable candidate models. We calculated a null model 

fitting only an intercept and all possible univariate regression models for catkin length 

as a function of the geographic (latitude and elevation) and climatic (mean annual 

temperature, annual precipitation, diurnality, and precipitation seasonality) variables 

for each species. We also calculated all possible bivariate models for each species, 

involving all pair-wise combinations for each of the four climatic and the two 

geographic explanatory variables. Interaction effects between climatic or geographic 

variables were excluded from these models as the biological importance was 

tenuous. More complex models (trivariate and quadvariate) were not included, due to 

low sample sizes. For each model we determined the value of its Akaike Information 

Criterion corrected for small sample size (AICc). The lowest values indicate the 

models with the best empirical support, and we used the convention that models 

differing in AICc by less than 2 units have a similar degree of support (Kass and 

Raftery 1995, Burnham and Anderson 2002). Once the models with the lowest AICc 

scores were identified, we ran linear or multiple linear regression models to identify 

the the effect size of each of the environmental variables.   

Home/Away range effects 

We repeated the AICc model selection techniques including a home vs. away 

range variable. Five out of 17 species had adequate sample sizes for inclusion in the 

home vs. away range analysis: S. alba (nhome= 30, naway= 50), S. cinerea (nhome= 46, 

naway= 71), S. fragilis (nhome= 8, naway= 27), S. purpurea (nhome= 33, naway= 15), and S. 

viminalis (nhome= 35, naway= 20). Similar to the analysis excluding the home/away 

range variable, we calculated all possible univariate and bivariate models for each 

species, involving all pair-wise combinations for each of the four climatic and two 

geographic explanatory variables plus the home/away range variable. Additionally, 

for each species we calculated models with all combinations of one or two interaction 

variables between each climatic or geographic variable and the home/away range 

parameter, resulting in 60 candidate models per species, including 12 geographic 

models and 48 climatic models. The geographic and climatic models with the lowest 
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AICc scores were identified and summarised to identify the strength of the 

home/away range variable. Lastly, a simple Welch’s t-test was completed for each 

species to compare mean catkin lengths between the home and away ranges.  

Results 

Phylogeny 

 There was no phylogenetic signal for catkin length. Maximum likelihood 

estimates of Pagel’s λ were λ = 0.0000 using the phylogeny of Lauron-Moreau et al. 

(2015), indicating no phylogenetic signal. The likelihoods for this value did not differ 

from those for λ = 0, and likelihood ratio tests did not reject the hypothesis of λ = 0 (P 

≈ 1) for the phylogeny. We therefore ignore phylogeny and report ordinary least 

squares regression or linear mixed model results for inter- and intraspecific 

relationships. 

Effect of geographic and climatic parameters 

In our geographic genus-level mixed effects model, we found elevation had a 

significant negative correlation (t= -3.87, df= 564, p<0.001) with catkin length, while 

latitude and the latitude and elevation interaction variables had no significant 

relationship (latitude: t= -0.21, df= 564, p=0.86; latitude-elevation interaction: t= -

0.10, df= 564, p=0.92) (Figure 5.2, Table S5.2). The fixed effects of the geographic 

genus-level model had low predictive ability for catkin length (R2
marginal=0.03), but the 

random effect of species added considerable predictive power (R2
conditional=0.34). In 

our climatic genus-level mixed effects model, we found that diurnality (t= -2.42, df= 

563, p=0.02) had a significant effect on catkin length, while mean annual 

temperature (t= 0.65, df= 563, p=0.53), annual precipitation (t= -0.34, df= 563, 

p=0.74), and precipitation seasonality (t= -0.10, df= 563, p=0.93) did not. Similar to 

the geographic model, the fixed effects of the genus-level climatic model also had 

low predictive ability for catkin length (R2
marginal=0.02), and the species random effect 

increased the predictive power (R2
conditional=0.33). The variance and standard 

deviation of the species random effect variables for both the climatic and geographic 

models were larger than any of the fixed effect size variables (geographic model 

species RE variance= 0.71 (std. dev= 0.84), climatic model species RE variance=  
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0.72 (std. dev= 0.85)). The strength of the random effect variable suggests there are 

considerable differences among species in mean catkin length values, and that 

species-specific analyses are required.  

Following the genus-level analysis, we identified the top models with greatest 

support for each of the species. Of the candidate models considered, 15 of the 

geographic models were univariate and 13 out of 17 of the climatic models were 

univariate (Table 5.1). 16 out of 17 species had at least one other candidate model 

that was within 2 AICc units of the best supported model (Table S5.3). As such, 

these AICc differences place many of the remaining models within the range of 

empirical support substantially equivalent to that of the best models (Burnham and 

Anderson 2002) (Table S5.3). Seven out of the species top (not null) climatic models 

included diurnality, five of the top models included annual precipitation, five included 

precipitation seasonality, and four included mean annual temperature. Of the 

geographic models, 12 species included latitude in their top models and seven 

included elevation. Of the 17 species, five of their top climatic models were better 

(more than 2 AICc units difference) than the null model in predicting catkin length. 

Five of the top geographic models were more informative than the null model, though 

not necessarily for the same species where the climatic model was significant (Table 

5.2).  

Home/Away range effects 

Two of the five top climatic models were better than the null model, and one of 

the five top geographic models was better than the null (Table 5.2-5.3). Of the five 

species, two of the top climatic models were better than the null model in predicting 

catkin length, and the range parameter was significant included in a top model for 

three species (Table 5.3). Only one of the top five geographic models were 

significant, and none had a significant range predictor. None of the top geographic 

models contained an interaction between range and either geographic variable 

(latitude or elevation). Of the best (not null) geographic models, none were bivariate, 

with four top models containing elevation and only one containing latitude. Of the 

univariate, bivariate, and one- or two-interaction candidate models, three of the five 

top climatic models (excluding the null) included one interaction with the range 

variable, and only one species had a bivariate top model. None of the top climatic 
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models (excluding the null) contained both temperature and precipitation variables. 

Four out of five species had at least one other candidate model that was within 2 

AICc units of the top home/away range model, including one of the species’ climatic 

models and one of the geographic models (Tables 5.3, S5.4). Three of five top 

climatic models contained mean annual temperature. Two top climatic models 

contained precipitation seasonality and the interaction between precipitation 

seasonality and range (Table 5.2).  

Four of the five species had no significant difference between their native and 

invaded range mean catkin lengths (S. cinerea: t=0.98, df=95, p=0.35, S. fragilis: t= 

-.05, df=12, p=0.96, S. purpurea: t=2.04, df=25, p=0.05, S. viminalis: t=0.78, df=38, 

p=0.44). S. alba had significantly longer catkins in the invaded range than in the 

native range (t=2.78, df=75, p=0.006) (Figure 5.3).  

Discussion 

 Our study suggests that ecologically and phylogenetically similar species that 

inhabit similar ecosystems do not necessarily have consistent responses to their 

large-scale environment that are reflected by fecundity levels. When all species are 

pooled together, elevation (geographic) and diurnality (climatic) were significantly 

correlated with catkin length. However, their effect sizes were small and the models 

explain only a small proportion of the variability in the data (Marginal R2
climatic= 0.02, 

Marginal R2
geographic= 0.03). When including species differences, the top climatic and 

geographic models explained much more of the variation in catkin length 

(Conditional R2
climatic= 0.33, Conditional R2

geographic= 0.34). Seven of 17 Salix species 

we studied had climatic and/or geographic variables that predict catkin length, our 

proxy measure of fecundity, better than a null model. Diurnality was the most 

common climatic variable in top species-level models, followed by annual 

precipitation, precipitation seasonality, and mean annual temperature. In the 

geographic top models, 12 species models included latitude, while only seven 

included elevation. Based on larger R2 values in 15 out of 17 species’ models when 

comparing between top climatic and geographic models, climatic variables may be 

more efficient parameters to describe broad-scale patterns of fecundity variation in 

the Salix genus. When comparing catkin length between the home and away range, 

only one out of five species had significantly longer mean catkin lengths in the 
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invaded range, while all other species showed no difference. Additionally, when 

accounting for geographic and climatic variables, for four out of five species the null 

models were equivalent or better predictors of catkin length than those including 

geographic and climatic variables. This suggests that, overall, there are few 

differences in fecundity between native and invaded ranges in the five Salix species 

studied.  

Climatic and geographic variation  

 When pooling all Salix species together, as expected, there was a significant 

negative relationship between catkin length and elevation: in warmer, low elevation 

populations, catkins were longer. Mean annual temperature, however, had no 

significant correlation with catkin length. Extensive research suggests that warmer 

conditions during the period of reproductive bud maturation leads to increased plant 

fecundity (Woodward et al. 1994, Houle 1999, Piovesan and Adams 2001, Roland et 

al. 2014). The climatic data used here may have been too coarse to capture micro-

climatic differences, possibly obscuring the positive correlation we expected. Small 

samples of some species may also have resulted in non-detectable signals. 

Unexpectedly, there was also not a significant correlation between latitude and 

catkin length. We would have expected higher latitudes to have smaller catkins 

overall. The Salix genus is largely temperate (Isebrands and Richardson 2014). 

Consequently, temperate species in this study were highly oversampled, making 

large-scale latitudinal trends difficult to detect. More interestingly, the most important 

climatic predictor at both the genus- and species-level was diurnality, the mean 

difference between maximum and minimum monthly temperatures (O’Donnell and 

Ignizio 2012). The correlation between catkin length and diurnality was negative, 

suggesting that increasing amplitude of monthly temperature variation yields shorter 

catkins, producing less seed. Previous research on wheat (Semenov and Porter 

1995), soybean, and maize (Riha et al. 1996) yields for agricultural applications 

found the same effect in experimental studies: an increase in daily temperature 

fluctuations reduces grain yields (Wheeler et al. 2000). However, the fixed effects 

had very low predictive power (marginal R2
geographic=0.03, marginal R2

climatic=0.02) 

and extremely small effect sizes (elevation coefficient= -0.25, diurnality coefficient= -

0.07), which was to be expected based on the resolution of both the geographic and 

climatic variables. Similarly, our measure of fecundity, catkin length, is likely 

influenced by a variety of other genetic, biotic, and abiotic factors.  
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 Among the 17 Salix species studied here, there was a considerable lack of 

similarity in the amount of variation in catkin length explained by either the 

geographic or climatic models (0.02 ≤ Multiple R2 ≤ 0.32). Since we found no 

phylogenetic signal related to catkin length, we expect that environmental conditions 

must account for much of the variation in catkin length between species. Certainly, 

each Salix species’ catkin lengths respond differently to surrounding biotic and 

abiotic conditions, and also have unique levels of phenotypic plasticity. Previous 

research on 11 Arabidopsis thaliana genotypes found that the developmental timing 

of temperature stress affects plant fecundity, and that genotypes differed 

substantially in their response, which is consistent with our results on closely related 

taxa (Scheepens et al. 2018). Scheepens et al. (2018) also found that precipitation 

variability in the climate of origin was positively related to trait plasticity, which was in 

the top (not null) model describing catkin length for five of the species in this study. 

Since climate warming is forcing rapid adaptation of plant populations, and Salix 

species are all responding differently to climate, it is difficult to determine how Salix 

species will adapt to the changing climate. It is possible that some species will be 

overwhelmed by the magnitude of climate change occurring to adapt quickly enough 

for persistence under new environmental conditions (Jump and Penuelas 2005). This 

could have drastic consequences for the geographic distribution of more slowly 

adapting species in the upcoming warming centuries. However, since the many 

members of the genus are capable of and frequently do produce hybrids, the genus 

may produce more hybrid crosses with higher fitness than their parents under 

climate warming. This is consistent with previous findings which suggest that 

hybridization stimulates plant invasion success (Prentis et al. 2008).  

 In addition to variation in the amount of catkin length variability explained by 

the geographic and climatic variables, there was also considerable variation among 

species in which variables were the most important to catkin length. Diurnality was in 

the top (not null) models for the highest number of species, where increasing 

variation in temperature lowers catkin length. Previously, research has shown that 

increasing repetitions of extreme temperatures can cause seed output to be lowered 

(Moot et al. 1996). One reason this may be is because plants respond to 

temperature anomalies as if they are independent of one another (Porter and 

Semenov 2005), which, when occurring in close succession, can affect meiosis and 

pollen grain development (Wallwork et al. 1998). Since extreme weather events are 
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increasing with climate change (Coumou and Rahmstorf 2012), the frequency of 

temperature anomalies will increase and could potentially affect seed output. 

However, 16 out of 17 species had more than one statistically equivalent top model 

(AICc difference < 2), including 15 of the climatic species models and 13 of the 

geographic species models. Therefore, there is little indication that increasing 

temperature anomalies will have any effect on seed output at all. We recommend 

that future research aim to collect more precise temperature and precipitation data to 

more accurately describe the effects of temperature anomalies on fecundity. Our 

results may have primarily been dictated by the level of precision that the data was 

collected at, and the scale at which the study took place. These results also suggest 

that there is not consistency within the Salix genus in the fecundity responses of 

individual species to temperature, precipitation, or their variability. Researchers 

sometimes focus their studies on either mean values or their variability in climate, but 

not both. We recommend researchers consider using both average measures and 

measures of variability when completing correlational analyses between plant 

demographic traits and climatic variables.  

Home-Away range differences  

 There was no significant difference in catkin length for four of the five species 

between ranges, though the invaded range catkins of S. alba were significantly 

longer than those in the native range. Previous research suggests that invasive plant 

populations generally have increased sexual reproduction when their life history 

strategy is reliant on fecundity, rather than survival, which increases propagule 

pressure thereby supporting invasion (Burns et al. 2013). Since the Salix genus is 

early-successional in its home range (Isebrands and Richardson 2014), we would 

expect that species on margins of their distribution might produce more seed than 

those in the established native range, in order to optimize the transport of seed to 

open, disturbed habitat (Angert 2009). 

 In four out of five species the range variable is an equivalently useful predictor 

of catkin length as the null model, which entirely excludes the geographic, climatic, 

and range variables. In the fifth species, the null model is a better predictor of catkin 

length. Three of the species had significant interactions between the top climatic 

variables and the home-away range. Overall, there is little evidence which supports 

consistent differences between Salix fecundity in their native vs. invaded ranges as 

they relate to climatic or geographic variables. Our results suggest that we might 
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expect invasive and native Salix population fecundity to respond approximately 

equally under climate warming. This is inconsistent with previous research which 

suggests that small introduced populations of invasive species may be in a worse 

position to respond to climate change because the populations have fragmented 

habitats, which leads to decreased gene flow and a slower rate of adaption that 

could lag behind the rate of climate change (Jump and Penuelas 2005).  

Caveats 

 The data utilized in this research is quite coarse, and the climatic and 

geographic variables could not be descriptive of microsite variation between 

herbarium records. Temperature and precipitation variability, as derived from daily 

mean values, may not capture the temperature fluctuations relevant for responses of 

fecundity (Scheepens et al. 2018). Similarly, catkin length as a proxy for fecundity is 

less precise than other measures of fecundity because there is not a perfect positive 

correlation between catkin length and seed output. Ideally, field measurements of 

seed output would be more accurate, however given the scope of the study this 

would be impossible. Previous field measurements on S. cinerea in its invaded range 

found that seed set per capsule at high elevation Australia is actually about 1/4 the 

amount as at low elevation Australia (chapter 3), in addition to catkins being shorter 

in length and fewer catkins produced per crown (Figure S5.3). Furthermore, catkin 

length is likely affected by a number of variables other than its surrounding climate, 

such as biotic conditions, nutrient or light availability, and genetic limitations. 

However, since there were significant limitations to precision, the ability of our 

models to explain >10% of the variability in the catkin lengths of multiple species is 

striking and certainly ecologically significant. Furthermore, since this research was 

completed at a global scale across a large number of species, it would not be 

feasible to conduct in a more precise, field-based study without employing 

researchers from multiple countries and institutions. As such, this study is an 

example of the trade-off between data precision and collection opportunity to acquire 

broad-scale data and answer important ecological questions.  

Conclusions 

Our results suggest that there were no consistent large-scale environmental 

processes at the genus- or species-levels which affected fecundity, regardless of the 

range of the specimens. As such, the fecundity of the Salix species in this study 

must be constrained by factors other than physical location or surrounding climatic 
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conditions. However, our research also suggests that if researchers were able to 

collect more precise data we might see that surrounding environment would explain 

more of the variability in catkin length than was exhibited here. Though these results 

are rough approximations of what precise field data might tell us, it was an 

accomplishable first step in understanding the influence of climate, geography, and 

home vs. away range on fecundity in an ecologically and culturally important plant 

genus. 
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Tables 

Table 5.1. Top models for each species without the home/away variable included, 

and excluding the null model. Species name is bolded if top model is at least 2 AICc 

units less than the null model for either the climatic or geographic models. * indicates 

significance of the variable when α=0.05. Adjusted R2 values are listed for each 

model to account for the difference in number of variables between the two models. 

The greater R2 between the geographic and climatic models are written in bolded 

text. Species in purple text are those included in the home/away analysis as well. 

The following species had null models as their top geographic model: S. alaxensis, 

S. alba, S. cinerea, S. eriocephala, S. exigua, S. fragilis, S. lasiolepis, S. purpurea. 

The following species had null models for their top climatic model: S. alaxensis, S. 

alba, S. cinerea, S. fragilis, S. lasiolepis, S.purpurea. 

  

 Climate models Geographic models 

Species AICc 2 
units 
less 
than 
null  

Adj. R2 Mean 
Annual 
Temp. 

Diurn. Annual 
Prec. 

Prec. 
Seas. 

AICc 2 
units less 
than null 

Adj. R2 Lat. Elev. 

S. alaxensis  0.06  ●    0.02 ●  

S. alba  0.06   ●   0.0007 ●  

S. bebbiana ● 0.09   ●*   0.005 ●  

S. bonplandiana  0.07  ● ●  ● 0.08 ●  

S. caroliniana ● 0.26 ●*  ●  ● 0.03  ● 

S. cinerea  0.01  ●    0.009  ● 

S. eriocephala  0.11   ● ●*  0.06  ● 

S. exigua ● 0.21 ●* ●*    0.01 ●  

S. fragilis  0.36  ●    0.02  ● 

S. humboldtiana  0.06 ●    ● 0.07 ● ● 

S. interior  0.11  ●*   ● 0.10 ● ●* 

S. lasiolepis  0.02    ●  0.003 ●  

S. nigra ● 0.11    ●*  0.009 ●  

S. pentandra  0.03 ●*     0.008 ●  

S. purpurea  0.04    ●  0.003 ●  

S. scouleriana ● 0.13    ●*  0.003 ●  

S. viminalis  0.01  ●*    0.004  ● 
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Table 5.2. Top models generated from AICc model selection techniques on all 

univariate and bivariate predictors for each climatic and geographic variable sets. 

Interactions between each variable were also included in the candidate models. All 

models included the home/away range variable. Top models were selected and their 

results are presented here. Model significance is noted if top model is at least 2 AICc 

units smaller than the null model (in Model column). * indicates significance of the 

variable or model when alpha=0.05.  Adjusted R2 values are listed for each model to 

account for the difference in number of variables between the two models. The 

greater R2 between the geographic and climatic models are listed in bolded text. If an 

interaction variable was included in the top model it is indicated by an “I” in the 

column of the variable that it was interacting with. The following species had null 

models as their top geographic model: S. alba, S. cinerea, S. viminalis. The following 

species had null models for their top climatic model: S. alba, S. viminalis. 

 Climate models Geographic models 

Species Model Range R2 Mean 

Ann 

Temp 

Diurn Ann 

Prec 

Prec 

Seas 

Model Range R2 Lat Elev 

S. alba  * 0.09 ●      0.10 ●  

S. cinerea  * 0.04    ●*+I*   0.02  ● 

S. fragilis ●  0.32 ●*+I* ●*     0.12  ●* 

S. purpurea ● * 0.12    ● +I* ●  0.11  ● 

S. viminalis   0.04 ●      0.05  ● 
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Table 5.3. Top linear regression models predicting catkin length including geographic variables (elevation and latitude) or climatic 

variables (mean annual temperature, diurnality, annual precipitation, and precipitation seasonality). Tops models include those 

within 2 AICc units of the best model with the lowest AICc score and that known not to be significantly better than the best model. 

Models on the left include the climatic or geographic variables and the data from the home range only. Models on the right include 

both the home and away data, as well as a categorical variable for home/away range. For the home-only models, 10 climatic 

candidate models and 3 geographic models were considered. For the home/away models, there were 32 climatic candidate models 

and 8 geographic models. Geographic models are colored in blue for ease of reading. Abbreviations are as follows: MAT=mean 

annual temperature, AP=annual precipitation, Diurn=diurnality, PS=precipitation seasonality, Lat=latitude, Elev=elevation.  

 Home Only Home/Away 

Species Top Clim Top Geo Other top 

models 

Top Clim Top Geo Other top models 

S. alba Null Null Lat Null Null N/A 

S. cinerea Null Null 

Diurn, 

AP,  

PS, 

Elev PS+range+PS:range Null 

PS+Diurn+range 

+PS:range 

Null 

S. fragilis Null Null N/A MAT+Diurn+range+MAT:range Elev+ range 

MAT+Diurn+range 

+Diurn:range  

Lat+Elev+range 

Null 
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S. purpurea Null Null PS PS+range+PS:range Elev+ range 

AP+range, 

PS+AP+PS:range, 

PS+MAT+PS:range, 

Diurn+range+Diurn:range, 

MAT+range, 

PS+range 

S. viminalis Null Null 

Diurn, 

PS,  

Elev 

Lat 

Elev+Lat Null Null Elev+ range 
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Figure 5.1. Map of herbarium specimen locations, including species’ records in their 

home and away ranges. Each dot represents one herbarium specimen.  
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Figure 5.2. Mixed effects model coefficient plots of catkin length as a function of a) 

geographic variables and b) climatic variables. Geographic variables include 

elevation, latitude, and their interaction. Climatic variables, derived from WorldClim 

(Fick and Hijmans 2017), include mean annual temperature, diurnality, annual 

precipitation, and precipitation seasonality.  
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Figure 5.3. Average catkin length for five Salix species, between their home and 

away ranges. S. alba was the only species with significantly longer catkins in the 

invaded range (t=2.78, df=75, p=0.006). Species sample sizes are as follows: S. 

alba: nhome= 30, naway= 50, S. cinerea: nhome= 46, naway= 71, S. fragilis: nhome= 8, 

naway= 27, S. purpurea: nhome= 33, naway= 15, and S. viminalis: nhome= 35, naway= 20). 
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 The overall aim of this thesis was to better understand the phenology and 

reproductive ecology of Salix cinerea in its invaded range, and especially in the 

range of study: Victoria, Australia. I intended to better understand how surrounding 

abiotic conditions, including climate and geographic location, might influence the 

fecundity and spread rate of the species across its Victorian distribution. In Chapter 2 

I quantified the phenology of S. cinerea, a task which had not previously been 

empirically recorded in the literature. Chapter 2 also identified differences in heat 

accumulation requirements of the species between low and high elevation, which 

may help describe the species phenology under global warming. The third chapter 

considered specific S. cinerea phenophases more closely, identifying that pollen 

release and stigma receptivity overlap was indicative of seed fertilization rates, and 

was strongly correlated with seed output between low and high elevation. Chapter 4 

compared the quality of the seed output of S. cinerea between low and high 

elevation, comparing seed sizes and germination rates. I found that high elevation 

individuals produced seeds with about 15% higher overall germination rates than 

those at low elevation. However, high elevation individuals still accounted for fewer 

seeds germinating than those at low elevation due to the vast difference in seed 

output between high and low elevation individuals, as well as the higher number of 

individuals at low elevation overall. Finally, Chapter 5 considered 17 species in the 

Salix genus more broadly to identify variation in fecundity across geography and 

climate, and in between native and invasive populations of five species. I found that 

variation in fecundity was more significant between species than across the genus. 

This suggests that there were no consistent large-scale environmental effects at the 

genus- or species-levels which affected fecundity, regardless of the range of the 

specimens. Species’ fecundity must be constrained by factors other than physical 

location or climate.   

I have also provided unique insights to the broader fields of invasion biology, 

plant ecology, and climate change ecology. With respect to climate change, these 

chapters suggest that willows appear to adapt sufficiently well to warmer climates. 

This is shown from the successful shifting of reproductive events in response to 

warmer conditions (Chapter 2), as well as the longer period of phenological overlap 

at warm, low elevation (Chapter 3). Additionally, S. cinerea has a longer growing 

season (Chapter 2), indicating faster growth rates (Myneni et al., 1997) and 
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produces considerably more seed overall (Chapter 4) in the warmer, low elevation 

climate. Overall, these results suggest that the spread potential of S. cinerea is likely 

to be higher at low elevation, under warmer conditions. However, the higher 

germination rates of high elevation individuals (Chapter 4) suggests that there are 

complexities in the system that cannot only be attributed to abiotic conditions. This 

thesis provides further evidence to the growing body of literature which suggests that 

invasive plants may be more resilient to climate change than species without 

qualities which allow them to be successful invaders, including rapid growth rate and 

production of large quantities of seed (Dukes and Mooney, 1999, Theoharides and 

Dukes, 2007, Blackburn et al., 2011).  

Phases of Spread 

In the introduction of this thesis (Chapter 1), I outlined the three phases of 

spread (pre-dispersal, dispersal, and post-dispersal) which were to be addressed in 

the upcoming chapters (Figure 1.3). In my four subsequent chapters, I provided 

novel insights into the effects of climate and geographic location on the pre-dispersal 

phase of spread. In particular, my thesis focussed on the pollen and seed release 

phenology and seed output aspects of pre-dispersal. Broadly, we found that both 

climate and geographic location, notably elevation, and likely their interaction, have a 

significant effect on both phenology and seed output. Interestingly, we found that 

seed output is affected by climate and geographic location significantly in S. cinerea 

(Chapter 4), but climate and geography were not consistently significant predictors of 

seed output among other members of the genus (Chapter 5). This may be related to 

S. cinerea’s relatively wide geographic and habitat range. Since S. cinerea is the 

only known species of the genus to naturalize outside of riparian zones (Cremer, 

2003), it may be more sensitive to climate in non-riverine habitats.  

Additionally, in Chapter 4 I identified new insights into the dispersal and post-

dispersal phases of spread for S. cinerea. I found that the size of S. cinerea’s 

anemochorous seeds did not appear to have a direct effect on their dispersal 

capacity, suggesting that the competition-colonisation trade-off may not be especially 

relevant in discussion of wind-dispersed seeds. The post-dispersal phase of spread 

was addressed by quantifying germinability of S. cinerea seeds produced at low and 

high elevation, and grown under conditions mimicking those found in spring at low 
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and high elevation. We found that germinability was affected both by the location the 

seeds were produced and the conditions under which they are sown. Generally, this 

research suggests that all three phases of spread are linked to surrounding climatic 

conditions, indicating that future research focussed on Salix spread should 

incorporate at least basic metrics of climate into its analysis.  

Management Implications 

 Of the many important findings in this thesis, the most readily applicable are 

those related to management practices of S. cinerea in Victoria, Australia. 

Catchment managers are given limited financial resources, and therefore require 

ample planning and information about the species of interest in order to optimise 

their control efforts, minimizing the spread and impact of the species of interest as 

effectively as possible (Giljohann et al., 2011). I found several important pieces of 

information throughout this thesis which could help inform Victorian catchment 

managers where to allocate their resources in future control seasons.  

 In Chapter 2, I identified that high elevation populations have 20% shorter 

growing seasons than at low elevation, and thus have slower growth rates (Myneni 

et al., 1997), indicating that they will spread vegetatively more slowly. Furthermore, I 

found in Chapter 4 that the spring conditions at low elevation are more conducive to 

seed germination than at high elevation. This suggests that more low elevation 

seeds will experience optimal germination conditions than seeds matured at high 

elevation. Hopely (2011) found that only approximately 10% of S. cinerea seeds 

disperse further than 50 km, indicating that most of the seeds produced at high 

elevation will stay in approximately high elevation conditions.  

 In Chapter 3 I found that there is significantly more pollen available at low 

elevation compared with high elevation, likely as a result of increased overlap 

between pollen release and stigma receptivity. The increased level of phenological 

overlap resulted in an increased level of seed fertilization, which was highly 

correlated with seed output. Although I found in Chapter 4 that there are slightly 

higher germination rates overall at high elevation compared to low, there are still 

more seeds likely to germinate per tree at low elevation due to the significantly 

higher number of seeds produced. This, combined with the lower number of S. 

cinerea populations at high elevation overall (due to less high elevation land mass, 
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as well as the planting of S. cinerea in low elevation farmlands (Cremer, 2003)), 

suggests that the primary sources of germinable seeds are originating from low 

elevation, which is also home to the fastest growing shrubs across the landscape.   

 State-wide management, as has been mentioned previous chapters, is 

currently focussed primarily on removing S. cinerea populations from the vulnerable 

and threatened peatland ecosystems at high elevation (McDougall et al., 2005, 

Moore and Runge, 2012). Similarly, previous research has largely focussed on 

managing threats to alpine peatlands (Moore and Runge, 2012), however managers 

are also controlling S. cinerea throughout eastern Victoria where the species 

threatens waterways. Individual catchment management authorities have had 

varying approaches to S. cinerea removal, with some just targeting sections of the 

catchment most important to recreational activities and others aiming to eradicate 

the species entirely from their rivers of jurisdiction. Unfortunately, because the 

species’ seeds frequently disperse long distances (Hopley, 2011) and broken 

branches can re-root after traveling downstream (Cremer, 1999), it would be in the 

best interest of the affected catchment management areas to develop a coordinated 

S. cinerea eradication strategy which accounts for the interconnectedness of their 

river systems. The entirety of my research might suggest that in order to minimise 

the spread of S. cinerea at a landscape-scale, state-wide managers could direct their 

research funds and efforts to remove low elevation populations with large, highly 

fecund female individuals. 

Ecologically, it is somewhat surprising that S. cinerea appears to be more 

fecund at low elevation compared to high. As described in Chapter 3, the species’ 

native range in northern Europe is climatically more similar to high elevation than low 

elevation. This may be a result of competition between the hundreds of Salix species 

in the native range of S. cinerea, where dozens of species with similar ecological 

niches compete for the same habitat (Isebrands and Richardson, 2014). S. cinerea 

may also be less successful at high elevation because it is often growing outside the 

ecosystem type common for the genus. Exposure to wind and frost during the 

growing season as a result of their location at high elevation, for example, may affect 

the success of high elevation populations (Inouye, 2008). Additionally, most high 

elevation populations of S. cinerea are growing in wetlands and bogs, rather than the 

usual riparian zones where the other 80+ species in Australia are found (McDougall, 
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2007). Furthermore, at high elevation, the riparian areas are generally less disturbed 

from logging, fire, and other human-mediated activities than at low elevation, making 

establishment of the early-successional species more difficult (McDougall et al., 

2005).  

 The discrepancy between success at low and high elevation may also be the 

result of a growth-survival trade-off: the phenomenon in which plants allocate more 

energy resources towards survival in harsh conditions and more energy towards 

growth in benign conditions (Wright et al., 2010). This was precisely what was 

identified in S. cinerea in Chapters 2-4: a higher proportion of large seeds were 

produced with higher germinability at high elevation in sub-optimal conditions, and 

low elevation populations in warm conditions produced large individuals with more 

seed. Previous research on woody trees along temperature gradients also found that 

height (Chuine et al. 2006) and tree-rings (Miyamoto et al., 2010) both exhibited 

slower growth under stressful temperature conditions. This observation is consistent 

with the findings made throughout my thesis, suggesting that growth and survival are 

both dependent on S. cinerea’s surrounding climate. With respect to management, 

my thesis still recommends a focus on surrounding environmental conditions to 

gauge the likely success of Salix populations.  

  Certainly, there are a multitude of factors which influence the direction of 

management efforts for S. cinerea (Moore and Runge, 2012). I hope that this 

research will help managers to have a clearer understanding of the issue at hand 

when deciding how to optimally allocate their resources for the control of S. cinerea. 

Future research   

 The research conducted in this thesis answered many important questions 

regarding the ecology of S. cinerea, but also introduced new questions that would be 

interesting to pursue in the future.   

The Haig-Westoby Equilibrium with a non-native twist 

 One research idea that stemmed from my thesis involved the classic Haig-

Westoby equilibrium, which suggests that pollen limitation is the result of a 

disequilibrium between pollen acquisition and resource acquisition (Haig and 

Westoby, 1988). When equilibrium is forced out of sync by a change in pollination 
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system or the resource environment, chronic pollen limitation can occur (Ashman et 

al., 2004). Resources include a variety of plant requirements acquired from the 

environment- soil nutrients, light, heat, etc. Alternatively, pollen acquisition requires 

an adequate number of pollinators available, as well as energy provided by the plant 

to produce pollinator-attracting nectar, as Salix species do (Isebrands and 

Richardson, 2014). A pollination environment not conducive to retaining the pollen-

resource equilibrium could include increased competition for pollinators and/or 

limited pollinator availability, possibly as a result of stochastic environmental 

perturbations (Ashman et al., 2004). The resource environment can cause a shift 

from equilibrium if there is a change that causes poor nutrient availability or 

unfavourable weather conditions, such as extreme weather disturbances like 

flooding or fire. Alternatively, both the resource and pollination environment can be 

altered by introducing a species into an entirely foreign environment, as non-native 

species are. In Chapter 3, I found that lowered S. cinerea seed output was 

associated with decreased phenological overlap between pollen release and stigma 

receptivity, suggesting that its phenology has been disrupted in the invaded range. 

This change in phenology caused less pollen availability during the period of stigma 

receptivity, resulting in overall pollen limitation which was only indirectly a result of 

changes in resource acquisition, via their effect on phenology. Based on those 

results, I propose that there may be a more sophisticated version of the Haig-

Westoby equilibrium theory beyond a simple trade-off of pollen and resource 

acquisition when applied to non-native plant species.  

 For species introduced into ecosystems in which they have not evolved, I 

believe that pollen and resource acquisition are out of equilibrium. Additionally, I 

hypothesize that non-native plants initially obtain fewer resources from their 

environment, which can result in lowered pollen and resources overall. Specifically, 

lowered heat accumulation at high elevation may be affecting the timing of flower 

bud break (Chapter 2). This affects the timing of reproductive events and causes 

reduced overlap between pollen release and stigma receptivity, thus limiting pollen 

availability, and lowering pollen acquisition. Therefore, not only is the equilibrium off 

balance, but there is also a result of fewer pollen and resources available overall in  
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the non-native range (Figure 6.1). Additionally, if other resources are limited in the 

non-native populations of S. cinerea, such as soil nutrients or non-essential 

symbiotic relationships, this might explain the sub-optimal (<100%) overlap in pollen 

release and stigma receptivity at both low (42% overlap) and high elevation (24% 

overlap). Most commonly, pollen limitation hypotheses are tested using pollen 

supplementation experiments: the seed output of control plants is compared to those 

that have been given additional pollen. If plants with added pollen produce more 

seed than the controls, it is assumed that the plant’s reproduction is limited by pollen 

reception (Ashman et al., 2004, Knight et al., 2005). Unfortunately, because I did not 

specifically test pollen limitation of S. cinerea in Chapter 3, I do not have sufficient 

evidence that this disequilibrium can be applied accurately to non-native species. 

This could be tested at a later date by completing pollen supplementation 

experiments paired with measures of phenological overlap in, ideally, both the home 

and away ranges. Following that data collection, a climate comparison between the 

home and away ranges of study could narrow down the effects of resource 

acquisition related to heat accumulation. In the future the Haig and Westoby (1988) 

equilibrium theory applied to non-native plants would be a worthwhile focus of study 

for theoretical and invasion ecologists interested in differences between intraspecific 

native and invasive plant fecundity. 

Phenological overlap in native vs. invaded range 

 Another interesting research imperative stemmed from the findings of Chapter 

3. I found that there was a lower level of pollen release and stigma receptivity 

overlap at high elevation, where climatic conditions are more similar to the native 

range of S. cinerea than at low elevation. What remains unclear is why the climate 

conditions more similar to the native range of the species resulted in lower 

phenological overlap and fecundity. In order to better understand this phenomenon 

between the native and invaded distributions it would be necessary to identify 

whether there is variation in phenological overlap of S. cinerea across the climatic 

range of its native populations. When collecting the herbarium data for Chapter 5, I 

also gathered specimens in the pollen release and stigma receptivity phenophases 

for two Salix species (S. cinerea and S. nigra). This data will allow me to identify 

phenological overlap variation across the latitudinal distributions of S. cinerea in its 

native and invaded ranges, and across the native range of S. nigra. Furthermore, I 
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can use the catkin length data of the herbarium specimens, as done in Chapter 5, to 

replicate the study findings of Chapter 2, comparing phenological overlap levels to 

relative catkin lengths, as a measure of fecundity. This comparison will provide more 

information about the prevalence of variation in phenological overlap between native 

and invaded ranges of a common native species in Europe, and a species of high 

management importance in Australia and New Zealand. Additionally, this study will 

provide novel insights to how the species’ phenological overlap is likely to shift in 

response to climate change, based on the wide climatic variation experienced across 

the native and invaded distributions.  

 More completely, in addition to the phenological overlap data analysis, 

completing a population viability analysis (PVA) may resolve the unlikely result of low 

elevation sites producing higher phenological overlap and fecundity, while high 

elevation sites had higher seed fitness. Simple calculations in Chapter 3 suggested 

that there were indeed more viable seeds produced per individual at low elevation, 

however a PVA would more accurately incorporate aspects of growth rate into the 

basic statistics calculated here. By combining the large-scale phenological overlap 

analysis with a PVA future research could disentangle the effects of climate on the 

fecundity of invasive S. cinerea.  

Conclusion 

 In conclusion, my thesis has highlighted the importance of climate and 

geographic location for the phenology and reproductive ecology of an invasive plant. 

Given the rate of spread in S. cinerea, and its high capacity to influence native 

ecosystems, it is of urgent importance to alert managers how best to efficiently and 

effectively remove populations with especially high potential for spread (Cremer, 

2003, Moore and Runge, 2012). My research provides novel insights regarding 

where major seed sources might exist across the landscape of north-eastern 

Victoria, Australia. Similarly, I have established novel insights to classic ecological 

themes as they are related to invasive, wind-dispersed plants. In particular, I have 

provided useful information about the competition-colonization hypothesis, 

phenological overlap, and fecundity’s response to varying environmental conditions. 

There remain a number of open questions related to these topics, and the 
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management of S. cinerea in its invaded range, however I hope to inspire future 

researchers to continue aiming to fill these knowledge gaps. 
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Figures 
 

 
Figure 6.1. Conceptual model of the Haig and Westoby pollen-resource equilibrium 

for native plants (Haig and Westoby, 1988), compared to my proposed hypothesis of 

disequilibrium in non-native plants as a result of varying phenological overlap across 

the non-native distribution (top). I expect (bottom) that native species have a larger 

amount of pollen and resources as a result of having evolved in the environment 

they reside, and therefore an ability to utilise resources more effectively than non-

native species. Since non-native species have not evolved in response to their 

surrounding environment, there is potential for resource acquisition to be lower, 

causing lowered pollen release and stigma receptivity overlap, and therefore 

decreasing pollen acquisition, regardless of pollinator availability. PR-StRe 

phenology refers to pollen release and stigma receptivity phenological overlap.  
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Duration, but not timing, of flowering phenology changes with 
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Additional Methods 

Salix identification 

 Salix spp. hybridize extensively making them difficult to identify in the field. In 

Australia, S. cinerea has two known subspecies: S. cinerea ssp. cinerea and S. cinerea 

ssp. oleifolia, and there are two common hybrids: S. x reichardtii (S. cinerea x S. caprea) 

and S. calodendron (S. cinerea x S. caprea x S. viminalis) (Cremer 2003). In this study we 

aimed to include S. cinerea ssp. cinerea only. We included only populations of willows with 

the following traits: generally <10 m tall, multi-stemmed shrub with no central trunk, 

reticulate, often slightly recurved, leaf shape spirally arranged with an entire margin, ribbed 

stem under grey-brown coloured bark (sometimes apparent in outer bark), male flowers 

dome-shaped about 3 cm long with bright yellow, occasionally orange pollen, and female 

flowers cylindrical in shape about 3-9 cm long at maturity (Holland Clift and Davies 2007). 

Data collection 

 S. cinerea is multi-stemmed, so to avoid mistakenly double-counting a single 

individual, mature individuals were only included in a site if the stems of what was 

presumed to be one individual were located ≥ 1 m from the neighbouring individual. Low 

elevation sites were monitored from mid-August until late November when >90% of flowers 

had fallen from >90% of female individuals. High elevation sites were monitored until 

January, when >90% of their flowers had dropped. We chose to estimate phenophases 

visually, based on the amount of flowers present in each individual, because previous work 

suggests this is generally accurate to ±10% of shoot-count methods, and is considerably 

more time efficient (Maclean and Lidstone 1982). 

October 2016 Flood 

 On October 4th, 2016 a severe flood occurred in the region of the low elevation 

sites. Water levels rose in the Ovens Catchment from a usual depth of 2-8 m to a 

maximum of 12.78 m, categorizing it as a major flood (Bureau of Meteorology 2018). 

Consequently, the month of October, along with the preceding winter months (May-

September, 2016) were considerably wetter than average (between 15-90 mm more 

rainfall than average each month). The maximum monthly temperatures in 2016, however, 

were in line with long-term averages (www.bom.gov.au/climate/data, access date: 16-11-

17). Damage to the low elevation study sites was considerable: several individuals were 

entirely uprooted and pulled downstream, while others were bent over. Additionally, many 

of the tags used to identify individuals and a temperature data logger were swept away in 

the river (see Phenological Monitoring section). Subsequently, only individuals that were 
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accessible for the duration of the study, and that could be identified with certainty were 

included in the data analysis (Table S2.1).  

Study site climate 

 The climate at all study sites is temperate (sites are inland (115-165 km from the 

coast) and largely unaffected by oceanic and Tasman Sea temperatures). Temperatures 

are not cold enough for snow at low elevation, but snowfall does occur from May to 

September at high elevation. Average annual rainfall for all years at the closest low 

elevation weather station (Edi Upper, approximately 30-50 kms from low elevation sites), 

was 1054 mm (station open 1985-2017; latitude: 36.74° S, longitude: 146.47° E, 365 m 

elevation). The nearest high elevation weather station (Mount Hotham, approximately 10 

kms from the high elevation site), had an annual precipitation, including rain and snowfall, 

of1454 mm (station open 1990-2017; latitude: 36.98° S, longitude: 147.13° E, 1849 m 

elevation). Coldest annual temperatures at these weather stations occurred in July with 

low elevation maximum temperatures reaching 11.9°C and minimum of 3.6°C, while high 

elevation temperatures reach a maximum of 1°C and a minimum of -3.7°C. Warmest 

temperatures occurred in January with a maximum of 30.2°C and minimum of 14.0°C at 

low elevation, and a maximum of 17.7°C and minimum of 7.8°C at high elevation 

(www.bom.gov.au/climate/data, access date: 16-11-17). The high elevation meteorological 

station is 209 m higher in altitude than the high altitude site, so actual temperatures at the 

Dinner Plain site are likely to be slightly warmer.   
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Tables  

Table S2.1. Characteristics of study sites, including elevation, the number of individuals 

separated by sex, presence of a temperature data logger, and the number of visits to each 

site during each year of study. Individuals that were not observed to flower were classified 

as unknown. 

 

Site  Location Elevation 

(m) 

Female 

(n) 

Male  

(n) 

Unknown 

sex (n) 

Total 

(n) 

Visits 

2015/16 

Visits 

2016/17 

1 

 

Yarrabula 

Creek 

302 

 

10 16 2 28 8 16 

2 

 

Yarrabula 

Creek 

292 

 

13 11 0 24 8 15 

3 

 

Buckland 

River 

410 

 

14 10 1 25 7 15 

4 

 

Buckland 

River 

384 10 11 1 22 7 14 

5 Dinner 

Plain  

1639 9 5 7 21 6 22 

 Total  58 52 11 119   

 

  

Page 150



 

Table S2.2. Location details of field site weather data compared to the SILO data drill. The 

SILO data drill function only supplies data to the degree minute, rounded to either 0 or 5. 

As such, Yarrabula Creek and Buckland River had only two SILO outputs for their four 

sites.  

 

  Latitude Longitude Elevation (m) Period of data available 

Yarrabula 

Creek  

Site 1 -36.75169 

 
146.69054 

 
302 31/8/2016-23/11/2016 

 Site 2 -36.74851 146.68913 292 No logger 

 SILO  -36.75 146.70 600  21/06/2016 - 

21/06/2017 

Buckland River  Site 3 -36.87483 146.87186 384 30/8/2016-27/9/2016 

 Site 4 -36.84874 

 
146.85474 

 
410 No logger 

 SILO -36.85 146.85 449  21/06/2016 - 

21/06/2017 

Dinner Plain Site 5 -37.02037 

 
147.22842 

 
1640 14-9-2016-3/1/2017 

 SILO -37.00 147.25 1559  21/06/2016 - 

21/06/2017 
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Table S2.3. Linear regression models to compare field-collected data logger data and the  

SILO interpolated dataset. These values correspond to the lines plotted in Figure S2.1. 

 

 

 

 
  
  

 
 
Parameter 

Yarrabula Buckland Dinner Plain 

 Maximum Minimum Maximum Minimum Maximum Minimum 

Intercept  2.659 0.687 -3.318 2.067 4.696 -1.313 

Standard Error 0.869 0.416 3.586 1.13 0.529 0.225 

 
Different  
from 0? 
 

 
Yes 
t=3.062 
p=0.002** 

 
No 
t=1.653 
p=0.102 

 
No 
t= -0.925 
p=0.363 

 
No 
t=1.826 
p=0.079 

 
Yes 
t=8.872    
p=1e-14*** 

 
Yes 
t= -5.842 
p=5e-08*** 

       
Slope  1.080 0.808 1.306 0.592 1.013 0.852 

Standard error 
 

0.049 0.057 0.231 0.163 0.039 0.035 

Different  
from 1? 
 
 

No 
t=-1.618 
p=0.109 

Yes 
t=3.343 
p=0.001** 

No 
t=-1.323 
p=0.197 

Yes 
t=2.497 
p=0.019* 

No 
t=-0.329 
p=0.743 

Yes 
t=4.204 
p=5e-05 *** 

Multiple R2 0.851 0.704 0.514 0.328 0.862 0.842 

Sample size  85 85 29 29 112 112 
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Table S2.4. Generalised linear model output when GDD values were calculated using a 

threshold of 10 (THS=10), instead of 0.  

 

  

Model GLMM 
coefficient 

(SE) 

z p Marginal 𝑅2 
(fixed factors) 

Conditional 𝑅2 
(fixed factors + 
random effect) 

Bud Break (female)      

Intercept 5.10 (0.59) 8.71 <0.001 0.89 0.91 

GDD 5.82 (0.50) 11.74 <0.001   

Elevation 0.20 (0.86)      0.23 0.56   

Pollen Release      

Intercept 6.90 (0.98) 7.06 <0.001 0.97 0.98 

GDD 11.99 (1.38) 8.66 <0.001   

Elevation -9.20 (1.64) -5.61 <0.001   

Seed Release     

Intercept -8.53 (1.43) -7.46 <0.001 0.97 0.98 

GDD   12.19 (1.52) 8.00 <0.001   

Elevation -8.86 (1.46) -6.09 <0.001   
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Table S2.5. 5a) Parameter estimates of generalized linear mixed models for the initial date 

of bud break (in females), pollen release, and seed release. Models include 2016 data 

only. All models were fit with binomial families with logit functions. Models with male data 

have a sample size of 848 observations, while female models have 878 observations. A 

nested random effect was included in the model for individual within site, but results are 

not presented in the main text because they accounted for little model variation.   

5a) Growing degree days 

Model GLMM 
coefficient 

(SE) 

z p Marginal 𝑅2 
(fixed factors) 

Conditional 𝑅2 
(fixed factors + 
random effect) 

Bud Break (female)      

Intercept 3.18 (0.39) 8.086 <0.001 0.90 0.91 

GDD  6.71 (0.57) 11.79 <0.001   

Elevation 8.20 (0.83) 9.88 <0.001   

Pollen Release      

Intercept 4.75 (0.65) 7.36 <0.001 0.97 0.98 

GDD 13.16 (1.49) 8.83 <0.001   

Elevation 15.34 (2.09) 7.35 <0.001   

Seed Release     

Intercept -13.09 (1.73) -7.58 <0.001 0.96 0.97 

GDD  12.93 (1.58) -7.58 <0.001   

Elevation 17.62 (2.59) 6.81 <0.001   
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5b) Julian date 

Model GLMM coefficient 
(SE) 

z p Marginal 𝑅2 
(fixed factors) 

Conditional 𝑅2 
(fixed factors + 
random effect) 

Bud Break (female)    

Intercept 4.92 (0.59) 8.29 <0.001 0.88 0.91 

Julian date 5.55 (0.47) 11.73 <0.001   

Elevation -0.14 (0.94) -0.15 0.89   

Pollen Release      

Intercept 6.45 (0.99) 6.54 <0.001 0.96 0.97 

Julian date 11.08 (1.26) 8.77 <0.001   

Elevation -10.95 (1.91) -5.74 <0.001   

Seed Release     

Intercept -9.35 (1.25) -7.51 <0.001 0.98 0.98 

Julian date 14.14 (1.73) 8.20 <0.001   

Elevation -13.85 (2.15) -6.43 <0.001   
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Table S2.6. Peak, start, and end Julian dates extracted from the OLR models. The peak 

date is back-calculated from the maximum probability of each phenophase occurring and 

its standard error was generated from all fitted value outputs generated over the 151 days 

considered by the model (days 50-200). The start and end dates are generated from the 

peak date and it’s standard error to describe when 95% of individuals will have completed 

the phenophase. Bud break in males at high elevation, winter senescence, and dormancy 

are not included because we did not observe the entire phenophases, and therefore 

cannot accurately identify the peak dates.  

 Peak date [SE] Probability at peak 
date [CI] 

Start date End date 

Males (low)    
Init. BB 77 [3.56] 0.74 [0.70, 0.78] 70 83 

Full BB 87 [3.56] 0.13 [0.127, 0.138] 80 93 

Init. PR 97 [3.56] 0.68 [0.64, 0.71] 90 103 

Full PR 112 [3.56] 0.56 [0.54, 0.59] 105 119 

Females (low)    
Init. BB 87 0.61 [0.58, 0.63] 80 93 

Full BB 94 0.07 [0.068, 0.075] 87 101 

Init. StRe 106 0.80 [0.76, 0.84] 90 104 

StRe Anth. 125 [3.56] 0.70 [0.67, 0.73] 118 132 

Init. SR 137 [3.56] 0.32 [0.30, 0.33] 130 144 

Full SR 144 [3.56] 0.37 [0.35, 0.38] 137 151 

Males (high)    
Full BB 107 0.85 [0.81, 0.89] 100 114 

Init. PR 125 0.53 [0.51, 0.56] 118 132 

Full PR 141 0.79 [0.75, 0.83] 134 148 

Females (high)    

Init. BB 104 0.995 [0.93, 1] 97 111 

Full BB 130 0.30 [0.29, 0.31] 123 137 

Init. StRe 141 0.83 [0.79, 0.87] 134 148 
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StRe Anth. 159 0.83 [0.79, 0.87] 152 166 

Init. SR 174 0.58 [0.56, 0.61] 167 181 

Full SR 181 0.25 [0.24, 0.26] 174 188 
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Table S2.7. The average number of days since winter solstice (June 21, 2016) that each 

phenophase began and ended in S. cinerea for 2015-2016, as well as the average 

duration of reproductive events (in days). Standard errors are in parentheses beside the 

average number of days and stage durations.  

 

Site n Mean 
start 

Mean 
end 

Duration 
(mean start-end) 

Bud Break-male     

1 (low) 17 74.29 (1.98) 90.35 (2.77) 16.06 

2 (low) 11 75.09 (2.59) 91.36 (1.14) 16.27 

3 (low) 14 67.93 (2.72) 85.07 (1.72) 17.14 

4 (low) 18 66.22 (1.44) 82.17 (0.95) 15.94 

5 (high) 4 59 117.25 (3.25) 58.25 

BBCH stages: Initial generative bud break (54) and full generative bud break (55) 

Bud Break-female 

1 (low) 9 86.56 (1.56) 92.78 (0.78) 6.22 

2 (low) 10 87.50 (4.28) 99.50 (4.64) 12.00 

3 (low) 13 74.08 (2.70) 87.38 (3.66) 13.31 

4 (low) 16 74.31 (2.21) 86.75 (0.78) 12.44 

5 (high) 9 83.67 (1.72) 127.89 (0.89) 44.22 

BBCH stages: Initial generative bud break (54) and full generative bud break (55) 

Pollen Release     

1 (low) 17 92.94 (1.97) 114.59 (2.25) 21.65 

2 (low) 11 98.82 (1.64) 119.00 (1.63) 19.18 

3 (low) 15 92.27 (1.78) 114.67 (2.41) 22.40 

4 (low) 18 87.72 (1.15) 106.39 (2.51) 18.67 

5 (high) 4 125 (3.25) 149 (0) 23.75 

BBCH stages: Initial pollen release (56) and anthesis (65) 
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Seed Release 

1 (low) 11 132.45 (2.44) 145.18 (2.89) 12.73  

2 (low) 12 135.58 (2.35) 142.67 (2.34) 7.08 

3 (low) 15 132.40 (2.37) 143.80 (1.52) 11.40 

4 (low) 9 126.11 (2.90) 137.00 (1.94) 10.89 

5 (high) 9 168.67 (2.78) 183.67 (4.22) 15.00 

BBCH stages: Initial seed release (56) and full seed release (65) 

Foliation     

1 (low) 26 111.52 (1.71) 329.96 (1.66) 218.45 

2 (low) 24 114.30 (1.56) 328.57 (1.83) 215.28 

3 (low) 24 111.47 (1.52) 328.74 (1.70) 217.27 

4 (low) 21 105.47 (2.12) 321.42 (2.15) 215.95 

5 (high) 14 138.9 (2.67) 304.6 (3.50) 165.7 

BBCH stages: Leaf expansion (11) and dormancy (97) 
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Table S2.8. a) Two-way ANOVA showing the difference in the duration (minimum number 

of days) of each phenophase across high and low elevation. b) One-way ANOVAs for 

each phenophase, comparing the duration at low vs. high elevation. 

 
a) 

Source of Variation df Mean sq. F-value p-value 

Elevation 1 6179 66.39 2.04e-14 

Phenophase 3 1416 15.22 4.25e-09 

Elev:Phase 3 2028 21.79 1.62e-12 

Residuals 240 93   

 

b) 

Phenophase Source of 

Variation 

df Mean sq. F-value p-value 

BBm Elevation 1 6594 103.80 7.19e-15 

 Residuals 62 64   

BBf Elevation 1 6667 63.20 9.34e-11 

 Residuals 56 105   

PR Elevation 1 7.32 0.06 0.80 

 Residuals 65 117.29   

SR Elevation 1 172.81 2.02 0.16 

 Residuals 57 85.42   
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Table S2.9. One-way ANOVA showing the difference in the duration of the growing 

season length (number of days) between high and low elevation. This includes data from 

both field seasons (2015 and 2016). 

 

Source of Variation df Mean sq. F-value p-value 

Elevation 1 42067 267.15 < 2.2e-16 

Residuals 164 157   
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Table S2.10. Variance explained by individual and site random effects for generalized 

linear mixed effects models explaining proportion of individuals in a given phenophase 

depending on growing degree days and elevation. 

Phenophase Model 
 

Random effect 
variable 

Variance Standard error 

Julian date Bud break 
(female) 

Site 1.53e-01  0.39 

  Tree 2.68e-05  0.005 

 Pollen 
Release 

Site 6.99e-01  0.84 

  Tree 5.69e-05  0.008 

 Stigma 
Receptivity 

Site 2.10e+00  1.45 

  Tree 4.55e-06  0.002 

 Seed Release Site 1.25e+00  1.12 

  Tree 3.43e-06  0.002 

GDD Bud break 
(female)  

Site 5.81e-02  0.24  

  Tree 2.68e-05  0.005 

 Pollen 
Release 

Site 3.79e-01  0.62 

  Tree 5.33e-05  0.007 

 Stigma 
receptivity 

Site 8.46e-01  0.92 

  Tree 1.63e-05  0.004 

 Seed Release Site 1.39e+00  1.18 

  Tree 7.05e-06  0.003 
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Table S2.11. Coefficient tables (a-d) of ordinal logistic regressions for the probability of an 

individual exhibiting in a particular phenophase on a given date, separated by elevation 

and sex. Phenophase stage number can be interpreted in the main text, Table 2.2. The 

interpretation of the coefficients and intercepts can be described as such (for males at low 

elevation): as the date increases by one unit (day), the odds of observing one 

phenophase, compared to all other phenophases, decreases by 18% (exp(-(0.2))=0.82). 

Similarly, the odds of a willow being in phenophase 56 vs. any subsequent categories 

decreases by 42% each day (exp(17.24-17.78)=0.58). 

 McFadden’s Pseudo R-Squared is reported for each of the four models compared 

to their intercept-only null model, followed by their degrees of freedom. McFadden’s 

Pseudo R-Squared is based on the ratio of the deviance of the full model with the 

deviance of the null model. This metric ranges from 0-1, with a score of 1 indicating perfect 

predictive ability of the model. This measure of R-squared tends to have considerably 

lower values than basic R-squared measures, and as such all of these models appear to 

have outstanding fit relative to the null model (values of Pseudo R-squared=0.2-0.4 

represent excellent fit (McFadden 1979)). 

 

11a) Males at low elevation 

 Stage Value Std. 
Error 

T value Residual 
Deviance 

AIC Psuedo-

𝑅2 

Coefficient Day 0.20 0.01 20.56 954.66 966.66 0.61 

Intercepts 53|54 13.43 0.69 19.41    

 54|55 17.24 0.85 20.33    

 55|56 17.78 0.86 20.56    

 56|65 21.07 1.03 20.52    

 65|69 23.65 1.17 20.22    
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11b) Males at high elevation 

Stage Stage Value Std. 
Error 

T value Residual 
Deviance 

AIC Psuedo-

𝑅2 

Coefficient Day 0.20 0.04 5.78 70.34 82.34 0.72 

Intercepts 53|54 2.93 0.02 246.02    

 54|55 19.86 3.47 5.73    

 55|56 24.93 4.47 5.57    

 56|65 27.32 4.78 5.71    

 65|69 31.62 5.54 5.71    

 

11c) Females at low elevation 

 Stage Value Std. 
Error 

T value Residual 
Deviance 

AIC Psuedo-

𝑅2 

Coefficient Day 0.20 0.01 21.29 1225.53 1241.53 0.56 

Intercepts 53|54 16.31 0.79 20.58    

 54|55 19.14 0.89 21.50    

 55|61 19.43 0.90 21.55    

 61|65 23.78 1.16 20.46    

 65|71 27.26 1.30 20.99    

 70|71 28.57 1.35 21.11    

 71|75 30.10 1.40 21.46    
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11d) Females at high elevation 

 Stage Value Std. 
Error 

T value Residual 
Deviance 

AIC Psuedo-

𝑅2 

Coefficient Day 0.26 0.03 9.98 245.35 261.35 0.67 

Intercepts 53|54 21.19 2.19 9.70    

 54|55 33.26 3.37 9.87    

 55|61 34.49 3.49 9.89    

 61|65 39.24 3.98 9.85    

 65|71 43.98 4.42 9.94    

 70|71 46.65 4.64 10.06    

 71|75 47.68 4.68 10.19    
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Figures 

Figure S2.1. Comparison of the temperature data collected from low elevation sites and 

the high elevation site with the in-field data loggers and the SILO data-drilled weather data. 

Sites 1 and 2 are found on the Yarrabula Creek, 3 and 4 on the Buckland River, and site 5 

at Dinner Plain. Each point indicates one day’s maximum or minimum temperature (slopes 

and intercepts can be found in Table S2.3). The red line shows the best-fit linear 

regression line for the data. The black line is for reference: x=y. Number of days sampled 

varies between the sites due to different logger implementation times and flood damage 

causing early removal of loggers. Number of days sampled at Yarrabula Creek: n=85, 

Buckland river: n=29, and Dinner Plain: n=112. 
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New methods reveal incompatibility of flowering phenology 

across elevation causes lowered seed output in an invasive, 

dioecious shrub 
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Additional methods 

Description and effects of flood  

 On October 4th, 2016 an unusual flooding event occurred in the Ovens Catchment 

region of north-eastern Victoria, Australia. An additional 10 m of water was estimated 

flowing through the catchment, and stream-flows were in the 95th percentile from recent 

history. This flood resulted in a particularly wet month in October, 2016 compared to the 

previous 30 year average, though September and November 2016 were drier than the 

average. The temperature in 2016 remained roughly average during the course of the 

study. However, damage to the low elevation sites, particularly the two Buckland River 

sites (sites 3 and 4), was considerable: several individuals were entirely uprooted and 

pulled downstream and many were shifted from standing vertically to an approximately 45° 

angle. Additionally, many metal identification tags were swept away in the river. Sample 

sizes recorded for this study include only individuals that were present for the duration of 

the study and could be identified with certainty. The flood lowered our estimates of seed 

output in the low elevation sites, and as such the difference between high and low 

elevation is actually likely more pronounced in a normal spring season than we 

documented here.  

 

Climate comparison  

We aimed to address whether any variation found in phenological overlap identified 

between low and high elevation can be understood by comparing climatic conditions to 

those prevalent where the species evolved. We might expect that similar climatic 

conditions would produce similar degrees of overlap between pollen release and stigma 

receptivity. Specifically, high elevation Australian populations are expected to experience 

similar climatic conditions to the native European populations, and therefore have similar 

levels of phenological synchrony. Alternatively, low elevation Australian populations likely 

experience significantly warmer and drier climates, and may have shorter periods of 

phenological overlap, due to the sub-optimal climatic conditions. Specifically, we aimed to 

determine whether the climatic condition of the native range is more similar to S. cinerea’s 

low or high elevation Australian distributions.  

 To investigate the overlap between the environmental conditions in S. cinerea’s 

Australian and European ranges, we implemented a climate niche overlap analysis as 

outlined by Broennimann et al. (2012) and based on the statistical tests developed by 

Warren et al. (2008). This analysis compares the climatic range between the native 
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European range and invasive Australian range based on the realised niche, and was 

created using presence-only modelling. Species presence data was collected from the 

Global Biodiversity Information Facility (GBIF), specifying Salix cinerea subsp. cinerea and 

returning 19,623 observations in 11 countries (GBIF.org, 25/10/18) (Figure S3.1). 

European countries (Belgium, Czech Republic, Denmark, Germany, Ireland, Isle of Man, 

Netherlands, Sweden, and the United Kingdom) were included to represent the native 

range of S. cinerea and were compared to the Australian data. In total, after the removal of 

individuals that were <0.05° from each other, there were 1712 occurrences from Europe 

and 41 occurrences from Australia. Climate data was collected from WorldClim at a 

resolution of 0.033° (about 4.8 kilometres), including 19 temperature and precipitation 

variables (Table S3.3) (Fick and Hijmans, 2017). For the four low elevation sites, 

WorldClim variables were extracted for one site from each river because the WorldClim 

resolution is low enough that both sites on each river fall within the same climate grid cell. 

The WorldClim data for the high elevation Dinner Plain site fell into a separate grid cell 

from the low elevation sites, thus its climate could be compared to low elevation. 

 To measure niche overlap, we used the Schoener (1970) D metric, which ranges 

from 0 (niche models have no overlap) to 1 (niche models are identical). We also 

calculated niche equivalency metrics to determine how similar the climatic niches are 

between Australia and Europe, and niche similarity metrics to determine if one region’s 

niche model can predict the occurrences of the second region better than expected by 

chance (Broennimann et al., 2012). These metrics were derived from a PCA calibrated 

using the WorldClim variables associated with the occurrences of S. cinerea in its native 

(GBIF.org, 25/10/18) and invaded (field study site data) ranges. Models were calibrated 

using the occurrence data only (Figure S3.2), and then again on all the pixels of the native 

and invaded areas (Figure S3.3). Subsequent niche overlap figures were represented by 

the first two axes of the PCA. Simulated niche overlap, from which niche similarity and 

overlap are calculated, was iterated 1,000 times. These analyses were completed in R, 

using the packages dismo (version 1.1-4), rgdal (version 1.2-18), and ecospat (version 

3.0).  

 For visualisation of variation between low elevation Australia, high elevation 

Australia, and the native European range of S. cinerea, we considered the WorldClim 

variables for mean annual temperature, maximum temperature in the warmest quarter, 

minimum temperature in the coldest quarter. These variables were chosen to represent 

average conditions, as well as average extreme conditions in each of the regions, since 

these conditions are likely to be highly influential to the locations where the individuals 
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grow. We focus on temperature here, rather than rainfall, because previous research has 

found that surrounding temperature is highly influential to the duration and hence timing of 

S. cinerea’s reproductive phenology (Chapter 2). To compare the climate in the Australian 

range with the climate in S. cinerea’s native range, we used the combined 19, 623 GBIF 

location records with the WorldClim data to extract the average, median, maximum, and 

minimum values for the following variables: mean annual temperature, maximum 

temperature in the warmest quarter, and minimum temperature in the coldest quarter. 

The climatic niche overlap between S. cinerea’s native and invaded ranges was 

minimal in both the PCA completed with just occurrence data (D=0.06) and in the model 

with all of the pixels from the study area (D=0.043). The home range appeared to cover a 

broader climatic niche (Figure S3.4). However, their similarity was not significantly different 

for both the prediction of Europe to Australia and Australia to Europe (Figure S3.2, S3.3).  

The average mean annual temperature in S. cinerea’s native European range was 

8.01°C, while the mean annual temperature at Dinner Plain was 7.8°C, and is 10.4°C and 

10.5°C at the low elevation waterways, Yarrabula Creek and Buckland River. The 

maximum mean annual temperature experienced in the native European range is 10.5°C. 

Low elevation Australia sites have mean annual temperatures and maximum temperatures 

in their warmest months that are right on the edge of the temperature range that S. cinerea 

is found in in its native European range. For both Yarrabula Creek and Buckland River, the 

maximum temperature in the warmest month was 25.1°C, while the absolute maximum 

temperature in the warmest month in the European range was 25.3°C. Dinner Plain’s 

maximum temperature in the warmest month was 21.4°C, while the average maximum 

temperature of the warmest month in the European range was 21.66°C. The minimum 

temperature in the coldest month was -0.4°C for Yarrabula Creek, -0.3°C for Buckland 

River, -2.4°C for Dinner Plain, and -16.2°C for the European range (Table S3.4). 

In comparing the native European and invasive Australian environmental niches we 

have shown that Australian climatic conditions are generally dissimilar to the European 

niche. Low elevation S. cinerea populations appear to be on the edge of the expected 

climatic envelope of the native populations, while high elevation S. cinerea populations are 

more representative of average conditions in the native range. Overall, it appears that 

approximately 20% of the Australian occurrence data have an overlapping climatic niche 

with the European range. As such, the majority of the Australian S. cinerea occurrences 

exist outside of the climatic niche experienced by the native populations. This is not an 

unusual result: previous research comparing the climatic distributions of 51 invasive plant 

species found that 22 species also had the majority of their climatic distributions outside of 
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their native climatic ranges (Early and Sax, 2014). However, the phenological overlap and 

seed output increase at low elevation Australia suggests that those warmer conditions 

actually enhance S. cinerea seed production compared to cooler native and high elevation 

Australian conditions. We speculate that this is because the current native range of S. 

cinerea in northern Europe may not be representative of the ideal conditions for growth of 

the species. In the native range of S. cinerea there are dozens of other Salix species 

which may be outcompeting S. cinerea for warm, lowland habitat at lower latitudes 

(Isebrands and Richardson, 2014). Because S. cinerea is fairly resilient to a variety of 

climatic conditions, but may not be strongly competitive against other members of the 

genus, the native distribution may have previously shifted up in elevation and latitude into 

cooler climates. As such, it is possible S. cinerea may be poorly adapted to its high-latitude 

native European range, which might explain the low phenological overlap and seed output 

at cool, high elevation Australian as well. Alternatively, variation in climate across elevation 

may have resulted in a growth-survival trade-off between the low and high elevation 

populations, where high elevation individuals have adapted to have higher survival and low 

elevation populations have adapted to have higher productivity. This is consistent with 

previous research which suggest that populations of Pinus contorta and Pinus monticola 

have evolved to allocate more resources towards survival in extreme (frost and drought) 

conditions than in comfortable conditions (Chuine et al., 2006).    
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Table S3.1. Phenophases included to create ordinal logistic regression models, and which 

categorical stages were included in each phenophase. Stages refer to those listed in 

Chapter 2 Table 2.1.  

 

 

  

Phenophase Abbreviation Stages included 

Bud break BB 54, 55 

Pollen release PR 56, 65 

Stigma receptivity StRe 61, 65, 70 

Seed release SR 71 

Senescence  Sen 69, 75  
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Table S3.2. Ordinal logistic regression coefficient outputs. Coefficient tables (a-b) of 

ordered logistic regressions for the probability of an individual exhibiting in a particular 

phenophase on a given date, separated by elevation and sex. McFadden’s Pseudo R2 is 

reported for each of the four models compared to their intercept-only null model, followed 

by their degrees of freedom. McFadden’s Pseudo R2 is based on the ratio of the deviance 

of the full model with the deviance of the null model. This metric ranges from 0-1, with a 

score of 1 indicating perfect predictive ability of the model, and a score of 0.4-0.6 indicates 

a good model fit (McFadden, 1979). Intercept values can be interpreted independently, 

where the odds of an individual appearing in any phenophase prior to that of interest is the 

natural log of the intercept. As the date increases by one, the odds of moving from one 

phenophase into any of the other phenophases increases by 0.13 (the date coefficient 

value). 

 

a) Low elevation 

 Stage Value  Std. 

Error 

t value Residual 

Deviance 

AIC Psuedo-𝑅2 

Coefficient Date 0.13     0.005 27.02 1858.29 1868.29 0.46 

Intercepts 54|56 11.66 0.46     25.61    

 56|70 13.71   0.52     26.41    

 70|71 16.56   0.63 26.48    

 71|75 17.02   0.63     26.85    

 

b) High elevation 

 Stage Value  Std. 

Error 

t value Residual 

Deviance 

AIC Psuedo-𝑅2 

Coefficient Date 0.14     0.01   10.44 318.44 328.44 0.54 

Intercepts 54|56 18.11 1.79     10.12    

 56|70 19.64 1.91     10.28    

 70|71 24.36   2.33     10.45    

 71|75 24.76 2.34 10.57    
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Table S3.3. Description of BioCLIM variables used in climatic niche analysis. Daily values 

were interpolated at 1 km resolution by Fick and Hijmans (2017). 

 

  

Code Variable 

BIO1 Annual Mean Temperature 

BIO2 Mean Diurnal Range (Mean of monthly (max temp - min temp)) 

BIO3 Isothermality (BIO2/BIO7) (*100) 

BIO4 Temperature Seasonality (standard deviation *100) 

BIO5 Max Temperature of Warmest Month 

BIO6 Min Temperature of Coldest Month 

BIO7 Temperature Annual Range (BIO5-BIO6) 

BIO8 Mean Temperature of Wettest Quarter 

BIO9 Mean Temperature of Driest Quarter 

BIO10 Mean Temperature of Warmest Quarter 

BIO11 Mean Temperature of Coldest Quarter 

BIO12 Annual Precipitation 

BIO13 Precipitation of Wettest Month 

BIO14 Precipitation of Driest Month 

BIO15 Precipitation Seasonality (Coefficient of Variation) 

BIO16 Precipitation of Wettest Quarter 

BIO17 Precipitation of Driest Quarter 

BIO18 Precipitation of Warmest Quarter 

BIO19 Precipitation of Coldest Quarter 
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Table S3.4. Climate summary statistics for Australian field sites and 19,517 GBIF S. 

cinerea records from the native European range (GBIF.org, 25/10/18). Low elevation sites 

on Australian waterways have been combined to one raster grid cell for each waterway: 

Buckland River and Yarrabula Creek; high elevation site (Dinner Plain) is represented 

independently. For each of the three climate variables included (mean annual temperature, 

maximum temperature in warmest quarter, and minimum temperature in coldest quarter) 

the overall maximum, minimum, mean, and median are listed from the three Australian 

grid cells and the 19,517 European grid cells. This method aims to show how the 

Australian field sites compare to normal and extreme native European climate conditions. 

Climate data for all statistics were extracted from WorldClim (Fick and Hijmans, 2017).  

Temp. source Region 

Mean Annual 

Temperature 

Max. Temp. 

Warmest Month 

Min. Temp. 

Coldest Month 

Mean Euro 8.01 21.66 -3.54 

Median Euro 8.2 21.7 -3.2 

Max Euro 10.5 25.3 3.2 

Min Euro -0.9 14 -16.2 

low-Yarra Aus 10.4 25.1 -0.4 

low-Buck Aus 10.5 25.1 -0.3 

high-DP Aus 7.8 21.4 -2.4 
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Figure S3.1. GBIF data included in the models overlain on Google Maps images. Includes 

a) European data and b) Australian data for S. cinerea subsp. cinerea.  

 

a)   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

b)  
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Figure S3.2. Measures of niche overlap between the European and Australian regions 

calibrated on occurrence data only. The top left and top right panels represent the niche 

of the species along the two first axes of the PCA in their home (EU) and away (AUS) 

ranges. Grey shading shows the density of the occurrences of the species by cell. The 

solid and dashed contour lines illustrate, respectively, 100% and 50% of the available 

(background) environment. (c) The contribution of the climatic variables on the two axes of 

the PCA and the percentage of inertia explained by the two axes. Histograms in the 

bottom right panel show the observed niche overlap D between the two ranges (bars with 

a diamond) and simulated niche overlaps (grey bars) on which tests of niche equivalency 

(bottom righ-top), niche similarity of AUS to EU (bottom right-bottom left), and niche 

similarity of EU to AUS (bottom right-bottom right) are calculated from 1000 iterations. 
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Figure S3.3. Measures niche overlap between the European and Australian regions 

calibrated on all the pixels of the study area. The top left and top right panels represent 

the niche of the species along the two first axes of the PCA for S. cinerea in its home 

(European) and away (Australian) range. Grey shading shows the density of the 

occurrences of the species by cell. The solid and dashed contour lines illustrate, 

respectively, 100% and 50% of the available (background) environment. The bottom left 

figure shows the contribution of the climatic variables on the two axes of the PCA and the 

percentage of inertia explained by the two axes. Histograms in the bottom right panel show 

the observed niche overlap D between the two ranges (bars with a diamond) and 

simulated niche overlaps (grey bars) on which tests of niche equivalency (bottom righ-top), 

niche similarity of AUS to EU (bottom right-bottom left), and niche similarity of EU to AUS 

(bottom right-bottom right) are calculated from 100 iterations. 
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Figure S3.4. Niche overlap dynamics between the European and Australian regions are 

calibrated on all the pixels of the study area. These figures represent the niche of the 

species along the first two axes of the PCA. Green represents home (EU) range, while red 

represents away (AUS) range. The purple section shows the overlap of occurrences when 

accounting for environmental variation between the home and away ranges. Black shading 

shows the density of the occurrences of the species by cell in the home range. Contour 

lines show the climate space available in each region: solid lines, all available climate 

space; dashed lines, 75% of available climate space. Arrows represent how the centre of 

the niche has changed between Europe and Australia. The red arrow describes the center 

change when European data is overlain on Australian data and vice versa for the black 

arrow. 
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Chapter 4 

Supplementary Materials 

 

Effects of elevation and seed size on the competition-

colonization trade off in a small-seeded invasive species 
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Table S4.1. Generalised linear mixed effects model to better understand the effects of 

seed size, CT cabinet germination temperatures, and maturation location (low or high 

elevation) on seed germinability. The marginal R2, concerned only with the fixed effects in 

the model, equals 0.07. The intercept group for the model includes large seeds in the 16°C 

cabinet, matured at low elevation. There were 90 samples included in this model, 

representing the 90 petri plates of the germination study. Bolded p-values are significant 

when α=0.1. The observation-level random effect was included for each of the 90 samples 

to reduce overdispersion of the model (Harrison, 2014).  

   

Fixed Effect Variables Estimate Std. Error z-value p-value 

Intercept -0.54     
 

0.29   
 

-1.88    
 

0.06  

Medium seeds 0.05    
  

0.44  
 

0.12   
 

0.91 

Small seeds 0.46     
 

0.49    
  

0.93   
  

0.35   

Cabinet 22°C 0.28    0.41    0.69   0.49 

High elevation 0.42  
 

0.53    
 

0.80 
 

0.43   

Med. seeds: Cabinet 
22°C 

-0.39     
 

0.63  
  

-0.62    0.54   

Small seeds: Cabinet 
22°C 

-0.37     
 

0.70 
 

-0.53    0.59   

Med. seeds: High elev. 0.68     
 

0.89    
 

0.76    
 

0.44 

Small seeds: High elev. -2.17     
 

1.26  
  

-1.7    0.09  

Cabinet 22°C: High elev. 0.81     
 

0.76    
 

1.07    
 

0.28 

Med. seeds: Cabinet 
22°C: High elev. 

-0.45     
 

1.27  
  

-0.35    0.72   

Small seeds: Cabinet 
22°C: High elev. 

1.15     
 

1.65    
 

0.70    
 

0.49 

Random effect variable Var.  Std. Dev.    

Observation 1.02 1.01   
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Table S4.2. Seed dispersal syndrome definitions (Liu, 2014).  

Dispersal 
syndrome 

Definition Common plant genera 

Anemochory Seed dispersal by wind. Salix (Salicaceae)- Willow 
Taraxacum (Asteraceae)- Dandelion  
Eragrostis (Poacae) 
 

Barochory Seed dispersal by gravity. Amaranthus (Amaranthaceae)- Amaranth 
Minuartia (Asteraceae)  
 

Endozoochory Seed dispersal by animal 
ingestion and defecation.  

Musa (Musaceae)- Banana  

Epizoochory Accidental seed dispersal 
by attachment to animals.  

Euclidium (Brasscicaceae)  

Hydrochory Seed dispersal by water. Nymphaea (Nymphaeaceae)- Water lilies 
Rhizophora (Rhizophoraceae)- Mangroves  
 

Myrmechory Seed dispersal by ants. Cecropia (Urticaceae)  
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Figure S4.1. Photographs of two Petri dishes with seeds. Seed counts were completed 

using ImageJ software. Raw photographs were taken (a), then cropped in ImageJ to avoid 

counting non-seed objects as seeds (b). The software then highlighted and counted the 

seeds within the new set range.  

a) 

 

b)  
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Chapter 5 

Supplementary Materials 

 

Variation in fecundity across geographic and climatic 

gradients in the willow (Salix) genus 
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Figure S5.1. Phylogenetic tree of study genus (Lauron-Moreau et al., 2015). The Salix 

sub-genus is the tree willow group (9 species), and Vetrix is the shrub willow sub-genus (8 

species). 
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Figure S5.2. A linear regression model was completed to identify a significant positive 

correlation between catkin length and capsules per catkin (t=6.16, df=15, p<0.001). The 

correlation coefficient between the two variables was also strong (r=0.85). These data 

were collected from invasive S. cinerea individuals in the spring of 2016, from four low 

elevation populations (230-410m). Each point in the plot represents a single catkin (n=17). 
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Figure S5.3. Average catkin length (left panel) for low elevation populations was 

approximately 4.5 cm, while low elevation catkins were only 1.5 cm long. Additionally, 

there were on average approximately twice as many catkins produced per crown at low 

elevation compared with high elevation (right panel). These data were collected from 

invasive S. cinerea individuals in the spring of 2016, from four low elevation populations 

(230-410m) and one high elevation population (1640m). 
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Table S5.1: Species list of 17 Salix spp. used in study, collected from 12 herbaria on three 

continents. Subgenus was distinguished according to the phylogeny described by Lauron-

Moreau et al. (2015). Species that do not have established populations outside of their 

native range have an N/A listed under their introduced range. The section of the subgenus 

is listed in parentheses after the subgenus. Bolded species are those which were included 

in the home/away range analysis.  

Species Native range 
Introduced 
range Subgenus 

 
Home range 
(n) 

 
Away range 
(n) 

 
Total 
samples 

S. alaxensis N. America Europe Vetrix 
39 0 39 

S. alba Europe 
Australia, N. 
America Salix (Salix) 

39 50 89 

S. bebbiana N. America Europe Vetrix 
44 0 44 

S. 
bonplandiana N. America N/A Salix (Protitea) 

39 0 39 

S. caroliniana N. America N/A Salix (Protitea) 
30 0 30 

S. cinerea Europe 
Australia, N. 
America Vetrix 

46 71 117 

S. eriocephala N. America Europe Vetrix 
33 0 33 

S. exigua N. America Australia 
Salix 
(Longifoliae) 

31 0 31 

S. fragilis Europe 
Australia, N. 
America Salix (Salix) 

8 27 35 

S. 
humboldtiana 

N. and S. 
America Australia Salix (Protitea) 

31 2 31 

S. interior N. America Europe 
Salix 
(Longifoliae) 

29 0 29 

S. lasiolepis N. America N/A Vetrix 
34 0 34 

S. nigra N. America Australia Salix (Protitea) 
83 0 83 

S. pentandra Europe N. America Salix (Salix) 
46 6 52 

S. purpurea Europe 
Australia, N. 
America Vetrix 

33 15 48 

S. scouleriana N. America N/A Vetrix 
30 0 30 

S. viminalis Europe 
Australia, N. 
America Vetrix 

35 20 55 

   Total 
 
630 

 
191 

 
819 
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Table S5.2. Mixed effects model output for climatic and geographic variables on the catkin 

length at the genus-level, including a random intercept variable for species. All geographic 

and climatic variables were centered and scaled for analysis. Bolded p-values are those 

which are statistically significant when α=0.05. Table a) show the fixed effects and b) 

shows the species random intercept effect. Marginal R2 values describe the variance 

explained by the fixed effects only, while the conditional R2 also includes the variation 

explained by the random effect.  

a) 

 

 

 

 

 

 

  

Model Variable Coefficient Std. 
Error 

df t-
value 

p-value Marginal 
R2 

Conditional 
R2 

Geographic Intercept  4.23 0.21 564  19.92  <0.001 0.03 0.34 

 Latitude  -0.02 0.09  564 -0.21  0.86   

 Elevation -0.25 
 

0.06 
 

564  -3.87 <0.001   

 Latitude: 
Elevation 
interaction 

-0.006 0.06 564 -0.10  0.92   

Climatic Intercept    5.02  0.45  563 11.11 <0.001 0.02 0.33 

 Mean Annual 
Temperature 

0.008 0.01  563   0.65  0.53   

 Diurnality -0.07  0.03 563 -2.42   0.02   

 Precipitation 
Seasonality 

-0.0003  0.003  563 -0.10  0.93   

 Annual 
Precipitation 

-0.00007  0.0002  563 -0.34  0.74   
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b) 

 

 

  

Model 
 

Random effect 
variable 

Variance Standard dev. 

Geographic Species 0.71 0.84 

 Residual 1.54 1.24 

Climatic  Species 0.72 0.85 

 Residual 1.57 1.25 
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Table S5.3. AICc model selection outputs for the home range only. Candidate models 

included all univariate and bivariable combinations of predictior variables. Models were 

fitted using generalised least squares regression. ∆ AICc is the difference in AICc scores 

from the top model. This table shows the AICc values for all candidate models. 

Corresponding R2 values of the top models can be found in Table 5.1 of the main text.  

 

  

Species Model Explanatory 
variable 1 

Explanatory 
variable 2 

AICc ∆ AICc   # Top 
Models 

S. alaxensis Geographic null  171.11 0.00 3 

  latitude  172.58 1.47  

  elevation  172.74 1.63  

  elevation latitude 174.95 3.84  

 Climatic null  171.11 0.00 2 

  diurn  171.15 0.04  

  MAT  173.35 2.24  

  MAT diurn 173.37 2.26  

  annual prec.  173.39 2.28  

  prec. seas.  173.43 2.32  

  annual prec. diurn 173.46 2.35  

  prec. seas. diurn 173.61 2.50  

  MAT annual prec. 175.33 4.22  

  prec. seas. annual prec. 175.69 4.58  

  prec. seas. MAT 175.82 4.71  

S. alba Geographic null  92.01 0.00 2 

  latitude  95.88 3.87  

  elevation  96.36 4.35  

  elevation latitude 98.46 6.45  

 Climatic null  92.01 0.00 1 

  annual prec.  93.19 1.18  

  MAT annual prec. 95.51 3.50  

  annual prec. diurn 95.65 3.64  

  prec. seas. annual prec. 95.79 3.78  

  diurn  95.90 3.89  

  prec. seas.  96.14 4.13  

  MAT  96.36 4.35  

  prec. seas. diurn 97.88 5.87  

  MAT diurn 98.53 6.52  

  prec. seas. MAT 98.77 6.76  
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Species Model Explanatory 
variable 1 

Explanatory 
variable 2 

AICc ∆ AICc   # Top 
Models 

S. bebbiana Geographic latitude  133.50 0.00 2 

  elevation latitude 135.28 1.79  

  null  135.54 2.04  

  elevation  137.64 4.15  

 Climatic annual prec.  132.85 0.00 3 

  prec. seas. annual prec. 133.35 0.50  

  MAT diurn 134.53 1.69  

  MAT annual prec. 134.98 2.13  

  annual prec. diurn 135.22 2.37  

  MAT  135.54 2.69  

  null  135.54 2.69  

  diurn  135.76 2.92  

  prec. seas.  137.83 4.99  

  prec. seas. MAT 137.95 5.11  

  prec. seas. diurn 138.21 5.36  

S. bonplandiana Geographic latitude  135.63 0.00 2 

  elevation  136.51 0.88  

  elevation latitude 137.69 2.07  

  null  138.49 2.86  

 Climatic null  138.49 0.00 8 

  annual prec. diurn 138.50 0.01  

  diurn  138.56 0.07  

  annual prec.  138.67 0.18  

  MAT annual prec. 139.38 0.89  

  MAT  139.51 1.02  

  MAT diurn 139.83 1.34  

  prec. seas. diurn 139.89 1.40  

  prec. seas.  140.80 2.31  

  prec. seas. annual prec. 141.11 2.62  

  prec. seas. MAT 141.98 3.49  
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Species Model Explanatory 
variable 1 

Explanatory 
variable 2 

AICc ∆ AICc   # Top 
Models 

S. caroliniana Geographic elevation  95.28 0.00 1 

  elevation latitude 97.52 2.24  

  null  100.99 5.71  

  latitude  103.18 7.90  

 Climatic MAT annual prec. 94.93 0.00 3 

  MAT  95.19 0.26  

  prec. seas. MAT 95.22 0.29  

  MAT diurn 97.27 2.34  

  prec. seas.  97.43 2.49  

  prec. seas. annual prec. 99.47 4.54  

  prec. seas. diurn 99.66 4.73  

  null  100.99 6.06  

  annual prec.  103.13 8.20  

  diurn  103.27 8.34  

  annual prec. diurn 105.24 10.31  

S. cinerea Geographic null  161.06 0.00 2 

  elevation  162.20 1.14  

  latitude  163.29 2.23  

  elevation latitude 164.55 3.49  

 Climatic null  161.06 0.00 4 

  diurn  161.41 0.35  

  annual prec.  162.86 1.80  

  prec. seas.  162.88 1.82  

  annual prec. diurn 163.09 2.03  

  MAT  163.34 2.28  

  prec. seas. diurn 163.68 2.62  

  MAT diurn 163.82 2.76  

  prec. seas. annual prec. 164.72 3.66  

  MAT annual prec. 165.25 4.19  

  prec. seas. MAT 165.27 4.21  
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Species Model Explanatory 
variable 1 

Explanatory 
variable 2 

AICc ∆ AICc   # Top 
Models 

S. eriocephala Geographic null  85.14 0.00 2 

  elevation  86.45 1.31  

  latitude  87.54 2.40  

  elevation latitude 89.01 3.87  

 Climatic prec. seas. annual prec. 84.12 0.00 3 

  null  85.14 1.02  

  prec. seas.  85.43 1.31  

  prec. seas. diurn 86.37 2.25  

  MAT  87.07 2.96  

  annual prec.  87.38 3.26  

  diurn  87.42 3.31  

  prec. seas. MAT 87.98 3.86  

  MAT annual prec. 89.28 5.17  

  MAT diurn 89.50 5.38  

  annual prec. diurn 89.97 5.86  

S. exigua Geographic null  87.57 0.00 2 

  latitude  87.64 0.07  

  elevation  89.68 2.11  

  elevation latitude 90.29 2.72  

 Climatic MAT diurn 83.09 0.00 4 

  annual prec.  83.71 0.62  

  annual prec. diurn 83.94 0.85  

  diurn  85.08 1.99  

  prec. seas. annual prec. 85.51 2.42  

  MAT annual prec. 86.32 3.23  

  null  87.57 4.48  

  prec. seas. diurn 87.64 4.56  

  MAT  88.60 5.51  

  prec. seas.  89.99 6.90  

  prec. seas. MAT 91.01 7.92  
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Species Model Explanatory 
variable 1 

Explanatory 
variable 2 

AICc ∆ AICc   # Top 
Models 

S. fragilis Geographic null  27.68 0.00 1 

  elevation  55.30 27.62  

  latitude  57.13 29.45  

  elevation latitude 57.32 29.64  

 Climatic null  27.68 0.00 1 

  diurn  55.19 27.51  

  annual prec.  55.29 27.61  

  MAT  57.15 29.47  

  prec. seas.  57.36 29.68  

  prec. seas. diurn 57.69 30.01  

  annual prec. diurn 58.10 30.42  

  MAT diurn 58.23 30.55  

  MAT annual prec. 58.39 30.71  

  prec. seas. annual prec. 58.64 30.96  

  prec. seas. MAT 60.32 32.64  

S. humboldtiana Geographic elevation latitude 93.31 0.00 2 

  elevation  94.36 1.06  

  latitude  95.54 2.23  

  null  95.83 2.52  

 Climatic MAT  95.40 0.00 3 

  null  95.83 0.43  

  prec. seas.  97.20 1.80  

  prec. seas. MAT 97.45 2.05  

  annual prec.  97.54 2.14  

  MAT annual prec. 97.61 2.22  

  diurn  97.66 2.27  

  MAT diurn 98.00 2.61  

  prec. seas. diurn 99.79 4.39  

  prec. seas. annual prec. 99.80 4.40  

  annual prec. diurn 99.96 4.56  
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Species Model Explanatory 
variable 1 

Explanatory 
variable 2 

AICc ∆ AICc   # Top 
Models 

S. interior Geographic elevation latitude 95.31 0.00 1 

  null  97.35 2.04  

  latitude  98.85 3.54  

  elevation  99.22 3.91  

 Climatic diurn  95.54 0.00 2 

  null  97.35 1.81  

  prec. seas. diurn 98.10 2.57  

  MAT diurn 98.14 2.61  

  annual prec. diurn 98.24 2.70  

  annual prec.  98.72 3.18  

  prec. seas.  99.17 3.63  

  MAT annual prec. 99.62 4.08  

  MAT  99.70 4.16  

  prec. seas. MAT 101.38 5.84  

  prec. seas. annual prec. 101.42 5.88  

S. lasiolepis Geographic null  81.29 0.00 2 

  latitude  81.97 0.68  

  elevation latitude 83.36 2.07  

  elevation  83.60 2.31  

 Climatic null  81.29 0.00 3 

  prec. seas.  82.00 0.71  

  diurn  83.04 1.75  

  MAT  83.41 2.12  

  prec. seas. annual prec. 83.64 2.35  

  annual prec.  83.72 2.43  

  prec. seas. diurn 84.54 3.25  

  prec. seas. MAT 84.59 3.30  

  MAT diurn 85.33 4.04  

  annual prec. diurn 85.46 4.17  

  MAT annual prec. 86.01 4.72  
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Species Model Explanatory 
variable 1 

Explanatory 
variable 2 

AICc ∆ AICc   # Top 
Models 

S. nigra Geographic latitude  179.26 0.00 2 

  null  180.70 1.44  

  elevation latitude 181.32 2.06  

  elevation  182.52 3.27  

 Climatic prec. seas.  176.46 0.00 2 

  prec. seas. diurn 178.42 1.95  

  prec. seas. MAT 178.74 2.27  

  prec. seas. annual prec. 178.80 2.33  

  null  180.70 4.24  

  MAT  181.78 5.31  

  MAT annual prec. 181.79 5.33  

  annual prec.  182.67 6.21  

  diurn  182.84 6.37  

  MAT diurn 184.10 7.64  

  annual prec. diurn 184.76 8.30  

S. pentandra Geographic latitude  150.69 0.00 3 

  null  150.79 0.10  

  elevation  152.67 1.98  

  elevation latitude 153.07 2.38  

 Climatic MAT  150.50 0.00 9 

  annual prec.  150.53 0.03  

  diurn  150.74 0.24  

  null  150.79 0.29  

  prec. seas. MAT 150.98 0.48  

  MAT annual prec. 151.37 0.87  

  annual prec. diurn 151.63 1.13  

  MAT diurn 151.93 1.43  

  prec. seas.  152.30 1.80  

  prec. seas. diurn 152.58 2.09  

  prec. seas. annual prec. 152.93 2.43  
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Species Model Explanatory 
variable 1 

Explanatory 
variable 2 

AICc ∆ AICc   # Top 
Models 

S. purpurea Geographic null  82.40 0.00 1 

  latitude  85.20 2.80  

  elevation  86.05 3.65  

  elevation latitude 87.75 5.35  

 Climatic null  82.40 0.00 2 

  prec. seas.  83.67 1.27  

  annual prec.  84.55 2.15  

  diurn  85.16 2.76  

  prec. seas. annual prec. 85.24 2.84  

  MAT  85.30 2.90  

  prec. seas. MAT 85.36 2.96  

  prec. seas. diurn 85.93 3.53  

  annual prec. diurn 86.28 3.88  

  MAT annual prec. 86.93 4.53  

  MAT diurn 87.56 5.16  

S. scouleriana Geographic latitude  99.18 0.00 3 

  elevation latitude 99.53 0.35  

  null  100.17 0.99  

  elevation  102.49 3.31  

 Climatic prec. seas.  97.34 0.00 2 

  prec. seas. diurn 99.13 1.80  

  prec. seas. MAT 99.85 2.51  

  prec. seas. annual prec. 99.87 2.53  

  null  100.17 2.83  

  MAT diurn 101.25 3.91  

  MAT  101.39 4.05  

  diurn  101.85 4.52  

  annual prec.  102.38 5.04  

  MAT annual prec. 103.98 6.64  

  annual prec. diurn 104.52 7.18  
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Species Model Explanatory 
variable 1 

Explanatory 
variable 2 

AICc ∆ AICc   # Top 
Models 

S. viminalis Geographic null  121.60 0.00 3 

  elevation  122.45 0.85  

  latitude  122.89 1.29  

  elevation latitude 124.76 3.16  

 Climatic null  121.60 0.00 3 

  diurn  122.28 0.68  

  prec. seas.  122.97 1.37  

  MAT  123.82 2.22  

  annual prec.  123.98 2.38  

  prec. seas. diurn 124.80 3.20  

  MAT diurn 124.81 3.21  

  annual prec. diurn 124.84 3.24  

  prec. seas. MAT 125.48 3.88  

  prec. seas. annual prec. 125.53 3.93  
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Table S5.4. AICc model selection outputs for models containing the home/away range variable. All models contain the home/away range 

variables (except for the null model), so the range parameter is not included in the table. Interaction variables between each climatic or 

geographic variable and the home/away range variable were also considered as well. Tables are separated by the five species included 

in the analysis.  

Salix alba 

Model Explanatory 
variable 1 

Explanatory 
variable 2 

Int. variable 
1 

Int. variable 
2 

AICc ∆ AICc   # Top 
Models 

Geographic null    282.75 0 1 

 latitude    287.22 4.47  

 latitude elevation   287.72 4.97  

 latitude  latitude  288.20 5.45  

 latitude elevation latitude  289.66 6.91  

 elevation latitude elevation  289.99 7.24  

 elevation    290.78 8.03  

 latitude elevation latitude elevation 292.08 9.33  

 elevation  elevation  293.05 10.30  

Climatic null    282.75 0.00 1 

 MAT    288.16 5.41  

 MAT  MAT  289.62 6.87  

 prec. seas. MAT   290.03 7.28  

 MAT annual prec.   290.21 7.46  

 MAT diurn.   290.44 7.69  

 annual prec.    290.58 7.83  

 prec. seas.    290.78 8.03  

 diurn.    290.90 8.15  

 MAT prec. seas. MAT  291.35 8.60  

 MAT annual prec. MAT  291.62 8.87  

 annual prec.  annual prec.  291.78 9.03  

 MAT diurn. MAT  291.97 9.22  

 annual prec. MAT annual prec.  291.98 9.23  

 prec. seas. MAT prec. seas.  292.37 9.62  
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 prec. seas. annual prec.   292.63 9.88  

 diurn. MAT diurn.  292.64 9.89  

 MAT annual prec. MAT annual prec. 292.74 9.99  

 diurn. annual prec.   292.83 10.08  

 prec. seas. diurn.   292.92 10.17  

 diurn.  diurn.  293.03 10.28  

 prec. seas.  prec. seas.  293.06 10.31  

 prec. seas. MAT prec. seas. MAT 293.76 11.01  

 annual prec. prec. seas. annual prec.  294.01 11.26  

 annual prec. diurn. annual prec.  294.12 11.37  

 MAT diurn. MAT diurn. 294.13 11.38  

 prec. seas. annual prec. prec. seas.  294.98 12.23  

 diurn. annual prec. diurn.  295.05 12.30  

 diurn. prec. seas. diurn.  295.06 12.31  

 prec. seas. diurn. prec. seas.  295.25 12.50  

 prec. seas. annual prec. prec. seas. annual prec. 296.43 13.68  

 diurn. annual prec. diurn. annual prec. 296.51 13.76  
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Salix cinerea 

Model Explanatory 
variable 1 

Explanatory 
variable 2 

Int. variable Int. variable 
2 

AICc ∆ AICc   # Top 
Models 

Geographic null    393.11 0.00 1 

 elevation    395.42 2.31  

 latitude    396.30 3.19  

 latitude  latitude  396.43 3.32  

 elevation  elevation  397.09 3.98  

 latitude elevation latitude  397.19 4.08  

 latitude elevation   397.60 4.49  

 elevation latitude elevation  399.29 6.18  

 latitude elevation latitude elevation 399.46 6.35  

Climatic prec. seas.  prec. seas.  391.80 0.00 3 

 prec. seas. diurn. prec. seas.  392.14 0.34  

 null    393.11 1.31  

 prec. seas. diurn. prec. seas. diurn. 393.84 2.04  

 prec. seas. annual prec. prec. seas.  393.98 2.18  

 prec. seas. MAT prec. seas.  394.01 2.21  

 prec. seas. annual prec. prec. seas. annual prec. 395.30 3.50  

 prec. seas.    395.32 3.53  

 MAT    395.82 4.03  

 diurn.    395.88 4.09  

 prec. seas. MAT prec. seas. MAT 396.12 4.32  

 MAT  MAT  396.32 4.52  

 prec. seas. diurn.   396.39 4.59  

 annual prec.    396.39 4.60  

 diurn.  diurn.  396.65 4.86  

 diurn. prec. seas. diurn.  396.89 5.09  

 prec. seas. MAT   397.13 5.33  

 MAT diurn.   397.26 5.47  

 prec. seas. annual prec.   397.43 5.64  

 MAT diurn. MAT  397.62 5.82  

 annual prec.  annual prec.  397.73 5.93  
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 diurn. annual prec.   397.94 6.14  

 MAT annual prec.   397.96 6.16  

 diurn. MAT diurn.  397.97 6.17  

 MAT prec. seas. MAT  398.14 6.34  

 MAT annual prec. MAT  398.52 6.73  

 MAT diurn. MAT diurn. 398.69 6.89  

 diurn. annual prec. diurn.  398.83 7.03  

 annual prec. prec. seas. annual prec.  398.90 7.10  

 annual prec. diurn. annual prec.  399.12 7.32  

 annual prec. MAT annual prec.  399.36 7.57  

 diurn. annual prec. diurn. annual prec. 399.96 8.16  

 MAT annual prec. MAT annual prec. 400.02 8.23  
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Salix fragilis 

Model Explanatory 
variable 1 

Explanatory 
variable 2 

Int. variable Int. variable 
2 

AICc ∆ AICc   # Top 
Models 

Geographic elevation    96.40 0.00 3 

 null    98.01 1.61  

 latitude elevation   98.12 1.71  

 elevation  elevation  98.62 2.22  

 latitude    99.70 3.30  

 elevation latitude elevation  100.35 3.95  

 latitude elevation latitude  101.07 4.67  

 latitude  latitude  102.43 6.03  

 latitude elevation latitude elevation 103.17 6.77  

Climatic MAT diurn. MAT  91.31 0.00 2 

 diurn. MAT diurn.  92.99 1.68  

 MAT diurn. MAT diurn. 94.45 3.15  

 diurn.  diurn.  94.96 3.65  

 MAT prec. seas. MAT  94.97 3.67  

 diurn.    95.09 3.78  

 MAT  MAT  95.11 3.81  

 prec. seas. MAT prec. seas. MAT 95.85 4.54  

 MAT diurn.   96.87 5.56  

 MAT annual prec. MAT  97.04 5.74  

 diurn. annual prec.   97.27 5.96  

 annual prec.    97.65 6.34  

 prec. seas. diurn.   97.68 6.37  

 diurn. annual prec. diurn.  97.77 6.46  

 diurn. prec. seas. diurn.  97.85 6.54  

 null    98.01 6.70  

 prec. seas. diurn. prec. seas.  98.36 7.06  

 MAT annual prec.   98.44 7.13  

 prec. seas. diurn. prec. seas. diurn. 98.62 7.32  

 MAT annual prec. MAT annual prec. 98.76 7.45  

 annual prec. diurn. annual prec.  98.85 7.55  
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 prec. seas. annual prec. prec. seas.  99.50 8.20  

 annual prec. MAT annual prec.  99.94 8.64  

 prec. seas. annual prec.   99.99 8.68  

 annual prec.  annual prec.  100.31 9.01  

 diurn. annual prec. diurn. annual prec. 100.36 9.05  

 prec. seas.  prec. seas.  101.61 10.31  

 prec. seas.    101.78 10.48  

 MAT    101.90 10.59  

 prec. seas. annual prec. prec. seas. annual prec. 102.27 10.97  

 prec. seas. MAT prec. seas.  102.35 11.04  

 annual prec. prec. seas. annual prec.  102.78 11.48  

 prec. seas. MAT   103.22 11.91  
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Salix purpurea 

Model Explanatory 
variable 1 

Explanatory 
variable 2 

Int. variable Int. variable 
2 

AICc ∆ AICc   # Top 
Models 

Geographic elevation    121.18 0.00 1 

 latitude elevation   123.61 2.42  

 latitude    123.65 2.47  

 elevation  elevation  123.68 2.49  

 latitude elevation latitude elevation 123.74 2.56  

 latitude  latitude  125.09 3.91  

 elevation latitude elevation  126.20 5.02  

 null    125.39 4.21  

 latitude elevation latitude elevation 126.48 5.30  

Climatic prec. seas.  prec. seas.  122.13 0.00 7 

 annual prec.    122.47 0.34  

 prec. seas. annual prec. prec. seas.  122.58 0.45  

 prec. seas. MAT prec. seas.  122.73 0.60  

 diurn.  diurn.  123.42 1.29  

 MAT    123.71 1.59  

 prec. seas.    124.07 1.94  

 prec. seas. diurn. prec. seas.  124.19 2.06  

 diurn. annual prec. diurn.  124.30 2.18  

 diurn.    124.50 2.38  

 prec. seas. annual prec.   124.69 2.56  

 annual prec.  annual prec.  124.76 2.63  

 MAT annual prec.   124.96 2.83  

 diurn. annual prec.   124.96 2.83  

 MAT  MAT  125.03 2.90  

 prec. seas. annual prec. prec. seas. annual prec. 125.32 3.19  

 prec. seas. MAT prec. seas. MAT 125.38 3.25  

 null    125.39 3.26  

 diurn. MAT diurn.  125.52 3.39  

 diurn. prec. seas. diurn.  125.79 3.67  

 prec. seas. MAT   125.87 3.74  
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 MAT annual prec. MAT  125.89 3.76  

 MAT diurn.   126.21 4.08  

 prec. seas. diurn. prec. seas. diurn. 126.43 4.31  

 prec. seas. diurn.   126.57 4.44  

 diurn. annual prec. diurn. annual prec. 127.05 4.92  

 MAT prec. seas. MAT  127.12 4.99  

 annual prec. prec. seas. annual prec.  127.16 5.04  

 annual prec. MAT annual prec.  127.37 5.25  

 annual prec. diurn. annual prec.  127.38 5.25  

 MAT diurn. MAT  127.65 5.52  

 MAT diurn. MAT diurn. 128.14 6.01  

 MAT annual prec. MAT annual prec. 128.45 6.32  
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Salix viminalis 

Model Explanatory 
variable 1 

Explanatory 
variable 2 

Int. variable Int. variable 
2 

AICc ∆ AICc   # Top 
Models 

Geographic null    191.39 0.00 2 

 elevation    193.12 1.73  

 elevation  elevation  193.97 2.58  

 latitude    194.08 2.69  

 latitude elevation   195.54 4.15  

 latitude  latitude  196.17 4.78  

 elevation latitude elevation  196.35 4.96  

 latitude elevation latitude  197.91 6.52  

 latitude elevation latitude elevation 198.36 6.97  

Climatic null    191.39 0.00 1 

 MAT    193.89 2.50  

 annual prec.    193.96 2.57  

 prec. seas.    194.05 2.66  

 diurn.    194.27 2.88  

 diurn. annual prec.   194.53 3.14  

 prec. seas. annual prec.   195.06 3.67  

 MAT  MAT  195.34 3.95  

 MAT annual prec.   195.41 4.02  

 annual prec.  annual prec.  195.76 4.37  

 MAT diurn.   195.81 4.42  

 prec. seas. MAT   195.89 4.50  

 diurn.  diurn.  195.99 4.60  

 prec. seas. diurn.   196.22 4.83  

 prec. seas.  prec. seas.  196.45 5.06  

 annual prec. diurn. annual prec.  196.50 5.11  

 MAT prec. seas. MAT  196.61 5.22  

 MAT diurn. MAT diurn. 196.88 5.49  

 diurn. annual prec. diurn.  196.92 5.53  

 diurn. MAT diurn.  197.16 5.77  

 annual prec. prec. seas. annual prec.  197.26 5.87  
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 MAT annual prec. MAT  197.30 5.91  

 annual prec. MAT annual prec.  197.36 5.97  

 MAT diurn. MAT  197.48 6.09  

 prec. seas. annual prec. prec. seas.  197.58 6.19  

 prec. seas. MAT prec. seas.  198.29 6.90  

 diurn. prec. seas. diurn.  198.37 6.98  

 prec. seas. diurn. prec. seas.  198.59 7.20  

 diurn. annual prec. diurn. annual prec. 199.11 7.72  

 prec. seas. MAT prec. seas. MAT 199.20 7.81  

 MAT annual prec. MAT annual prec. 199.53 8.14  

 prec. seas. annual prec. prec. seas. annual prec. 199.88 8.49  

 prec. seas. diurn. prec. seas. diurn. 200.88 9.49  
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