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Abstract

This thesis presents experimental work in modeling and control of physical multi-vehicle sys-
tems. The first part focuses on control of multi-agent systems. We present the implementation
of decentralized control algorithms for autonomous cooperative flight of a quadrotor team. In
the second part, the focus is on modeling of multi-agent systems. We propose a model for
vehicular traffic on broad roads, where lane discipline is not followed by human drivers.
Cooperative control of quadrotor teams: In this part we present experiments in decentralized
cooperative control of multiple quadrotors. In the first set of experiments, a min-max time
consensus tracking law is implemented on a fleet of quadrotors in an indoor environment. The
follower quadrotors converge onto the reference trajectory generated by a leader quadrotor in
min-max time using a local feedback control strategy which is known to be globally optimal.
Further, experiments are performed to study the effect of finite communication/measurement
rate on consensus tracking.

In the second set of experiments, a decentralized consensus law is implemented on a fleet
of quadrotors in an outdoor environment. The proposed consensus law requires the exchange of
only position information among agents and guarantees that the agents will asymptotically reach
consensus, assuming that the communication graph remains connected at each instant of time.
We demonstrate that for arbitrary initial positions of the quadrotors, the consensus law drives
them to an autonomously decided common point. A novel communication protocol which
guarantees reliable, real-time information exchange for such coordinated motion, is proposed.
This protocol avoids data collisions and operates on-board a fully airborne system, without
dependence on a ground station. It is also capable of handling changing communication graph
topologies, temporary link-breaks and link-additions. Using this communication protocol, the
quadrotors attain consensus for static and dynamic communication graphs. Experiments to
observe the effect of communication rate on consensus performance are also conducted.
Model for lane-less vehicular traffic: In this part, a model is introduced for traffic on broad
roads, where lane-discipline is not followed by human drivers. It is assumed that the driver re-
actions are influenced by possibly a number of vehicles, obstacles and other unmodeled entities
in visibility cones to the front and to the sides of each vehicle, for motion along the longitu-
dinal and lateral directions. Influence graphs are used to model the network of influences and
resultant interactions. We review a model developed to predict motion of vehicles in congested
traffic situations, where all drivers are forced to behave homogeneously. A model is proposed
to extend these predictions for the motion of vehicles in sparse traffic conditions. It is shown

ix



that in sparse traffic conditions, the velocity and inter-vehicle separations in the set of modeled
vehicles are uniformly bounded. Experiments are performed to verify the traffic model. Videos
of typical traffic on a sample road in Mumbai city, India, are recorded. Detailed information
of vehicular motion is extracted through image processing techniques. This data is utilized to
compare the actual trajectories of the vehicles with the model-predicted trajectories. It is veri-
fied that the proposed model can accurately predict complex maneuvers like overtaking, lateral
movements and collision avoidance with slower moving vehicles, in addition to macroscopic
patterns.
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Chapter 1

Introduction

A multi-agent system (MAS) is a collection of agents1, wherein each agent possesses limited
processing, local sensing and communication capabilities. Cooperative control deals with the
design and analysis of actions that the agents take in order to achieve a common objective.
These distributed actions are based on exchange of local information between agents. This
information exchange gives rise to a networked system. Networked systems have been stud-
ied in a variety of subjects. For example, they are used in biology to model the working and
wiring of transcriptional regulatory circuits [RC10] and molecular programming [HSM18]. So-
ciologists have used networks to analyze and predict behavior of techno-social systems [ME10],
[ÖDF+18], [SL14]. In physics, networks are used for modeling and prediction of the emergence
of behavior norms [RC10], [VCBJ+95], [SL18]. In engineering, technological advancements
have facilitated the synthesis of networked dynamical systems, such as multi-vehicle systems
and sensor networks [COSS11].

Our focus in this thesis is on multi-vehicle systems. It is known that teams of autonomous
vehicles operating in coordination can lead to a greater operational capability and efficiency
compared to autonomous vehicles that perform solo missions [RB08]. There are ample ap-
plications of autonomous multi-vehicle systems in the civilian and military domain: distributed
sensor networks [EGPS01], hazardous material handling [OMS01], humanitarian aid and disas-
ter relief [GFS+16], space-based interferometers [SHP04], combat, surveillance and reconnais-
sance systems [FTB03] to name a few. To enable these applications, it is essential to develop and
implement various cooperative control capabilities like rendezvous, formation control, flocking,
foraging, attitude alignment, etc.

Over the past couple of decades there has been a lot of research on the theoretical develop-
ment of cooperative control laws for multi-agent systems [CYRC13]. However, implementation
of cooperative control laws on physical systems poses significant challenges:

• A stable system of systems needs to be developed rather than just a single system.

• Due to the wireless medium and decentralized mode of communication, information ex-

1Agent: an entity which can perceive its environment through sensors and act on it through actuators [RN16]
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2 Chapter 1. Introduction

change between the agents can be unreliable.

• Limited computational resources are available for each vehicle.

While the engineering challenges in construction and control of such a multi-vehicle fleet
are addressed in the first part of the thesis, it is equally important to note that significantly
more complex multi-agent interactions exist in nature [Rey87], [SMW+14]. Even more inter-
estingly, complex human-engineered multi-agent systems exist almost everywhere in the world.
Consider the case of vehicular traffic. Multiple vehicles ply on shared roads everyday. It is im-
portant to observe and infer laws of interaction from this highly complex but very successful
interactive behavior. There have been several attempts to model behavior of human drivers ma-
neuvering vehicles to understand traffic flow at macroscopic and microscopic level [May90].
However, most work in this domain has been focused on modeling of vehicles which strictly
follow lane discipline [GHR61]. Such models fail to predict motion of vehicles in developing
countries, where strict lane disciple is not observed, resulting in a more complex interactive
behavior. This drawback is addressed in this thesis and a novel model for lane-less traffic is
proposed. Apart from immediate uses in transportation planning and analysis, it will help us
engineer better networked systems in future.

1.1 Overview of work done

The work done in this thesis is divided in two parts. In the first part, we shall look into the
design and analysis of cooperative control laws and their implementation on physical systems.
In the second part, we introduce a model developed for vehicular traffic applicable to cases
where lane-following is not adhered to. An overview of these two parts now follows.

Part I. Cooperative control of multi-quadrotor systems

Quadrotor helicopters (generally referred to as quadrotors) are flying vehicles capable of vertical
take-off and landing (VTOL). This makes them suitable for cluttered and urban environments.
Their hovering capabilities can be exploited in applications involving surveillance [W+06],
videography [JRT+15] and distributed sensor networks [VSB+11]. Availability of cheap minia-
ture embedded systems for computation, communication and sensing have made it possible to
easily construct teams of quadrotors. Hence, a team of quadrotors is chosen as the platform to
test cooperative control laws.

Cooperation requires multiple vehicles to agree on the value of a variable of interest. The
two problems in cooperative control considered in this work are that of consensus and consensus
tracking of multiple vehicles. To achieve consensus, the vehicles are required to agree on a value
of the variable of interest. In consensus tracking, all vehicles are required to track a constant
or time-varying consensus state. The solutions of these problems can be applied to common
multi-vehicle mission maneuvers like rendezvous and formation flight. This is illustrated in
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this thesis through the implementation of the consensus-based cooperative control laws on the
multi-quadrotor platform. During practical implementation, there are several issues that need
to be tackled, such as imperfect sensors with limited accuracy and update rates, and limited
on-board computation. Wireless communication between agents gives rise to issues like limited
range, packet drop, interference, etc. We conduct experiments to study the effect of such issues
on the multi-agent system performance. Further, a novel fully airborne communication protocol
is designed and experimentally verified in an outdoor environment. Let us now look at these
problems in detail.

Consensus tracking

In the consensus tracking problem, a special agent, referred to as a leader generates a reference
trajectory on to which the remaining agents, referred to as followers, need to converge using
information available locally to each agent [RB08]. Follower agents generally only commu-
nicate with neighboring agents, where proximity might be based on a network architecture or
geographical distance [BCM09] [ME10]. It is essential in some applications that consensus
tracking be achieved in minimum time [ST94] [KSBY00]. For example, in the case of multiple
unmanned aerial vehicles operating in hostile environments, it is essential that rogue invading
agents be captured in minimum time [RWB+05] [OS06].

A local information based feedback control strategy is developed in [MC18], to achieve
min-max time consensus tracking of double-integrator agents with bounded inputs. In [MC18],
communication between any two agents is assumed to be possible only if the distance between
them is less than a fixed threshold. A decentralized algorithm to extract a rooted spanning tree
from a connected communication graph is given. A spanning tree rooted at the leader agent is
obtained from the initial connected graph using this algorithm. Each pair of connected agents
in this tree is modeled as a pursuer-evader pair and it is proposed that the local time optimal
feedback pursuit policy be used by each agent. For the selected spanning tree, this proposed
local control is shown to be the communication preserving global min-max time strategy.

The control strategy proposed in [MC18] is implemented in this work on a testbed of aerial
robots under various practical situations. In order to implement the feedback control strategies
proposed in [MC18], each agent needs to measure its own state and that of its neighbors, instan-
taneously. In practice, agents measure their states (position and velocity) using various sensors
[LPLK12]. Such measurements can only be done at a finite rate [ANT10]. Further, each agent
needs to communicate with its neighbors in order to obtain their states. The communication
over any communication channel also happens at a finite rate. Due to these limitations, agents
cannot obtain the instantaneous values of their states and that of their neighbors. In this the-
sis, experiments to observe the effect of these limitations are performed. Figure 1.1 shows the
implementation of consensus tracking carried out on a quadrotor fleet in an indoor environment.
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Figure 1.1: Consensus tracking being performed on an indoor testbed of four quadrotors. The
follower quadrotors (red) track an arbitrary trajectory generated by a leader quadrotor (white)

Consensus

For a team of vehicles to reach consensus they need converge onto a common value of state
(position and velocity). In this work, a decentralized consensus law, which is a variation of
[RA07], is proposed to guarantee that the agents will asymptotically reach an autonomously
decided common location, assuming that the communication graph between the agents remains
connected at each instant of time. This consensus law requires only the exchange of position
information among neighboring agents in order to drive them to a common point. Due to the
decentralized nature of the consensus law, the trajectory computations are done completely
on-board the quadrotors. This consensus law is implemented on-board a testbed of six (three
physical and three virtual) quadrotors and a rendezvous maneuver is demonstrated through sev-
eral experiments. Figure 1.2 shows the implementation of the consensus law on a quadrotor
fleet in an outdoor environment.

Further, a novel communication protocol is proposed for facilitating the real-time ex-
change of data between multiple agents. This protocol avoids data packet collisions using
time-slotting. During initialization, the clocks of all the agents are synchronized and each agent
transmits data in an allotted time slot. The protocol has the ability to maintain synchroniza-
tion and handle changes in the communication topology due to: obstacles, or the motion of the
agents entering and leaving each others’ communication range. This protocol is implemented
on-board the quadrotors and is fully airborne, thus eliminating the requirement for a ground
station.
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Figure 1.2: Consensus being achieved on an outdoor testbed of three quadrotors. All quadrotors
(red) are seen to autonomously navigate to a common point (rendezvous)

Part II. Modeling of lane-less traffic

In this part of the thesis, we focus on understanding the manner in which human drivers success-
fully coordinate in order to navigate vehicles in traffic conditions where lane discipline is not
followed. In Indian conditions where the roads are often wide, multiple vehicles drive abreast,
but lane discipline is never observed. Such “lawless” driving is often characterized as chaotic
[OH08]. In an effort to model such behavior, a dynamic model is introduced in [CMCM16].
The primary hypothesis in the lane-less model introduced in [CMCM16] is that it is not enough
to consider only the vehicle directly in front, since vehicles to the side can suddenly move in.
Consequently, each driver needs to watch all vehicles in a ‘cone’ rather than only the vehicle
right ahead. Similarly, for lateral motion (similar to lane changing in laned traffic), each driver
needs to watch vehicles in two separate cones to his/her right and left. Each driver is affected
by vehicles in these cones and in turn affects other drivers who can see his/her vehicle, creating
connected influence graphs. Using these graphs, the laws governing the microscopic behavior
of vehicles in dense traffic conditions is proposed in [MJC+18]. In this thesis we present an
extension of this model to predict behavior of vehicles in sparse traffic conditions, where com-
plex maneuvers like overtaking are observed. The validity of these models and the underlying
assumptions is established by comparing the model predicted trajectories with actual motion of
real vehicles extracted from video recorded traffic data on a sample Indian road.



6 Chapter 1. Introduction

1.2 Organization of the thesis

The thesis is organized as follows: we begin by reviewing relevant literature and highlighting
the contributions of our work in Chapter 2. In the first part of the thesis, we will look at different
algorithms for control of quadrotor teams. Chapter 3 introduces the basics of quadrotor motion.
Details regarding the testbeds constructed for implementation of the cooperative control algo-
rithms are provided in Chapter 4. A solution to the consensus tracking problem is reviewed and
its implementation is discussed in Chapter 5. Chapter 6 contains details regarding the imple-
mentation of a decentralized consensus algorithm along with a novel communication protocol.
The second part of the thesis presents a mathematical model for lane-less traffic. A model for
dense traffic is reviewed in Chapter 7. This model is extended for sparse traffic in Chapter 8 and
then a validation of both these models is presented.



Chapter 2

Literature Review

In this section, a brief review of the literature related to control of multi-agent systems and mod-
eling of vehicular traffic is presented. The literature related to cooperative control of quadrotor
fleets is summarized in Section 2.1. In Section 2.2, work related to modeling of vehicular traffic
is presented. The contributions of this thesis are highlighted in Section 2.3

2.1 Cooperative control of multi-agent systems

The study of collective behavior where multiple agents influence each others’ dynamics through
local interaction laws has been studied since [VCBJ+95]. Control laws have been designed
for such systems in order to impose a desired collective behavior to serve potential applica-
tions like localization and rescue during calamities [CKBM06], estimation of traffic density
[Pur05], surveillance and intelligence gathering [AAMO13], mapping [MSM+12], construc-
tion [LMK11], load transportation [LSK13] etc.

A survey of theoretical tools for cooperative control of multi-agent systems with general
linear and nonlinear dynamics can be found in [RBA05], [OPA15], [QMSW16] and [CPD+18].
An extensive review of literature for consensus based distributed cooperative control of multi-
vehicle systems can be found in [RB08], [BCM09] (and references therein).

We shall now look at literature addressing two problems considered in the thesis: (a) con-
sensus problem and (b) consensus tracking problem. In the consensus problem, the consensus
state is decided collectively by the agents based on their initial condition. A variant of this
problem is the consensus tracking problem, wherein a trajectory is generated autonomously by
a special agent(s) which acts as the reference trajectory onto which the remaining agents need
to converge using local control laws. Let us now look at some of the solutions to these problems
found in literature.

Consensus problem

The observations made in [VCBJ+95] are first explained mathematically in [JLM03], wherein
consensus laws are proposed for discrete time multi-agent systems with single integrator dy-

7
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namics. A continuous time multi-agent system with single integrator dynamics is considered in
[OSM04a]. In this paper, various scenarios like directed and undirected communication, fixed
and varying communication graph are studied. The effect of time delays in communication for
multi-agent systems with a fixed undirected communication graph are also studied.

In [RA07], [GWJ09], [AT10], consensus laws for double integrators with position and
velocity as state variables, are presented. Results for multi-agent systems with single integrator
agents are extended for double integrator agents in [RA07]. Necessary and sufficient conditions
for consensus given a directed communication topology are also derived. In [GWJ09], consen-
sus law without velocity measurement is proposed. The case of bounded inputs is considered in
[AT10]. Results for consensus of general linear systems are presented in [FM04].

Control laws have also been designed for consensus of nonlinear systems. In [YCCK09],
second order consensus laws for directed topologies have been proposed and notions of gener-
alized algebraic connectivity have been proposed. An adaptive consensus law for all undirected
connected graphs is proposed in [LRLF12]. In [MRM13], a control law is proposed to drive
nonlinear MAS to consensus, under undirected communication graphs, only using relative po-
sition measurements.

Consensus tracking problem

The consensus tracking problem can be viewed as an extension of the trajectory tracking prob-
lem for the multi-agent case. This problem is discussed in [Ren08], [CR12]. In [JLM03],
the consensus tracking problem with fixed leader state and undirected communication between
agents, is addressed. The case where leaders are dynamic, the directed communication graph
is fixed and inputs to the agents are bounded, is considered in [Ren08]. In [ML07], the case of
multi-agent systems with changing graphs and dynamic leaders is considered.

Consensus tracking laws have also been developed for higher order nonlinear systems. In
[ZL12], a robust, adaptive neural network based controller is designed to synchronize all fol-
lower nodes to the leader node with bounded residual errors, wherein all agents communicate
over a weighted directed graph with, fixed topology. An adaptive backstepping consensus con-
troller is presented in [CWLL15] for consensus tracking over time-invariant undirected graphs.
A neural network-based state observer for each follower is designed to solve the unmeasur-
able state problem of high-order nonlinear multi-agent systems. Robust and adaptive consensus
tracking problems with parameter uncertainties are studied in [ZLD13], and a class of discontin-
uous protocols for agents communicating over undirected time-invariant graphs are proposed.
The case of time-varying communication graphs is considered in [WDCY13].

Time to consensus

The speed at which agents of the multi-agent system reach consensus is an important param-
eter in designing the control laws. There are several control laws (see [RB08], [ME10] and
references therein) which achieve asymptotic consensus. In such control laws, the speed of
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consensus is characterized by the algebraic connectivity i.e. the second largest eigenvalue of
the Laplacian of the communication graph [OSM04b], [RB08].

The problem of designing control laws to achieve finite time consensus among multi-
ple single integrator agents is studied in [Cor06]. Control laws which achieve consensus in
finite time for double integrator dynamics are proposed in [WH08]. In [ZW12], finite time
consensus algorithm for a heterogeneous multi-agent system with single and double integrator
agents is proposed. The finite time consensus tracking problem is considered in several papers
like [CRM10], [LDL11], etc. In [CRM10], finite time consensus tracking is achieved using
distributed sliding mode control. A finite time consensus tracking algorithm for double integra-
tor agents without velocity information from neighboring agents, is proposed in [LDL11]. In
[ZDWC15], [ZDWZ13], [ZWC16], algorithms have been developed for finite time consensus
tracking of double integrator agents under different scenarios like: single and multiple leaders,
with/without velocity information from neighboring agents, etc.

The problem of time optimal consensus is studied in [YSS+13], in which a first order
discrete time multi-agent system is considered. The agents use the consensus law proposed
in [JLM03]. A decentralized algorithm to compute the final consensus value of the network
in finite time and minimum number of steps, is proposed. However, the actual consensus is
achieved asymptotically. In [MC18], the authors propose a local information based feedback
control strategy to achieve min-max time consensus tracking of double integrator agents with
bounded inputs. Each agent is assumed to have limited communication range. A decentralized
algorithm is proposed to extract a spanning tree rooted at the leader node, from a given con-
nected communication graph. Each pair of agents in this tree is modeled as a pursuit-evasion
pair and a local time optimal feedback pursuit policy is proposed for each agent. It is shown that
for the selected spanning tree, the proposed control strategy is the communication preserving
global min-max time strategy. In this thesis, we implement the control strategy proposed in
[MC18] on a testbed of quadrotors. However in practice, due to limitations in sensing equip-
ments, there are constraints on the rate at which state information is available to each agent. An
analysis of the effect of these limitations on the performance of the min-max time consensus
proposed in [MC18], is presented in [JSCC19].

Practical implementation

On the theoretical front, substantial literature is available on distributed cooperative control of
multi-vehicle systems. However, there is limited work done on implementation and testing of
cooperative control algorithms on practical systems. A brief survey of the vertical take-off and
landing (VTOL) multi-vehicle testbeds that implement cooperative control for formation flight
and trajectory tracking is as follows:

Indoor testbeds: In [KMPK13], the authors describe a centralized control algorithm to demon-
strate tight flight formations, while a decentralized control algorithm is implemented in [TMK12]
to achieve linear and rectangular-shaped formation flight. An open-loop control strategy is de-
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veloped and implemented to achieve consensus tracking of a group of quadrotors while mini-
mizing an integral cost function. In both cases, actual execution of the algorithm takes place
on a central computer. Formations are achieved in [PHSA17] by generating piecewise poly-
nomials which satisfy given waypoint and continuity constraints, but trajectories are computed
and uploaded from the base station. Double-integrator based decentralized consensus algo-
rithms have been used to achieve formation control among quadrotors in [SFZR15]. However,
these experiments have been performed in a controlled indoor environment. The problem of
formation control with the goal of maintaining bearing rigidity was addressed in [SG17] and a
decentralized gradient-based control law was developed and implemented.
Outdoor testbeds: Formation flight in outdoor conditions with two physical industrial grade
unmanned helicopters, and seven simulated helicopters is reported in [SCHS07]. However, the
control laws used are not decentralized in nature. In [BSK11], formation control was achieved
using centralized controller and point-to-point communication between agents and ground sta-
tion. Collision-free formation flight using Nash bargaining was demonstrated in [HHWT11].
Successful execution of decentralized multi-quadrotor flock which performs stable autonomous
outdoor flight is given in [VVS+14], [KPA17]. While [VVS+14] uses an empirical control law,
[KPA17] proves persistence of formation with a single integrator model. In the absence of low
level access to the autopilot control loops in either of these papers, it is not clear how the pro-
posed theoretical models are applicable to quadrotors. In [DZRZ16] and [DYSZ15], a Riccati
equation based consensus tracking strategy is proposed and implemented on an outdoor testbed
of quadrotors. Formation control using visual inertial odometry is achieved in [WCLK18]. A
summary of vertical take-off and landing (VTOL) multi-vehicle testbeds is given in Table 2.1.
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Communication for cooperative motion

The thrust of research in recent times has been towards development of control algorithms,
wherein inter-agent communication is assumed to be perfect. The state of the art in practi-
cal multi-UAV communication is available in [BST13], [NCKS17] (and references therein).
For communication in indoor environments, the agents keep sending data packets repeatedly to
make up for unreliability in data reception [LHM+14]. In [PHSA17], to achieve low latency, the
authors aim for high probability of communication by repeating request-response commands
until acknowledged or a timeout occurs. There is no mechanism to avoid data collisions. In
outdoor experiments performed in [SCHS07], a token ring communication protocol is used for
collision-free inter-agent communication. Packet loss during wireless communication was one
of the contributing factors to the experimental results differing from the ideal theoretical results
[SCHS07]. In [VVS+14], to achieve consensus among quadrotors, XBee modules working in
broadcast mode, which use standard MAC protocols with randomized collision resolution, are
used for information exchange. The unpredictable behavior of such protocols lead to delays
in data transmission and deterioration in convergence accuracy/rates which are unacceptable in
real-time applications [GGC13]. A study of the effect of control gain, communication update
rate and graph topologies performed in [MSKR14] shows that timely dissemination of informa-
tion and its reception are vital for consensus to occur among agents. A survey of such issues in
UAV communication networks is presented in [GJV16].

The review of literature in distributed cooperative control of quadrotor teams shows that
there is scope for implementation of decentralized cooperative control laws with mathematically
provable convergence guarantees on practical systems. There is also a need to develop the
underlying communication protocols which guarantee time-bound exchange of information in
lightweight airborne systems. These issues are addressed in the first part of the thesis.

2.2 Modeling of lane-less traffic

Mathematical models of traffic are important for predictions [Cla03] and real-time control of
traffic [HSL+15, CC17], infrastructural planning [WSD+05], study of traffic conditions on
economy and environments and various other applications (e.g., see [Tre75]-[WSCW17] and
references therein). Traffic models are broadly classified into two types [MM16]: the macro-
scopic models attempt to describe the speed-flow-density relations of a traffic stream. Exam-
ples include the Lighthill-Whitham-Richards (LWR) model [LW55], the force models [Hel95],
fluid flow [KW98] and gaseous flow analogies [AR00], stochastic models [PS15] and wave
models [JGL15]. On the other hand, microscopic models describe the behavior of individ-
ual vehicles in various traffic scenarios [GHR61, TMH15]. The most common microscopic
model is the car-following model [GHR61], whereas variations and extensions are studied
in [CLZA12]-[Bex68]. Later developments include models of lateral movements like lane-
changing [TMH15, Zhe14]-[HÖR+03] and obstacle avoidance [SM03]. Various forms of sta-
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bility such as input-to-state [TKP02], string stability [SH96] and mesh stability [SPH99]-[SZ12]
have also been considered. For a detailed survey, we refer the reader to [MM16, Zhe14, AKT16]
and references therein.

Most of the literature mentioned above, is focused on modeling laned traffic, i.e., the
situation where the drivers abide by lane-discipline. Similar models, in the absence of more
realistic theory, have been used to model Indian traffic [AKSS16, BGC03] which, however,
does not obey lane discipline. To address this gap, several attempts have been made recently to
simulate traffic in typical Indian conditions (e.g., see [MM16] and references therein): highly
heterogeneous vehicles with maximum speed capabilities and driver behavior differing widely
across modern high-powered passenger cars to old overloaded goods carriers [BM12]-[FW15].
However, these models are based on ad-hoc rules, with no tractable mathematical properties.
Hence, no a priori guarantees of convergence or boundedness of simulated trajectories can
be given. Given the importance of such models for understanding road traffic behavior, traffic
simulation and transportation planning, we believe a more mathematically rigorous model, with
provable stability properties, is necessary.

A theoretical model and consequent predictions need empirical validation. Various at-
tempts have been made to record traffic data using simulations [PS15, CLZA12], video record-
ing through helicopters [OH08, Tol74] or high-mounted cameras [MBK13, Adm17], using ve-
hicles equipped with sensors [CC17, Roc68]-[MR13], and loops embedded in roads [Cla03].
A well-known example of traffic data set is Next Generation SIMulation (NGSIM) [Adm17],
which has been used widely for traffic model verification [WSCW17, TMH15, CLZA12, TLR10,
Lav14, KM11] - [LVH09]. However, the NGSIM data is recorded for laned traffic and hence
is not suitable for the validation of the models presented in [MJC+18]. Hence, for verifying
that the proposed model is able to predict trajectories of real cars on Indian roads, the actual
trajectories of vehicles, during normal traffic conditions, are recorded using a camera mounted
atop a building adjoining a sample road in Mumbai, India.

2.3 Contributions

Cooperative control of multi-quadrotor teams

In this work, we show that using the low level access to quadrotor control loops, quadrotors
can be approximated as two independent double integrator systems. Thus, available theory for
consensus and consensus tracking of double integrator agents can be modified and applied to
quadrotors.

Consensus tracking

The contributions of this work are as follows:

(a) Implementation of consensus tracking: Min-max time consensus tracking on a testbed
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of four quadrotors has been performed in an indoor environment. To the best of the author’s
knowledge, minimum-time consensus tracking has not been implemented on a testbed of multi-
ple quadrotors. The trajectories of the leader agent are generated manually. The three follower
agents converge onto this reference trajectory in min-max time using the local feedback con-
trol strategy proposed in [MC18]. The source-code of the implementation is made available at
[Jos18]. The implemented algorithm is decentralized and is computationally cheap due to the
availability of closed form expressions of the feedback law. Thus, unlike open-loop cooperative
control implementations (see [TMK12]), computationally intensive numerical methods are not
required.

(b) Effect of non-zero sampling time on consensus tracking: Experiments are performed
to observe the effect of non-zero sampling time (i.e., the time interval between two consecu-
tive time instants at which agents receive the states of their neighbors) on the min-max time
consensus tracking control strategy proposed in [MC18].

Consensus

The contributions in this work are as follows:

(1) Theoretically provable, experimentally verified consensus law: A consensus law for
double integrator dynamics, which is a variation of [RA07] and requires the exchange of only
the position information among agents, is proposed. It guarantees that the agents will asymp-
totically reach an autonomously decided consensus point, assuming the communication graph
remains connected at each instant of time. The trajectory generation is done on-board and there
is no requirement of a ground station except for telemetry purposes. In order to implement the
consensus law, the quadrotor motion is decoupled along two orthogonal axes in the horizontal
plane. The quadrotors are kept at different altitudes in order to avoid collisions. Experiments
are performed to provide a comparison between the trajectories generated by double integrator
agents and physical units, and to demonstrate successful consensus with six quadrotors.

(2) Implementation of a scalable airborne communication protocol: A novel communica-
tion protocol is proposed for facilitating the real-time exchange of data between multiple agents.
This protocol avoids data packet collisions using time-slotting. During initialization, the clocks
of all the agents are synchronized and each agent transmits data in an allotted time slot. The
protocol has the ability to maintain synchronization and handle changes in the communication
topology due to: obstacles, or the motion of the agents entering and leaving each others’ com-
munication range. This protocol is implemented on-board the quadrotors and is fully airborne,
thus eliminating the requirement for a ground station. An average transmission and reception
efficiency of 98.04% and 98.52% respectively is achieved for complete information exchange
between three to six agents for 18 runs of 300 s each in indoor and outdoor environments.

(3) Effect of communication on control and convergence: Experiments are performed
wherein the rate at which data is exchanged between the agents using the proposed law to
reach consensus, is altered. It is observed that slower communication rates progressively lead
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to degraded performance in reaching consensus.

Modeling of lane-less traffic

In this thesis, the model proposed in [MJC+18] for predicting the motion of vehicles in dense
traffic conditions is extended. A model to predict motion of vehicles in sparse traffic condi-
tions is proposed. For verifying that these models are able to predict trajectories of real cars
on Indian roads, the actual trajectories of vehicles during normal traffic conditions are recorded
using a camera mounted atop a building adjoining a sample road in Mumbai, India. For our
analysis and comparison with the proposed model we extract, using image processing tech-
niques, information about vehicle trajectories in R2. These trajectories are then compared with
the trajectories generated by the proposed model initialized with measured data. Due to infras-
tructural and feasibility constraints, our recordings are limited to approximately 230 m of the
road. As the average speed of vehicles in this stretch of road is 40-50 km/h, the duration of
the analysis is around 15 s. To compensate for this short duration, the analysis is repeated for
multiple sets of vehicles and the statistical performance of the proposed model is characterized.
We demonstrate that in dense traffic, the vehicles do converge to a layered platoon like structure
with fixed inter-vehicle and inter-layer distances. In sparse traffic, the proposed model correctly
predicts dynamic lane-changing based on availability of free space, overtaking slower vehicles
and maneuvering to avoid slower vehicles. Comparisons of the model predicted and actual ve-
hicle trajectories, evolution of RMS error and cumulative values of prediction errors over time
are also presented.
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Cooperative control of multi-agent systems
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Chapter 3

Basics of quadrotor motion

In this chapter we review the basics of a quadrotor system. We start by introducing the frames
of reference that are essential in analyzing the motion of agents in Section 3.1. The quadrotor
dynamics are presented in Section 3.2. The control architecture is presented in Section 3.3. In
Section 3.3.2, we justify the approximation of quadrotor dynamics as two independent double
integrator systems.

3.1 Frames of reference

To analyse the motion of the multi-agent system comprising of quadrotors as agents, standard
definitions [NKG12] for the frames of reference are used in the analysis (see Fig. 3.1 and Fig.
3.2).

Figure 3.1: A depiction of the {E} and {L} frames of reference

19
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Earth-centered Earth-fixed frame, {E}

This is considered to be an inertial frame of reference and is defined as follows: (a) The origin is
at the centre of mass of the Earth (b) The ZE− axis passes through the geographical north pole
(c) The XE− axis passes through the intersection of the equatorial plane and the Greenwich
meridian (d) The Y E− axis completes the right-hand coordinate system.

Local-level frame, {L}

The local-level frame or the navigation frame is set up as follows: (a) The origin is at a fixed
point on Earth (b) The XL− axis points towards the north (c) The Y L− axis points towards the
east (d) The ZL− axis points upwards.

Body frame, {B}

The body frame {B} is oriented as follows: (a) The origin is at the centre of mass of the
quadrotor (b) The XB− axis points towards the front end of the quadrotor (c) The Y B− axis
points towards the right end of the quadrotor (d) The ZB− axis points in the downward direction
as shown in Fig. 3.2.

Body-fixed frame, {V}

A body-fixed coordinate frame {V} is attached to the vehicle [Cor11] such that (a) It has the
same origin as {B} (b) The ZV− axis is parallel to ZL− axis (c) XV , YV− axes are projections
of XB, Y B onto a plane parallel to the XLY L plane in {E} and passing through the origin of {V}
as shown in Fig. 3.2.

The angles θp,θr and θy correspond to pitch, roll and yaw of the quadrotor respectively as
shown in Fig. 3.2. The XVYV plane is constrained to always remain parallel to the XLY L plane.
However, it can change its orientation by some θy about ZV . This change in orientation between
{V} and {L} is given by a rotation matrix

RL
V =

 cθy sθy 0
−sθy cθy 0

0 0 1

 , (3.1)

where c(·) := cos(·) and s(·) := sin(·).

3.2 Quadrotor dynamics

The six degrees of freedom of motion in a quadrotor are achieved by varying the rotor speeds,
ω̄i, i = 1,2,3,4 of the four motors. The thrust Fi generated by each motor along the ZB−axis is
given by

Fi = bω̄
2
i , (3.2)
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Figure 3.2: The quadrotor system setup along with the {L},{B} and {V} frames of reference

where b > 0 is the lift constant. It is known [Cor11] that b depends on the air density, the cube
of the rotor blade radius and the chord length of the blade.

In the Earth-fixed frame {E}, let p̄E =
[

xE yE hE
]T
∈ R3 denote the position of the

quadrotor. Then, the translational dynamics of the quadrotor are given by Newton’s second law
[Cor11] to be

m ˙̄vE =

 0
0

mg

−RE
B

0
0
F

 (3.3)

where v̄E =
[

ẋE ẏE ḣE
]T
∈ R3 is the velocity of the vehicle in the Earth frame, g is the

acceleration due to gravity, m is the total mass of the quadrotor and F = ∑
4
i=1 Fi is the combined

upward thrust generated by the four motors. The first term in (3.3) refers to the force of gravity
which always acts downwards in {E} and the second term corresponds to the combined thrust
in the body frame {B} rotated into {E}. This rotation is given by the matrix

RE
B=

 cθpcθy −sθrsθpcθy + cθrsθy cθrsθpcθy + sθrsθy

−cθpsθy sθrsθpsθy + cθrcθy −cθrsθpsθy + sθrcθy

−sθp −sθrcθp cθrcθp

 .
The rotational motion of the quadrotor is achieved by generating a pairwise difference in the

rotor thrusts. The rotational acceleration of the quadrotor is given [Cor11] by Euler’s equation
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of motion
Jω̇ =−ω×Jω +Γ, (3.4)

where J is the 3×3 inertia matrix, ω is the body angular velocity vector and Γ =
[
τx τy τz

]T

is the torque applied to the quadrotor. The following equation relating T , Γ and ω̄i, i = 1, ...,4
is derived in [Cor11]:

[
T
Γ

]
=


−b −b −b −b
0 −db 0 db

db 0 −db 0
k −k k −k




ω̄2
1

ω̄2
2

ω̄2
3

ω̄2
4

=: Q


ω̄2

1

ω̄2
2

ω̄2
3

ω̄2
4

 , (3.5)

where k is the drag constant which depends on the same factors as b, and d is the distance of
the motor from the center of gravity of the quadrotor. The matrix Q is of full rank if b,k,d > 0
and thus can be inverted to get the rotor speeds required to generate specific forces and torques
as follows 

ω̄2
1

ω̄2
2

ω̄2
3

ω̄2
4

= Q−1

[
T
Γ

]
(3.6)

The overall motion of the quadrotor can be obtained by integrating the dynamics (3.3) and (3.4)
where the forces and torques acting on the quadrotor are functions of rotor speeds.

3.3 Basic quadrotor control

In our experiments, a nested control structure is employed to control the quadrotor. A block
diagram of the control architecture is shown in Figure 3.3. The inner control loops are used to
control the attitude (roll, pitch and yaw angles) and altitude of the quadrotor. The outer control
loops are used to control the position, and subsequently the motion of the quadrotor in the XLY L

plane. Various methods can be used for motion control of the quadrotor [Qua17]. In particular,
we shall look at two methods:

1. Proportional-derivative (PD) controller

2. Time optimal controller

Let us now see the control loops in detail.

3.3.1 Inner control loops

Attitude control

Roll and pitch control: Let Θ∗=
[

θ ∗p θ ∗r

]T
∈R2 be the desired value of roll and pitch angles

and Θ =
[

θp θr

]T
∈ R2 be measured roll and pitch angles. In order to attain Θ∗, torques
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Figure 3.3: Basic control architecture for a quadrotor

Γ̃ =
[

τx τy

]T
∈ R2 are generated using a proportional-derivative controller given by

Γ̃ = Kpr,p(Θ
∗−Θ)+Kdr,p(Θ̇

∗− Θ̇), (3.7)

where Kpr,p =

[
Kpr 0
0 Kpp

]
∈ R2×2 and Kdr,p =

[
Kdr 0
0 Kdp

]
∈ R2×2 are the control gains.

Yaw control (Heading hold): The heading of the quadrotor is the angle between XB and XL as
seen in Fig. 3.2. This angle is represented by the yaw angle, θy. The heading of the quadrotor
is kept constant at θy = 0◦, in order to decouple the motion of the quadrotor along the roll and
pitch axis. As we shall see later, this decoupling is useful in design of the cooperative control
algorithms. Hence, each quadrotor maneuvers in XLY L plane by only changing its roll and pitch
angles.

The required yaw torque is generated using the following proportional-derivative (PD)
control law

τz = KpyeH +Kdy ėH , (3.8)

where eH = (θ ∗y − θy) is the error, θy is the measured yaw angle, θ ∗y is the desired yaw angle
and Kpy ,Kdy are the control gains.
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Altitude Hold

In the case of the quadrotors used in the outdoor testbed, the altitude is held constant using
PD gain scheduling. Let h be the actual altitude, h∗ the desired altitude and F̄ the thrust value
corresponding to h∗. Error bands Bk := [bk,bk+1), where bk ∈R and b0 < .. . < bk < .. . < bm are
defined. The error eA = (h∗−h) ∈ Bk for some k. Different set of gains KBk

p ,KBk
d corresponding

to each error band Bk are assigned. Then the required cumulative thrust correction is generated
using

∆F = KBk
p eA +KBk

d ėA +ω0, (3.9)

where ω0 is the rotor speed bias required to produce thrust to counter the weight of the vehicle.

3.3.2 Approximation as double integrators

Motion of the quadrotor in the XVYV plane is achieved by generating required rolling and

pitching torques. The total force fV =
[

fV
x fV

y fV
z

]T
∈ R3 acting on the quadrotor is given

by

fV = Rx(θr)Ry(θp)

0
0
F

 , where (3.10)

Rx(θr) =

1 0 0
0 cθr sθr

0 −sθr cθr

 , Ry(θp) =

 cθp 0 sθp

0 1 0
−sθp 0 cθp

 .
For small θr and θp, (3.10) can be simplified to get

fV
x = F sinθp ≈ Fθp (3.11)

fV
y = F sinθr cosθp ≈ Fθr. (3.12)

In {E}, the total force acting on the quadrotor is given by

fE = RE
V fV . (3.13)

Now, the dynamics of the quadrotor in the XEY E plane is given by

ṗE = vE , v̇E = fE , (3.14)

where fE can be controlled through (3.13). To change fE arbitrarily, θp and θr are adjusted
according to (3.13). If θp and θr can be varied independently and instantaneously, then due to
(3.13) and (3.14), the effective motion of the quadrotor in the XEY E plane can be approximated
as a double integrator. The attitude control loop is designed such that θp→ θ ∗p and θr→ θ ∗r in
milliseconds. Due to low moment of inertia, it is observed on the indoor and outdoor testbeds
(see Chapter 4) that a change in roll and pitch angles is attained much faster (within 50 ms) than
translational motion, which is in the range of 3 to 5 m/s.
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Remark 1. The heading control loop given by (3.8) and is designed such that θy→ θ ∗y within
around 500 ms and is held constant on both, the indoor and outdoor testbeds. Hence, the matrix
given by (3.1) can be assumed to remain constant for translational motion considerations.

Remark 2. As θp and θr of the quadrotor change, the vertical component of the total thrust
vector, F reduces by a factor of the cosine of θp and θr. The angles being small, the reduction
is not severe. The altitude control loop given by (3.9) is designed to be fast and corrects the
experienced drop at a rate of 25 cm/s on the outdoor testbed and 50 cm/s on the indoor testbed.

Thus the quadrotor can be approximated as two independent double integrator systems.
This is verified (refer Sections 5.6 and 6.3) by comparing the theoretically predicted trajectories
of double integrator agents with the actual trajectories of physical quadrotors in both, indoor
and outdoor environments.

3.3.3 Outer control loop: motion control

Let us now review the techniques used for quadrotor motion control using the outer control loop
(see Figure 3.3).

Proportional-derivative (PD) controller

Let the measured position of the quadrotor be pE =
[

xE yE
]T
∈ R2 in {E}. The desired

position is denoted by pE∗ =
[

xE∗ yE∗
]T

. This is achieved by varying θp and θr while θy is
held constant by the heading control loop.

For the sake of analysis, {E} is selected as reference to describe quadrotor motion using
pE and vE . For successful motion control, fE can be varied according to the following law
[Cor11]:

fE = mK f [Kp(pE∗−pE)−vE ], (3.15)

where K f and Kp are constants. The corresponding desired values of angles, Θ∗=
[

θ ∗p θ ∗r

]T
∈

R2 from the control law (3.15) navigate the quadrotor to the desired location pE∗. Manipulating
(3.11), (3.12), (3.13) and (3.15), the expression

Θ∗ = RV
E

mK f

F
[Kp(pE∗−pE)−vE ]. (3.16)

is obtained. In order to attain Θ∗, torques Γ̃=
[

τx τy

]T
∈R2 are generated using a proportional-

derivative controller given by (3.7).

Time optimal controller

A time optimal controller is used when the objective is to transfer a system from an arbitrary
initial state to a target set in minimum time [Kir12]. Let the measured position of the quadrotor

be pL =
[

xL yL
]T
∈ R2 in {L}. The desired position is denoted by pL∗ =

[
xL∗ yL∗

]T
(In



26 Chapter 3. Basics of quadrotor motion

this case, we choose {L} as reference to describe quadrotor motion). Then, the time optimal
controller is designed to drive the quadrotor from pL to pL∗ in minimum time. We now look at
the design and implementation of a time optimal controller for a quadrotor constrained to small
angle rotations.

It is shown in Section 3.3.2 that the quadrotor dynamics can be approximated as two
independent double integrator systems. Hence, for simplicity, we present the implementation
of the time optimal controller only for motion along one direction, say XL. Similar calculations
are valid for implementation along Y L.

For small values of θp, using (3.11), (3.13) and the fact that θy is held constant by the
heading hold loop, we have

ẍL = kθ ,xθp (3.17)

where kθ ,x is assumed to be constant. Let the double integrator system along the XL direction
be denoted by

ẋL(t) = AxL(t)+bu(t) (3.18)

where

xL =

[
xL

ẋL

]
,A =

[
0 1
0 0

]
,b =

[
0
1

]
.

Then using 3.17 and 3.18, the control input can be written as u = ẍL = kθ ,xθp. Let us assume
that |θp| ≤ β , where β is the maximum rotation angle for which the approximation holds. Then
the switching curve governing the time optimal control law that drives system (3.18) from xL(0)
to origin in minimum time can be found out [Kir12] to be

s
(
xL) := xL +

ẋL|ẋL|
2kθ ,xβ

(3.19)

Now, the time optimal control input u∗ can be calculated using

u∗(xL) :=

−β sign
(

ẋL
)

if s
(
xL)= 0

−β sign
(

s
(
xL)) if s

(
xL) 6= 0

(3.20)

Practical implementation: To implement the time optimal control law, it is essential to
ascertain the value of kθ ,x in order to correctly determine the switching curve. The value of β

is known a-priori. An estimate of the value of kθ ,x can be obtained by applying maximum input
u =±β and observing/computing the acceleration along the XL axis.

However, due to differentiation errors or imperfect sensors, there may be situations wherein
velocity and acceleration measurements are noisy. Practically, the value of F does not remain
exactly constant. Thus, the following empirical method is proposed to calculate the value of
this constant. This method is applied to tune the value of kθ ,x and kθ ,y along the XL and Y L

directions respectively.
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Tuning method1:

1. A grid is set up along the XL and Y L axis as shown in Figure 3.4 with each block length
equal to one unit distance.

2. Initialize the quadrotor at point A1 such that XV and YV is aligned with XL and Y L respec-
tively. Run the time optimal control law (3.20) with the estimated value of kθ ,y plugged
in to (3.19). Ideally, the quadrotor should reach the origin using one switch from u =−β

to u =+β [Kir12]. If the quadrotor reaches the origin in more than one switch, adjust the
value of kθ ,y till the quadrotor requires one switch to reach origin.

3. Initialize the quadrotor at point A5 such that XV and YV is aligned with XL and Y L re-
spectively. Run the time optimal control law (3.20) with the updated estimate of kθ ,y.
Ideally, the quadrotor should reach the origin using one switch from u =+β to u =−β .
If the quadrotor reaches the origin in more than one switch, adjust the value of kθ ,y till
the quadrotor requires one switch to reach origin. Again with this updated value of kθ ,y,
verify whether the time optimal control law 3.20 drives the quadrotor from point A1 to
origin in one switch.

4. Repeat steps 2 and 3 at points A3 and A7 to tune the value of kθ ,x.

5. Verify whether the time optimal control law (3.20) drives the quadrotor from points
A2,A4,A6 and A8 using the updated values of kθ ,x and kθ ,y.

6. To check repeatability, repeat step 5 at points B1, . . . ,B8.

O

A1 A2

A3

A4A5A6

A7

A8

B1 B2

B3

B4B5B6

B7

B8

XL

Y L

Figure 3.4: Setup to tune constants of switching surface for implementation of time optimal
control

1The code for implementation of the time optimal controller for a quadrotor with approximated dynam-
ics is available at https://github.com/zapurva/crazygames_ws/blob/master/src/crazyflie_ros/

crazyflie_controller/src/time_optimal_controller.cpp.

https://github.com/zapurva/crazygames_ws/blob/master/src/crazyflie_ros/crazyflie_controller/src/time_optimal_controller.cpp
https://github.com/zapurva/crazygames_ws/blob/master/src/crazyflie_ros/crazyflie_controller/src/time_optimal_controller.cpp




Chapter 4

Testbed details

One of the aims of this thesis is to tackle the engineering challenges in implementation of co-
operative control on physical systems. Hence, indoor and outdoor testbeds are created in order
to implement the cooperative control laws. This chapter provides details regarding the system
architecture and integration required to setup these testbeds. These specifications provide a per-
formance benchmark for other experimental work done in this domain. Details of the indoor
testbed are presented in Section 4.1 and the outdoor testbed in Section 4.2.

4.1 Indoor testbed

An indoor testbed is created for conducting the consensus tracking experiments. The testbed
on which the experiments are performed comprises of three main systems: (a) The quadrotor
vehicles (b) The localization system (c) The host server. A picture of the setup is shown in
Figure 4.1.

4.1.1 Vehicle details

The Crazyflie 2.0 quadrotor [cra18], an open-source hardware and software platform, is used
for conducting the experiments. The vehicle weighs 27 g with battery and has dimensions of
92x92x29 mm (LxBxH). It has a 32-bit 168 MHz ARM micro-controller onboard. It commu-
nicates with the host server using a 2.4 GHz USB radio (called Crazyradio PA) using 32 byte
packets with transmission speeds of up to 2 Mbps. With a payload of motion-capture markers
and 3.7 V, 300 mAh batteries, the quadrotor has an approximate flying time of 7 minutes. Four
such quadrotors are used in the experimental testbed.

4.1.2 Localization platform details

A motion-capture system from Optitrack is used for localization of the quadrotors. The system
comprises of 16 cameras [fle18] with infrared sensors which detect the markers fixed atop the
quadrotors. A proprietary software (Motive, by Optitrack) uses data in the form of images

29
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Figure 4.1: A photo of the indoor flying arena

captured by the cameras, performs localization computations and provides position data for
all the quadrotors within the workspace. This data is streamed over the local network using the
Virtual-Reality Peripheral Network (VRPN) protocol [vrp18]. The localization system provides
millimeter-level precision at high frequencies of up to 200 Hz.

4.1.3 The host server

A host server running Robot Operating System (ROS) is used as a common interface. It sub-
scribes to the position data of the quadrotors made available over the local network using the
VRPN protocol. The high level control algorithms are executed on the server and the desired
setpoint values of roll, pitch and yaw angles are sent to each quadrotor using ROS [HA17]. The
on-board flight controller then takes control action based on these received setpoint values.

The overall system architecture is as shown in Figure 4.2.

4.2 Outdoor testbed

An outdoor testbed is created for conducting the consensus experiments. The testbed comprises
of three main systems: (a) The physical quadrotor unit (b) A virtual unit (c) A communication
module. Let us now look at these systems in detail.
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Figure 4.2: Overall system architecture for the consensus tracking experiments

4.2.1 The physical unit

The physical quadrotors are constructed in-house using commercial off the shelf components
as seen in Fig. 4.4. The system architecture is as shown in Fig. 4.3. Microcontroller-1 is the
ATmega 2560 based APM 2.6 board [apm15] which is used for flight control. Microcontroller-
2 is an ATmega 2560 microcontroller which is used to orchestrate the communication between
the multiple quadrotors. A u-blox LEA-6H GPS receiver provides localization information of
the quadrotors in terms of latitudes and longitudes.

Each quadrotor is capable of manual and autonomous flight. The auto-pilot running on-
board Microcontroller-1 is a modified version of the AeroQuad [aer15] open-source autopilot.

Microcontroller-2
(Communication)

Microcontroller-1
(Flight Controller)

XbeeGPS

Datalogger

Motors
Reciever
2.4 GHz

Transmitter
(Manual
Control)

Sensors
3-axes Accelerometer

3-axes Gyroscope
Barometer, LiDAR

Magnetometer

UART

UART

SPI

UART

PWMPWM

SPI, I2CWireless
link

Wireless
link

Figure 4.3: A block diagram of the physical quadrotor unit
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Figure 4.4: A team of quadrotors constructed at IIT Bombay

4.2.2 The virtual unit

Due to unavailability of resources to physically construct more quadrotors, three real-time vir-
tual quadrotor emulators are created in addition to the physical units. Each emulator consists of
a laptop computer running ROS [ROS17] and Gazebo [Gaz17] platforms, used to simulate the
dynamics of a single quadrotor described in Section 3.2. A pre-existing stack [MSK+12] which
provides ROS packages related to modeling, control and simulation of a quadrotor, is modified
to generate real-time quadrotor trajectories. A communication module with the same hardware
as on-board the physical unit, is interfaced with the laptop computer as shown in Fig 4.5.

Simulated Quadrotor
(PC running ROS)

Microcontroller
(Communication &
Frame conversion)

Xbee

Wireless
link

UART

UART

Figure 4.5: A block diagram of the virtual quadrotor unit

4.2.3 The communication module

The communication module facilitates the information exchange between all the agents, physi-
cal and virtual. The hardware comprises of a Xbee modem which is interfaced with an ATMega
2560 microcontroller as shown in Fig. 4.3 and 4.5. The microcontroller runs the communica-
tion protocol which is described in Section 6.2 and thus a wireless link is set up between the
agents.

4.2.4 Combining the physical and virtual units

The motions of the physical and virtual units are inherently described in different coordinate
systems. The physical units use geodetic coordinates (latitude, ϕ and longitude, λ ) obtained
from the GPS for localization and are usually converted to the navigation frame {L}. The
motion of the virtual units in the simulator is described in a virtual reference frame, say {S}.
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To facilitate interaction between the physical and virtual units, equirectangular projections and
the WGS84 system [Cly02] are used for transformation between these two coordinate systems,
{L} and {S}. A derivation of this transformation is given in below.

Transformation between Local-level frame ({L}) and virtual reference frame ({S})

The fact that over very small distances, the latitude and longitude can be assumed to vary lin-
early in the {L} frame [Cly02] is used.

Let the coordinates of a quadrotor be
[

xL(t) yL(t)
]T

in the {L} frame and
[

xS(t) yS(t)
]T

in the {S} frame. The reference latitude and longitude,
[

ϕ∗ λ ∗
]T

are set to be the actual
GPS coordinates of a point in the outdoor arena where the experiments are being carried out.

Then,
[

xS(t) yS(t)
]T

= (0,0) at
[

xL(t) yL(t)
]T

=
[

ϕ∗ λ ∗
]T

.
The following constants as per the WGS84 system [Cly02] are used for the transformation

• Equatorial Radius, Req = 6378137.00 m

• Polar Radius, Rp = 6356752.31 m

• Flattening, f =
Req−Rp

Req
=

1
298.26

• Eccentricity, e is defined as e2 = 1−
R2

p

R2
eq

= 2 f − f 2

• Radius of Curvature in Prime Vertical, RPV = RN = Req
1√

1− e2sin2(ϕ∗)

• Radius of Curvature in Meridian RM =
RPV (1− e2)

1− e2sin2(ϕ∗)

Conversion from {L} to {S} frame

The
[

xS(t) yS(t)
]T

coordinates in {S} can be calculated using the following two equations:

xS = RM× (xL−ϕ
∗)× π

180
(4.1)

yS = RPV cos(ϕ∗)× (yL−λ
∗)× π

180
(4.2)

Conversion from {S} to {E} frame

The above two equations can be rearranged to give the GPS coordinates in {E} frame as follows:

xL = ϕ
∗+

xS

RM
× 180

π
(4.3)

yL = λ
∗− yS

RPV cos(ϕ∗)
× 180

π
(4.4)





Chapter 5

Consensus tracking

In this chapter we present the consensus tracking experiments performed on a multi-quadrotor
testbed in an indoor environment. We start by reviewing the local information based feedback
control strategy proposed in [MC18] to achieve min-max time consensus tracking of double
integrator agents with bounded inputs. This is required for completeness, since we will be
basing our experiments on these theoretical results. We begin by defining the notation used to
model the interaction between the agents in Section 5.1. Then, the the multi-agent system under
consideration is introduced in Section 5.2. The problem of min-max time consensus tracking
is formulated in Section 5.4. In Section 5.5, the solution of the consensus tracking problem is
presented. Results of various experiments on implementation of the consensus tracking law on
a testbed of four quadrotors are presented in Section 5.6.

5.1 Graphs

An undirected graph G = (V ,E ) is a finite set of nodes V connected by a set of edges E ⊆
(V ×V ). If two nodes ai, a j ∈ V are connected to each other, then the graph G has an edge
(ai,a j) ∈ E between nodes ai and a j. A graph Gs = (Vs,Es) is a subgraph of G if Vs ⊆ V

and Es ⊆ E . A sequence of edges (aik ,a jk) ∈ E where k = 1, . . . ,r such that aik+1 = a jk , with
aik 6= ail for k 6= l is called a path of length r. If for a path, a jr = ai1 , then it is called a cycle. If
there exists a path between any two nodes, then the graph is said to be connected. A connected
graph without cycles is called a spanning tree, denoted by Gtree = (Vtree,Etree). In an undirected
graph, if (ai,a j) ∈ E , then (a j,ai) ∈ E . In a directed graph (or digraph) ~G = (V , ~E ), the edges
are assigned a direction, i.e. (ai,a j) ∈ ~E 6⇒ (a j,ai) ∈ ~E . A directed path and a directed cycle
are defined analogously to the undirected case. If there exists a root node from which there is
a directed path to every other node in the digraph, then the digraph is called a rooted directed
tree. If there exists a rooted directed tree ~Gtree = (Vtree, ~Etree) such that Vtree = V and ~Etree ⊆ ~E ,
then the digraph ~G = (V , ~E ) is said to contain a directed spanning tree.

35
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5.2 System description

Consider a multi-agent system (MAS) of N + 1 agents which are labeled as a0,a1, . . . ,aN and
have identical double-integrator dynamics

ẋi(t) = Axi(t)+bui(t) i = 0,1, . . . ,N (5.1)

where

xi =

[
xi

ẋi

]
,A =

[
0 1
0 0

]
,b =

[
0
1

]
The control input ui of agent ai belongs to the set

U(βi) :=
{

u ∈U
∣∣ |u(t)| ≤ βi,∀t ≥ 0

}
where U denotes the set of measurable functions from R to R. The agent a0, also referred to
as the leader, generates the reference trajectory by using an admissible input u0 ∈U(β0). The
agents a1, . . .aN are referred to as the followers. Notice that the state xi(t) is a function of time
t, initial condition xi(0) and the control input ui. Thus, the notations xi(t) and xi(t,xi(0),ui) are
used interchangeably depending on the context.

5.3 Communication graph

Let G (t) =
(
V (t),E (t)

)
denote the communication graph of MAS (5.1) at instant t. It is as-

sumed that agents ai and a j can communicate with each other at time t, only if the distance be-
tween them is less than some threshold r, called the communication radius, i.e., (ai,a j) ∈ E (t)
only if |xi(t)− x j(t)| ≤ r. Further, we assume that the initial graph G (0) contains at least one
directed spanning tree rooted at a0.

In [MC18], a decentralized, run-time algorithm is proposed to extract a rooted directed
spanning tree from the connected graph. By applying this algorithm on G (0), a directed span-
ning tree Gtree rooted at a0 is obtained. Then, the control inputs of the non-leader agents to
ensure that the graph Gtree is preserved, i.e., Gtree ⊆ G (t), ∀t ≥ 0, are designed.

Define the set P = {0,1, . . . ,N} and a map p : P \ {0} → P such that ap(i) denotes the
parent agent of ai under the communication tree Gtree. Notice that there is a communication
link between agent ai and ap(i) over which ap(i) can transmit its state information to ai. Using
this information, agent ai can track the state trajectory of ap(i).

5.4 Problem formulation

Let X (0) :=
[
x0(0),x1(0), . . . ,xN(0)

]
be an initial condition of MAS (5.1). Clearly, X (0)

leads to a communication graph G (0) from which Gtree can be extracted. However, due to
the communication constraints, the follower agents do not know X (0) completely. This lack
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of information is inculcated into the problem formulation by considering all possible initial
conditions allowed by a given spanning tree Gtree. For this purpose, the set

Ξ(Gtree) :=
{
X (0) ∈ R2(N+1) ∣∣ Etree ⊆ E (0)

}
(5.2)

is defined.
Let u0 ∈ U(β0) be the control input of agent a0. Define zi := xi− xp(i). Let zi(0) =

xi(0)− xp(i)(0). Then, define zi(t,zi(0),ui,up(i)) := xi(t,xi(0),ui)− xp(i)(t,xp(i)(0),up(i)) for
every i ∈ P\{0}. Let u(t) =

(
u1(t), . . . ,uN(t)

)
.

Definition 1. MAS (5.1) is said to have achieved consensus on the reference trajectory x0 at
time t̄ if xi(t) = x0(t), ∀t ≥ t̄, ∀i ∈ P\{0}.

For the fixed communication tree Gtree, the time required to achieve consensus on the refer-
ence trajectory depends on Gtree, X (0),u0 and u. Define time to consensus T (Gtree,X (0),u0,u)
as

T (Gtree,X (0),u0,u) := inf t̄, s.t. xi(t) = x0(t), ∀t ≥ t̄, ∀i ∈ P\{0}

The objective is to obtain control u∗ =
(
u∗1, . . . ,u

∗
N
)

which minimizes the time to consensus.
Furthermore, it is required that each control u∗i adheres to the communication graph Gtree and
preserves the initial graph Gtree, i.e., Etree ⊆ E (t), ∀t ≥ 0. Notice that agent ai does not know
the complete initial condition X (0). In addition, the leader agent a0 can select any admissible
input u0 ∈ U(β0). Therefore, while minimizing T (Gtree,X (0),u0,u), one needs to consider
the worst-case realization of u0 ∈U(β0) and the worst-case initial condition allowed by Gtree,
i.e. X0 ∈ Ξ(Gtree). Such a min-max formulation of T (Gtree,X (0),u0,u) is given in [MC18] as
follows:

Problem 2. Consider MAS (5.1) with an underlying graph Gtree, initial condition X (0) ∈
Ξ(Gtree), and leader agent a0. Compute u∗i based on states xp(i) for all i = 1, . . . ,N, which is the
solution of the following min-max optimization:

u∗ = arg min
u∈∏U(βi)
i∈P\{0}

max
u0∈U(β0),

X (0)∈Ξ(Gtree)

T (Gtree,X (0),u0,u) s.t. Etree ⊆ E (t), ∀t ≥ 0

T ∗ = min
u∈∏U(βi)
i∈P\{0}

max
u0∈U(β0),

X (0)∈Ξ(Gtree)

T (Gtree,X (0),u0,u) s.t. Etree ⊆ E (t), ∀t ≥ 0

The optimal solution u∗ =
(
u∗1, . . . ,u

∗
N
)

of Problem 2 is obtained in [MC18]. It is also
shown that the optimal control u∗i of each non-leader agent ai is a local feedback control and is
a function of zi only. Thus, for the implementation of u∗i , agent ai needs the instantaneous value
of zi = xi−xp(i). However, each agent ai cannot have the instantaneous value of zi due to finite
communication and measurement rates. Instead, it is forced to use the last obtained value of zi.
As a result, the actual inputs of non-leader agents are different from u∗i ’s.
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Definition 3. The sampling time Ts of MAS (5.1) is defined as the duration between the two
successive time instants at which each non-leader agent ai receives the value of its difference
state zi.

Let N be the set of natural numbers. Define the set T := {tk ∈ R | tk = kTs, k ∈N }.
Then, each non-leader agent ai receives the value of zi(tk) at the time instants tk ∈T which are
referred to as the sampling instants. Let uTs

i denote the sampled version of u∗i corresponding to
the sampling time Ts.

uTs
i (t) = u∗i

(
zi(kTs)

)
, ∀t ∈ [kTs,(k+1)Ts

)
, ∀k ∈N (5.3)

As the actual inputs of the non-leader agent ai’s are different from the optimal inputs u∗i s,
their actual trajectories are the deviated versions of those corresponding to u∗i ’s. Experiments
have been performed to analyze the effect of the sampling time Ts on these deviations.

5.5 Solution to the min-max time consensus tracking prob-
lem

In this section, the solution of Problem 2 obtained in [MC18] is given briefly. This is required
to make the presentation self-contained with respect to the experiments, based on the theory
developed in [MC18], presented later. Let ai be any non-leader agent and ap(i) be its parent
agent. Let βi and βp(i) be the bounds on the control inputs of ai and ap(i), respectively. Recall
that zi = [zi, żi]

T = xi−xp(i). Then, it follows from (5.1) that

żi(t) = Azi(t)+b
(
ui(t)−up(i)(t)

)
(5.4)

where ui ∈U(βi) and up(i) ∈U(βp(i)). Define a function si : R2→ R as

si
(
zi
)

:= zi +
żi|żi|

2(βi−βp(i))
(5.5)

Then, define a function u∗i : R2→ [−βi,βi] as

u∗i (zi) :=

+βisign
(

zi

)
if s
(
zi
)
= 0

−βisign
(

s
(
zi
))

if s
(
zi
)
6= 0

(5.6)

and then define
u∗ :=

(
u∗1, . . . ,u

∗
N
)

(5.7)

Recall that r is the communication radius. In has been shown in [MC18] that the solution
of Problem 2 exists if and only if

βi > βp(i)+
ż2

i (0)
2(r−|zi(0)|)

, ∀i ∈ P\{0} (5.8)
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zi

żi

S0,−
i

S0,+
i

u∗i =−βi

u∗i = βi

O

Figure 5.1: Switching curve and optimal feedback control of agent ai

It is also shown in [MC18] that when the condition (5.8) is satisfied, then u∗ defined in (5.7) is
the optimal solution of Problem 2, i.e., u∗ achieves the consensus tracking of MAS (5.1) in time
T ∗ (defined in Problem 2). Thus, the following assumption about MAS (5.1) is made.

Assumptions 4. The control bounds βi’s of all agents in MAS (5.1) satisfy (5.8).

Define the curve S0
i :=

{
z = [z, ż]T ∈ R2 | si(z) = 0

}
. Then, it follows from (5.6) that the

control u∗i switches from βi to −βi (or from −βi to βi) when the difference state zi crosses the
curve S0

i . Hence, the curve S0
i is known as the switching curve of agent ai. Define S0,+

i := {z =
[z, ż]T ∈ S0

i | ż ≥ 0} and S0,−
i := {z = [z, ż]T ∈ S0

i | ż ≤ 0}. Notice that S0
i = S0,+

i ∪ S0,−
i . The

switching curve S0
i and the control u∗i of agent ai are illustrated in Figure 5.1.

5.6 Experiments

In this section we present the implementation of the feedback control law (5.6) on the indoor
quadrotor testbed in Sections 5.6.1 and 5.6.2. Details of the indoor testbed can be found in
Section 4.1. The results of the consensus tracking experiments are presented in Section 5.6.

5.6.1 Motion planning in R3

The indoor setup for the motion of quadrotors in the {L} frame is depicted in Figure 5.2. It is
shown in Section 3.3.2 that for small roll and pitch angles, the motion of the quadrotor along the
lateral (XV ) and longitudinal (YV ) directions can be decoupled and approximated as independent
double integrators [JLA+16]. Thus, the min-max time consensus tracking feedback control law
in (5.6) is implemented for motion planning in both XL and Y L directions. An altitude-hold
control loop running onboard the vehicle maintains the altitude of the quadrotor at the desired
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value, independent of the motion in the XL and Y L directions (refer Section 3.3.1 for details).
The yaw angle (θy) is held constant using a heading-hold control loop (refer Section 3.3.1 for
details).

Figure 5.2: A photo of the indoor flying arena

5.6.2 Implementation details

The feedback control law presented in (5.6) achieves consensus tracking of MAS (5.1) in min-
max time T ∗ (defined in Problem 2), i.e., xi(t) = x0(t), ∀t ≥ T ∗, ∀i ∈ P \ {0}. Under this
control law, each non-leader agent ai tracks the trajectory of its parent agent ap(i). This eventu-
ally leads to consensus tracking on the reference trajectory generated by the leader agent a0.

If agent ai attempts to maintain xi = xp(i) using the control u∗i (defined in (5.6)) or uTs
i

(defined in (5.3)), then it follows from (5.6) and (5.3) that there will be frequent switching in
the control input ui between +βi and −βi. It is well-known that such frequent switching is
harmful to the system [Lib03]. In addition, achieving xi = xp(i) would cause collisions between
agents. Hence, in the experiments, each non-leader agent ai implements the control uTs

i only if
|xi−xp(i)|> dp, where dp ∈R is a pre-specified safe distance. After that, agent ai employs a PID
controller to ensure |xi− xp(i)| ≤ dp and that the difference in velocity between the parent and
child agent remains bounded. Figure 5.3 shows the region (green) in which the PID controller
is active.
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5.6.3 Experiment 1: One leader and one follower

This experiment is performed with two quadrotors: one leader a0 and one follower ai. The
difference trajectory zi starting at point A is shown in Figure 5.3. The red curve represents
the segment S0,−

i of the switching curve S0
i of agent ai (defined in Section 5.5). If agents a0

and ai had ideal double integrator dynamics, then under control ui = −βi (according to (5.6)),
the difference trajectory would have followed the curve AB. Then, at zi(t) = B, the control ui

would have switched to ui =+βi (according to (5.6)) and the difference trajectory would have
followed the curve S0,−

i , till it enters inside the PID controller region shown in green. However,
the quadrotor dynamics is an approximation of a double integrator. Thus, under the control
ui = −βi, the difference trajectory follows the curve AB′. Then at point zi(t) = B′, the control
ui switches to ui = +βi. This causes the pitch angle of the quadrotor agent ai to change from
θp = −βi to θp = +βi quickly. Thus, there is a sudden change in the thrust vector F which
results in the observed overshoot at point B′. After that the difference trajectory moves parallel
to the curve S0,−

i , and eventually enters inside the PID controller region. This shows that the
control strategy (5.6), proposed in [MC18] for double integrator agents, achieves consensus
tracking on a pair of quadrotors constrained to small angle rotations. Figure 5.4 is a plot of
difference of position, velocity and control input of the follower quadrotor ai with ap(i).

Figure 5.3: Comparison between the difference trajectories of the quadrotor and ideal double
integrator leader-follower pair

5.6.4 Experiment 2: Multi-agent consensus tracking

This experiment is performed with four quadrotors: one leader a0 and three followers a1, a2, a3

which communicate over the graphs shown in Figure 5.5.
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Figure 5.4: Plot of the position, velocity and control input to the follower quadrotor in the two
agent case

Figure 5.5: Communcation graphs used in the multi-agent consensus tracking experiments

Case 1: Stationary leader, communication graph 1

In this case, the agents communicate over graph 1 shown in Figure 5.5. The three follower
agents track the stationary leader as seen in Figure 5.6. The initial and final positions, safe
distance dp (See Section 5.6.2), total distance covered and time to consensus for each agent are
given in Table 5.1.

The experiment is repeated with different initial conditions as shown in Figure 5.7. The
follower agents are able to successfully track the leader as seen in Figure 5.7. The initial and
final positions, safe distance dp (see Section 5.6.2), total distance covered and time to consensus
for each agent are given in Table 5.2.

The simulated trajectories of the agents obtained by approximating each of them as two
independent double integrators along the XV and YV direction (see Section 3.3.2) are also shown
in Figures 5.6 and 5.7. The difference between the actual and simulated trajectories is due to
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Figure 5.6: Three follower agents tracking a stationary leader. The initial conditions of the
agents are marked with a circle and the final conditions with a star. The solid lines denote the
actual trajectories and the dashed lines denote the simulated trajectories

Table 5.1: Consensus tracking details for Experiment 2, case 1

Node Initial coordinates Final coordinates
Safe distance Consensus time Distance covered
x (m) y (m) x (s) y (s) x (m) y (m)

a0 (0.01,-2.01) (0.01,-2.01) - - - - 0 0
a1 (-0.98,0.91) (-0.66,-2.03) -0.70 0.00 0.59 2.63 0.28 2.93
a2 (1.06,0.94) (0.74,-2.00) 0.70 0.00 0.95 2.61 0.35 2.96
a3 (-0.01,1.00) (0.00,-1.27) 0.00 0.70 - 2.48 0.00 2.32

the double integrator approximation.

Case 2: Stationary leader, communication graph 2

In this case, the agents communicate using graph 2 shown in Figure 5.5. The three follower
agents track the stationary leader as seen in Figure 5.8. The initial and final positions, safe
distance, total distance covered and time to consensus for each agent are given in Table 5.3. A
video of this experiment is provided here 1.

1https://youtu.be/vc1RCuZWsvI

https://youtu.be/vc1RCuZWsvI
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Figure 5.7: Three follower agents tracking a stationary leader. The initial conditions of the
agents are marked with a circle and the final conditions with a star. The solid lines denote the
actual trajectories and the dashed lines denote the simulated trajectories

Table 5.2: Consensus tracking details for Experiment 2, case 1

Node Initial coordinates Final coordinates
Safe distance Consensus time Distance covered
x (m) y (m) x (s) y (s) x (m) y (m)

a0 (-0.01,-0.50) (0.00,-0.50) - - - - 0 0
a1 (1.03,0.93) (0.63,0.10) 0.70 0.70 0.95 1.31 0.44 0.83
a2 (-1.09,0.96) (-0.64,0.12) 0.00 -0.70 - 1.44 0.00 0.84
a3 (-0.03,-2.05) (0.00,-1.24) -0.70 0.70 1.03 1.4 0.48 0.85

Table 5.3: Consensus tracking details for Experiment 2, case 2

Node Initial coordinates Final coordinates
Safe distance Consensus time Distance covered
x (m) y (m) x (s) y (s) x (m) y (m)

a0 (-0.01, 2.00) (-0.01, 2.00) - - - - 0 0
a1 (-1.00, 0.97) (-0.74, -1.32) -0.70 0.00 0.67 - 0.28 -
a2 (1.02, 0.96) (0.67, -1.31) 0.70 0.00 0.93 - 0.34 -
a3 (-0.02, 1.00) (-0.04, -1.29) 0.00 0.70 - 2.47 - 2.30
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Figure 5.8: Three follower agents tracking a stationary leader. The initial conditions of the
agents are marked with a circle and the final conditions with a star

Case 3: Moving evader, communication graph 1

In this case, the agents communicate using graph 1 shown in Figure 5.5. Consensus tracking is
enabled whilst the leader agent is in motion as depicted in the video here 2. The three follower
agents successfully track the leader, which is moving away from the follower agents, as seen in
Figure 5.9.

Experiment 2 shows that the control strategy in (5.6) achieves consensus tracking on a
group of four quadrotors, for different initial conditions and communication graphs. It is shown
that the control strategy also works when the leader agent is in motion. In Figures 5.6 - 5.9,
an overshoot prior to reaching the endpoints is observed. Consider the motion depicted in
Figures 5.6 and 5.8 under two different communication topologies. Note that as the length of the
path originating leader node increases, the overshoot before reaching the endpoints increases.
This behavior is similar to the one observed for vehicular traffic on roadways, where a slight
overreaction to a small disturbance by a leader vehicle (e.g. sudden slight deceleration), leads to
the propagation of a backward chain reaction in follower vehicles, causing them to slow down,
far away from the origin of the disturbance. This phenomenon is well studied and known as
string stability [SH96].

2https://youtu.be/IAdKYFgpeZg

https://youtu.be/IAdKYFgpeZg
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Figure 5.9: Three follower agents tracking a moving leader

5.6.5 Experiment 3: Effect of finite sampling rate

This experiment is performed with two quadrotors: one leader a0 and one follower ai (as in
Experiment 1) for the various sampling times (see Definition 3) ranging from 5 ms to 20 ms.

Figures 5.10 and 5.11 show the comparison of the difference trajectory zi for the sampling
time 5 ms with those corresponding to 10 ms and 20 ms, respectively. It is observed that for each
sampling time, ai tracks a0 and the difference trajectory zi enters inside a small neighbourhood
around the origin, (see Figures 5.10 and 5.11). The RMS deviation between the 5 ms and 20 ms
difference trajectories (see Figure 5.10) is found to be 3.98 units, whereas that between the 5
ms and 10 ms (see Figure 5.11) is 1.68 units. Hence, it can be inferred that as the sampling time
increases from 10 ms to 20 ms, the deviation of the difference trajectory zi from the nominal
trajectory (corresponding to 5 ms) increases The time required to achieve consensus tracking
(t̄) under the various sampling times is given in Table 5.4. It is observed that the time required
to achieve consensus tracking does not change significantly with the change in the sampling
time. This is an interesting observation because, a comparison of the trajectories reveals that
the performance has degraded. It is our hypothesis that if the sampling time is increased further,
then there might be a significant change in the time required for consensus tracking. However,
experiments could not be carried out for larger sampling times as the quadrotor system becomes
unstable and trajectory tracking is not possible when the sampling time is increased beyond 20
ms.
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Ts (ms) zi(0) (m) żi(0) (m/s) t̄ (s) t̄− tmean (s)
5.00 2.30 0.02 2.47 -0.04

10.00 2.29 -0.01 2.47 -0.04
11.11 2.31 0.01 2.63 0.12
12.50 2.31 0.02 2.50 -0.01
14.29 2.32 0.00 2.48 -0.03
16.67 2.31 0.00 2.50 -0.01
20.00 2.29 0.02 2.50 -0.01

Mean (tmean) 2.51

Table 5.4: Time taken by follower to track stationary leader for different sampling times

Figure 5.10: Comparison between the difference trajectory of the leader-follower pair for the
sampling time of 5 ms and 20 ms
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Figure 5.11: Comparison between the difference trajectory of the leader-follower pair for the
sampling time of 5 ms and 10 ms



Chapter 6

Consensus

In this chapter a decentralized consensus law to drive multiple quadrotors to a common point, is
proposed in Section 6.1. A novel communication protocol suitable for mobile agents is proposed
in Section 6.2. Results of implementation of the consensus law and communication protocol on
a multi-quadrotor testbed are presented in Section 6.3.

6.1 Proposed consensus law

The team of n quadrotors is said to achieve consensus if, for all pE
i (0) and vE

i (0) and all i, j =
1, ...,n, ‖pE

i (t)−pE
j (t)‖→ 0 and vE

i (t)→ 0 as t→ ∞.

Let each quadrotor represent a node in the set V = {1, ...,n} and a communication link
between two quadrotors at time t, an edge eσ

i j(t) ∈ E σ (t) ⊆ (V ×V ). A communication link
between nodes is formed whenever they are within each others’ communication range. If a
communication link exists between nodes i and j, then they are said to be neighbours. Let a
set S index all possible undirected interaction topologies between the n nodes. Thus, a time-
varying undirected graph, G σ (t) := (V ,E σ (t)), where a piecewise constant switching signal
σ(t) : [0,∞)→ S with switching times t0, t1, . . ., is used to model the switching interaction
topology. The time between two consecutive switches is called the dwell time [Mor96]. Let
τ be the minimum dwell time between consecutive switches such that tk+1− tk ≥ τ for all
non-negative integers, k. Let N σ

i (t) := { j ∈ V : (i, j) ∈ E σ} denote the set of neighbours
for a node i at time t. The adjacency matrix A σ (t) of the undirected graph G σ (t) represents
communication network between nodes at time instant t and is defined as A σ (t) := [aσ

i j(t)] ∈
Rn×n;aσ

i j(t) = 1, if communication link exists between agents i and j at time t ( eσ
i j(t) ∈ E σ (t)),

else aσ
i j(t) = 0. The Laplacian matrix L σ (t) of the undirected graph G σ (t) is defined as

L σ (t) := [lσ
i j(t)] ∈ Rn×n; lσ

i j(t) =−aσ
i j(t), i 6= j, lσ

ii (t) = ∑
n
j=1, j 6=i aσ

i j(t).

As shown in Section 3.3.2, the forces acting on the quadrotor can be controlled by manipu-
lating θr and θp. The waypoint navigation law for a single quadrotor given in (3.15) is extended
to formulate a consensus law to drive the n nodes to consensus. The proposed consensus law is

49
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given by
fE
i (t) = ∑

j∈N σ
i (t)

aσ
i j(t)(p

E
j (t)−pE

i (t))−βvE
i (t), i = 1, ...,n (6.1)

where β is a positive constant to be tuned by the designer. Under this consensus law, the closed-
loop dynamics of the system in matrix form becomes[

ṗ
v̇

]
=(ασ (t)⊗ I2)

[
p
v

]
where ασ (t)=

[
0n×n In

−L σ (t) −β In

]
, (6.2)

where In ∈ Rn×n is an identity matrix, p :=
[

pE
1 . . . pE

n

]T
and v :=

[
vE

1 . . . vE
n

]T
.

Lemma 3. If β > 0 and the undirected communication graph is connected at each time t, then
ασ has 2n−1 negative real eigenvalues and one zero eigenvalue for each σ ∈S .

Proof. The eigenvalues, λ σ
i± of ασ are given by [RA07]

λ
σ
i± =

−β ±
√

β 2 +4µσ
i

2
, (6.3)

where µσ
i is the ith eigenvalue of −L σ . For an undirected graph, all non-zero eigenvalues

of L σ are real, positive and zero is a simple eigenvalue if and only if the underlying graph is
connected [RB08]. Then, without loss of generality, say µσ

1 = 0. Hence λ σ
1+ = 0. Choosing β >

0 ensures that the remaining 2n−1 eigenvalues of ασ have negative real parts as
√

β 2 +4µσ
i ≤

β for all µσ
i

If the communication graph remains static, that is σ(t) = a constant (say s), for all t, then
the following theorem predicts the final consensus value that the agents reach.

Theorem 4. Suppose a system is governed by dynamics given by (6.2) with constant σ(t) = s.
Then, the control law in (6.1) with β > 0 achieves consensus asymptotically if the communica-
tion graph G s is connected.

Proof. (Sufficiency) Given that the communication graph is connected, from Lemma 3, it is

known that αs has a simple zero eigenvalue. Let x1 =
[

xT
a xT

b

]T
be the eigenvector of αs

associated with the zero eigenvalue. Then,

αsx1 =

[
0n×n In

−L s −β In

][
xa

xb

]
=

[
0n

0n

]
,

where 0n is the n× 1 vector of all zeros. From the above equation, xb = 0n and −L sxa = 0n.
Then xa, the eigenvector of L s associated with the zero eigenvalue equals 1n, the n×1 vector
of all ones.

Now αs can be written in the Jordan canonical form as

αs = T JT−1=
[

x1 . . . x2n

][ 01×1 01×2n−1

02n−1×1 J′

]
yT

1
...

yT
2n

 ,
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where xi ∈ R2n, i = 1, ...,2n can be chosen to be the right eigenvectors or the generalized right
eigenvectors of αs, yi ∈R2n, i= 1, ...,2n can be chosen to be the left eigenvectors or the general-
ized left eigenvectors of αs, and J′ is the Jordan canonical matrix corresponding to the non-zero
eigenvalues of αs.

To get the above form, x1 =
[

1T
n 0T

n

]T
is chosen as the right eigenvector and y1 =[

β1T
n 1T

n

]T
as the left eigenvector of αs corresponding to the zero eigenvalue. Following

the analysis given in [RA07, Lemma 4.1], it is possible to show that p(t)→ (β1n1T
n ⊗ I2)p(0)+

(1n1T
n ⊗ I2)v(0) and v(t)→ 0 as t → ∞. Hence ‖pE

i (t)−pE
j (t)‖ → 0 and vE

i → 0 as t → ∞ for
all i, j = 1, ...,n

The proof for necessity is similar to the necessity proof of [RA07, Lemma 4.1].

Let us define the consensus error vector as p̃=
[

pE
12 . . . pE

1n

]T
and ṽ=

[
vE

12 . . . vE
1n

]T
,

where pE
i j = pE

i −pE
j and vE

i j = vE
i −vE

j . Then (6.2) can be rewritten in relative dynamics form
as [

˙̃p
˙̃v

]
=(α̃σ ⊗ I2)

[
p̃
ṽ

]
, (6.4)

where α̃σ ∈ R2(n−1)×2(n−1). If, for fixed σ ∈ S , α̃σ is stable, then there exist pσ ≥ 0 and
qσ ≥ 0 such that ||eα̃σ t || ≤ e(pσ−qσ t), t ≥ 0 [RB08].

Theorem 5. If β > 0, the communication graph is connected for all σ ∈S and the dwell time,
τ satisfies τ > supσ∈S

pσ

qσ for some pσ ,qσ ≥ 0, then consensus is asymptotically achieved using
(6.1).

Proof. Given β > 0 and that the communication graph is connected for each σ ∈S , Theorem
4 holds and ensures that consensus is achieved asymptotically for each σ ∈S . Hence, p̃→ 0
and ṽ→ 0 asymptotically and the switched system (6.4) is stable for each σ ∈S . If the dwell
time τ satisfies τ > supσ∈S

pσ

qσ , then using [Mor96], it follows that the switched sytem (6.4) is
globally exponentially stable. This implies that consensus can be achieved asymptotically.

This consensus law is implemented on the multi-quadrotor testbed in an outdoor environ-
ment. The control architecture for cooperative control using the consensus law is shown in Fig.
6.1. Observe that the control architecture is similar to that depicted in Figure 3.3. Again, the
inner control loops are used to control the attitude and altitude of the quadrotor and the outer
loops, for control of position. The quadrotors receive position data from neighboring agents
and calculate the desired position value according to the consensus law. as shown in Figure 6.1.

6.2 Communication Protocol

For successful execution of cooperative control strategies, inter-agent communication plays a
vital role. Carrier sense multiple access with collision avoidance protocols (CSMA/CA) are
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Figure 6.1: A block diagram of the quadrotor control loops

commonly used for communication in multi-agent systems [GGC13], [VVS+14]. However,
communication outages due to data packet collisions for up to 2 s have been observed in
preliminary experiments with multiple quadrotors [JLA+16]. With additional computational
overheads, [VVS+14] reports outages in the range of seconds. Thus, the standard CSMA-CA
protocol is not suitable for real-time communication in this context as there is no guaranteed
upper-bound on the delay in transmission [GGC13].

In this work a communication protocol based on time division multiplexing (TDM) is
developed wherein agents with limited communication range can reliably transmit data without
collisions. The protocol allows synchronized real-time communication between agents without
the need for a ground station. Synchronization is achieved using an additional reference node
mounted on-board one of the quadrotors, thus making the communications system capable of
being fully airborne. It is also capable of handling dynamic communication topologies and
robust to link breakages with the reference node. It provides guaranteed throughput (of upto
3 data packets per second per node for data packets of 15 bytes) and maintains connectivity
between agents.

6.2.1 Steps involved

Broadly, the protocol comprises of the following steps:

1. Time synchronization

2. Slot allotment
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3. Data transfer

4. Re-synchronization

Time
synchronization

(Node 0,1)

Slot start
packet

(Node 0)

Slot 1
(Node

1)

Slot 2
(Node

2)

Slot n
(Node

n)

Request
to send
(Node

1)

Sync
packet
sent

(Node
0)

Time
stamp
sent

(Node
1)

Repeat

Figure 6.2: Workflow of the communication protocol

Suppose that the communication network needs to be set up between n agents. Then n+1
nodes are required for the implementation of this protocol. A reference node, say Node 0, is
used for synchronization. Nodes 1, . . . ,n correspond to the n agents. Node 0 and Node 1 are
physically set up adjacent to each other on one agent. Fig. 6.2 depicts the various steps from
left to right in chronological order. Each step is discussed in detail below.

Time synchronization

To achieve time-based slot allotment, the local clocks of all nodes need to be synchronized
during the initialization phase. All the nodes are synchronized using reference broadcast syn-
chronization (RBS) [EGE02]. Fig. 6.3 explains the time synchronization process.

Broadcast
synchronization

packet
(Node 0)

Sync packet
reception

time
recorded
(Node

1, . . . ,n)

Broadcast
reception

time
(Node 1)

Local
clock offset

& drift
calculation

(Node
2, . . . ,n)

First slot
start packet
(Node 0)

Repeat 10×

Figure 6.3: Steps involved in the initial time synchronization

Example

Consider time synchronization between Node 1 and Node 2. Initially, Node 0 broadcasts a
synchronization packet which is received by Node 1 at (say) time t1 and Node 2 at t2. Node 1
now sends its packet reception time, t1. This process is repeated ten times. Node 2 uses these
ten time-stamps to calculate its local clock offset (t2-t1) with respect to local clock of Node 1
and correct for any clock drift.
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Experiments show that the worst case synchronization error between the clocks of Node 1
and any other node is less than 2 ms.

Slot allotment

Now that local clocks of all the nodes are synchronized, the time slots during which each node
can transmit its data, can be allotted. All nodes are assigned a number based on which the time
slots are allotted in an ascending order. It is observed that given the worst case of synchroniza-
tion error, a node is successfully able to transmit a data packet of 15 bytes in a time duration
of less than 20 ms. Hence, each node is given 20 ms for data transmission. The end of slot
allotment is marked by a broadcast packet by Node 0 which signals that the nodes can now start
data transfer. Fig 6.2 depicts the manner in which Node i transmits data in Slot i.

Data transfer

Data transfer commences once Node 0 broadcasts a slot start packet. Node 1 is the first to
transmit data. The other nodes follow based on local clock times which are synchronized with
respect to Node 1. The Xbee API mode is used for data transfer. Fig. 6.4 shows the data
packet structure used for transmission. The packet consists the standard start delimiter (0x7E),
which marks start of new packet and length, the position coordinates (15 bytes) of the node and
checksum which is used to validate the received data.

Start Byte MSB LSB Position Coordinates 1 Byte

Start Delimiter Length Frame Data Checksum

Figure 6.4: Data packet structure of Xbee in API mode

Re-synchronization

This step helps maintain the synchronization achieved during the initialization phase. At the
end of the last slot of every frame, Node 1 requests Node 0 to transmit a synchronization packet
followed by the time-stamp sent by Node 1 as shown in Fig. 6.2. New coefficients are calculated
using a sliding window average of the last ten consecutive time differences for drift compen-
sation. This process is similar to the time synchronization step. Node 0 broadcasts a special
data packet that marks the end of time synchronization and the whole data transfer process is
repeated.

6.2.2 Addressing contingencies

The main application of this protocol is in the case where the agents are in motion. As the
agents move in and out each others’ communication range, links are dynamically created and
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dropped. In cluttered environments, there can be situations where obstacles affect communica-
tion between agents.

Link break with Node 0, 1

An obstacle appearing in between Node 0, 1 and any other nodes, can result in a loss of reception
of the synchronizing and time stamped data packets. In such a case, the node receives data
packets from other nodes in its vicinity and records their time of arrival. As each node knows
its assigned slot number, it can calculate its relative slot start time based on the recorded time
of arrival. This process is explained below with the help of an example.

Example

Consider the situation presented in Fig. 6.5. Observe that Node 3 has lost connection with
Node 0, 1 due to the presence of an obstacle. However, it can still form a communication link
with nodes 2 and/or 4. Suppose the total frame cycle has a duration of T milliseconds. If Node
3 receives a data packet from Node 2 at time t, then it calculates its own slot start time to be
(t + 20) milliseconds. If Node 3 receives a data packet from Node 4 at t, then it calculates its
own slot start time to be (t +T −20) milliseconds. This process continues till the broken link
with the Node 0, 1 is re-established and synchronization takes place.

Complete loss of reception

There can be a situation wherein a node is completely isolated and does not receive any data
from the other nodes. In such a case, the node keeps sending its data packets in the allotted time
slot for up to 15 s after complete loss of reception and then switches to only receiving data from
the other nodes. A time duration of 15 s is chosen as it is experimentally observed that nodes
maintain acceptable synchronization of up to 20 ms (the time duration of one slot) , after which
data packet collisions tend to occur due to time slots overlapping. When a node returns to the
network, it gets synchronized again and starts participating in the normal data transfer process.

6.3 Experiments

This section contains the results of the experiments performed to test the performance of the
communication protocol, the consensus algorithm and the effect of communication rate on con-
sensus performance.
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Figure 6.5: An instance of case of link break between Nodes 1 and 3 due to the presence of an
obstacle

6.3.1 Communication protocol experiments

Experiment 1: Verification of communication protocol

(a) Setup time: Setup time is the time required for the completion of the initialization phase
which comprises of the time synchronization and slot allotment stages. Table 6.1 contains
sample data regarding the times at which Node 0 broadcasts synchronization and slot start
packets. It broadcasts ten synchronization packets between 0 - 2.07 s. This is followed by the
slot allotment phase after which the slot start packet is broadcast at 3.1 s.

Table 6.1: Sample packet transmission times of Node 0 during initialization phase

Packet type Packet no. Time (s)

Broadcast sync packet

1 0.000000
2 0.228948
3 0.462112
4 0.686640
5 0.916764
6 1.146924
7 1.379964
8 1.607384
9 1.837680

10 2.068088
Slot start packet 1 3.098908
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(b) Communication efficiency: The efficiency of communication can be inferred from the trans-
mission efficiency and reception efficiency. The transmission efficiency is characterized by the
number of slots a node participates in. The number of slots a node participates in is equivalent
to the number of data packets it transmits. As stated earlier, local clocks of all nodes are syn-
chronized with respect to the clock of Node 1. Node 1 always receives the slot start packet sent
by Node 0 as they are physically placed next to each other. Thus, it is assumed that Node 1
participates in all the slots. Based on this assumption, the efficiency of transmission of Node i
is calculated as

ηt,i =
Dt,i

Dt,1
, (6.5)

where Dt,i is the total number of packets transmitted by Node i over the entire duration of the
experiment. Reception efficiency is defined as

ηr,i =
1

n−1

n

∑
j=1
j 6=i

Dr,i

Dt, j
, (6.6)

where Dr,i is the total number of packets received by Node i over the entire duration of the ex-
periment. Then, the average transmission and reception efficiency over R test runs is calculated
as

η
avg
t =

1
R

∑
n
i=1 ηt,i

n
(6.7)

and
η

avg
r =

1
R

∑
n
i=1 ηr,i

n
(6.8)

respectively.
A total of 18 test runs of duration 300 s each are carried out in indoor and outdoor en-

vironments with three to six nodes in the communication network. Using (6.7), the average
transmission efficiency is found to be 98.04 %. The reception efficiency of the protocol is
found using (6.8) to be 98.52%. Experiments are performed to observe the effect of addition
of nodes to the network, on the communication transmission and reception efficiency. These
experiments are repeated for different number of nodes. From Table 6.2, we can infer that
the addition of communication nodes to the network does not decrease the transmission and
reception efficiency significantly.

Table 6.2: A comparison of number of nodes in the network and communication efficiency

No. of nodes No. of test runs η
avg
t η

avg
r

3 6 99.09 % 99.06 %
4 4 98.29 % 99.60 %
5 3 98.82 % 98.96%

Table 6.3 provides a comparison of communication efficiency in indoor and outdoor envi-
ronment. The data in this table is for communication between 6 nodes. The indoor test runs are
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carried out in an area of 10 m × 10 m and outdoor area has dimensions 55 m × 46 m. It can be
seen that there is a reduction (approximately 2 %) in transmission and reception communication
efficiency. This loss can be attributed to environmental factors like interference and attenuation.

Table 6.3: A comparison of communication efficiency in indoor and outdoor environment

Environment No. of test runs η
avg
t η

avg
r

Indoor 2 97.38 % 97.88 %
Outdoor 3 95.04 % 95.58 %

(c) Link break: In this experiment, the performance of the protocol in case a node is unable to
receive synchronization packets from Node 0, is tested. The experiment is performed with six
nodes. Fig. 6.6 depicts, along the y-axis, the data packets that Node 3 transmits (in blue) and
receives from other nodes (in grey, maroon, green, red and black). The different slots in which
communication occurs are plot along the x-axis. It can be seen that Node 3 is unable to receive
synchronization packets from Node 0 starting from slot number 260. However, it is still able to
receive data packets from Node 2. Using the time of arrival of this data, Node 3 calculates its
own time slot and successfully transmits data as seen in the figure.

0 50 100 150 200 250 300 350 400 450 500 550

Node-0

Node-2

Node-3 (Sent)

Node-4

Node-5

Node-6

Slot Number

Figure 6.6: Data transfer during the link break mode of operation

(d) Sample communication cycle: A snapshot of nine complete time-frames of the communi-
cation protocol can be seen in Fig. 6.7. Each circle in the figure depicts the time at which the
corresponding node transmits data. The first four packets (marked along the y-axis) correspond
to the resynchronization phase which is followed by the data exchange between the six nodes.
It can be verified that each node transmits data in the allotted slot of 20 ms and that there are no
data collisions during this time period.

6.3.2 Cooperative control experiments

In this section the results of the cooperative control experiments performed with the physical
and virtual quadrotors are presented. The experiments are performed on an outdoor field with
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Figure 6.7: A snapshot of nine time-frames of the communication protocol. Each circle corre-
sponds to the time at which the node transmits data

dimensions 90 m× 50 m. The ublox LEA-6H GPS receiver used for localizaton by the quadro-
tors has an accuracy of 2.5 m CEP [ubl17] (the measured position is within a circle of radius 2.5
m of the true position 50% of the time [Nel88]). Hence, for practical purposes the quadrotors
are said to achieve consensus when ‖pE

i (t)−pE
j (t)‖ ≤ 5 m for all i, j = 1, . . . ,6.

Experiment 2: Static graph

(a) Path graph: This experiment is performed with the communication graph between the three
physical quadrotors as shown in Fig 6.8. Table 6.4 provides details about the initial and final
conditions of the three physical quadrotors with respect to a reference frame {R} shown in Fig.
6.10. A GPS plot of the trajectories that the quadrotors follow to reach consensus is given in
Fig. 6.10.

A simulation for consensus of three double integrator agents with the same communication
graph and initial conditions as the physical quadrotors is also performed. The resulting trajecto-
ries are depicted by the solid lines in Fig 6.9. The corresponding trajectories from the physical
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Table 6.4: Position data of the quadrotors for Experiment 2(a)

Node Type Initial position (m) Final position (m)
1 Physical (14.39, 0.57) (20.62, 15.17)
2 Physical (26.21, 49.11) (20.25, 20.88)
3 Physical (52.44, 5.18) (22.66, 21.31)

Time to consensus = 4 s

implementation, depicted by the circles have been overlaid on the simulated trajectories.
In both cases the time taken by the agents to reach consensus is 4 s. The average absolute

tracking error along the X-axis and Y -axis is 6.16 m and 6.54 m respectively. The cumulative
RMS error

eRMS =
1
n

n

∑
i=1

T

∑
k=1

√
(xE

i (k)− xs
i (k))2 +(yE

i (k)− ys
i (k))2

T
,

where xE
i and yE

i are the coordinates of the physical quadrotor and xs
i and ys

i are the coordinates
of the simulated quadrotor i along the X and Y axis respectively, and T is the time duration of
the experiment, is found to be 9.83 m.

1

23

Figure 6.8: Static communication graph for consensus experiment with three physical nodes

(b) Complete graph: This experiment is performed with a complete communication graph be-
tween the three physical and three virtual quadrotors, i.e. every quadrotor can communicate
with every other quadrotor. Table 6.5 provides details about the initial and final conditions of
the three physical quadrotors with respect to a reference frame {R} shown in Fig. 6.11. From
the GPS plot of trajectories and the data in Table 6.5, it can be seen that the six nodes reach
consensus, inspite of wind disturbances (in the range of 5 - 10 km/h). The time taken to reach
consensus in this case is also 4 s.

Experiment 3: Dynamic graphs

In these experiments, the communication graph between the quadrotors changes based on the
distance between them.
(a) Simulation results: This experiment is performed with three virtual quadrotors. The com-
munication range of each node is 50 m. Initially, the three quadrotors are placed such that the
communication graph between them is as shown in Fig. 6.12a. Each node moves towards the
centroid of its neighbours as per the consensus law (6.1). Consider the motion of Node 1. As
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Figure 6.9: Comparison between simulated and experimental trajectories of three agents under
the consensus law. Trajectories from the experiment are depicted by the circles and simulated
trajectories are by solid lines

Figure 6.10: GPS plot of consensus between three physical quadrotors

Node 1 is connected to only Node 2, it starts moving towards the centroid of Nodes 1 and 2,
(p2+p1)

2 . As soon as the distance between Nodes 1 and 3 reduces to below 50 m (as depicted
by the vertical blue line in Fig. 6.13), a communication link between them is formed. The new
communication graph is now as shown in Fig. 6.12b. Thus, Node 1 now starts moving towards
the updated centroid, (p1+p2+p3)

3 , of all its neighbours i.e. Nodes 1, 2 and 3. Inspite of the shift
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Table 6.5: Position data of the quadrotors for Experiment 2(b)

Node Type Initial position (m) Final position (m)
1 Physical (0.45, 22.78) (27.29, 28.07)
2 Physical (15.93, 10.98) (27.67, 28.56)
3 Physical (1.66, 10.50) (29.17, 30.28)
4 Virtual (49.97, 10.05) (27.48, 28.49)
5 Virtual (49.78, 52.74) (28.26, 29.72)
6 Virtual (23.65, 51.01) (27.33, 27.96)

Time to consensus = 4 s

Figure 6.11: GPS plot of consensus between six nodes: three physical and three virtual units

in consensus point due to the change in the communication graph, as depicted by the kink in
Fig. 6.13, the nodes finally reach consensus.
(b) On-field implementation: The same experiment is performed using physical quadrotors.
Initially, the communication graph between the nodes is as shown in Fig. 6.12a and Nodes 1
and 3 move towards Node 2. As soon as Nodes 1 and 3 are within range, switching occurs and
the communication graph changes to Fig. 6.12b. Table 6.6 provides details about the initial and
final conditions of the three physical quadrotors with respect to a reference frame {R} shown in
Fig. 6.14. The quadrotors follow trajectories as shown in Fig. 6.14 and reach consensus. The
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(b) Final graph

Figure 6.12: A case of switching communication topology
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Figure 6.13: Centroid tracking in the case of switching communication topology. The blue
vertical line denotes the time at which a link between Nodes 1 and 3 is formed

time taken to reach consensus in this case is 8 s.

Table 6.6: Position data of the quadrotors for Experiment 3(b)

Node Type Initial position (m) Final position (m)
1 Physical (29.61, -29.39) (6.84, -5.87)
2 Physical (-1.87, 3.91) (7.52, -10.22)
3 Physical (27.05, 34.58) (7.22, -10.33)

Time to consensus = 8 s

Experiment 5: Consensus with different data exchange rates

In this experiment, the rate at which data is exchanged between the nodes is altered to study
effect of communication on consensus performance. The consensus law is executed on the
virtual units for various data exchange rates ranging from 3 Hz to 0.1 Hz. The speed of the
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Figure 6.14: GPS plot of consensus between three physical quadrotors with a dynamic commu-
nication graph

quadrotors is fixed to 5 m/s. In all the following experiments, the quadrotors are given the same
initial conditions.

The consensus law guarantees that the agents will asymptotically reach consensus. For
communication rates of 3 Hz, 1 Hz and 0.3 Hz, it is observed in Figure 6.15 that the quadrotors
reach the same consensus point at (10.56,0.04), in approximately the same time of 19 s.

However for the communication rates of 0.25 Hz, 0.2 Hz and 0.1 Hz, it can be seen in
Figure 6.16 that consensus is not reached. The quadrotors are seen to deviate from the actual
consensus point at (10.56,0.04) and oscillate.

It should be noted that in [VVS+14], the authors report communication outages even in
the range of seconds. From these experiments, it is evident that in close range operations, such
as consensus, performance degrades in such situations.
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(b) Freq: 1 Hz
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(c) Freq: 0.3 Hz

Figure 6.15: Plot of quadrotor trajectories for different data exchange rates
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(a) Freq: 0.25 Hz
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(b) Freq: 0.2 Hz
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Figure 6.16: Plot of quadrotor trajectories for different data exchange rates





Part II

Modeling of multi-agent systems
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Chapter 7

Review of a model for lane-less traffic

The focus in this part of the thesis is to infer the laws of interaction through observation of ve-
hicular traffic in conditions where the human drivers do not follow lane discipline. The chapter
reviews a mathematical model developed in [MJC+18] for lane-less traffic, where the interac-
tion topology between vehicles remains fixed. This model predicts the motion of vehicles in
dense traffic conditions, where all drivers are forced to behave homogeneously. In this thesis
(Chapter 8), this model is extended to predict behavior of heterogeneous traffic in sparse traffic
conditions and then experiments are carried out for the verification of these models.

We start this chapter by revisiting some notation from graph theory in Section 7.1. The
modeling assumptions are stated in Section 7.2. In Section 7.3, the model for homogeneous
traffic is presented.

7.1 Notation from graph theory

Like in the case of quadrotors considered in the first part of the thesis, the interaction between
vehicles on roadways is modeled using graph theory. However, as we shall see in Section 7.2,
each driver assigns weights to neighboring vehicles, which influence his/her control actions. In
this section, we shall modify the notation introduced in Section 5.1 to make it applicable to
weighted graphs.

An undirected graph G = (A ,E ,w) is a finite set of nodes A connected by a set of edges
E ⊂A ×A along with a function w : E →R+ that denotes the weights of the edges. When two
nodes ai ∈A and a j ∈A are connected to each other the graph G said to have an edge between
ai and a j, denoted by (ai,a j) ∈ E . A spanning tree is a connected graph Gtree = (Atree,Etree,w)
having no cycles in the graph. If the edges of a graph ~G = (A , ~E ,w) are directed i.e., (ai,a j) ∈
~E ; (a j,ai) ∈ ~E , the graph is called a directed graph (or a digraph). A directed path is a
sequence of nodes ai1,ai2, ...,air ∈ A such that ∀k = 1, ...,r− 1, (aik ,aik+1) ∈ ~E . A directed
cycle is a path such that air = ai1 . A digraph is said to be acyclic, when it does not contain a
cycle. A rooted directed tree is an acyclic digraph such that there exists a node (called root) and
a directed path from that node to all other nodes in the digraph. A digraph ~G is said to contain

69
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a directed spanning tree, if there exists a rooted directed tree ~Gtree = (Atree, ~Etree,w) such that
Atree =A and ~Etree ⊆ ~E . In a digraph, a node with no incoming edge is called the leader node.
The remaining nodes are called follower nodes. When a digraph has more than one leader, it
is said to contain united directed spanning tree [CR09], if for each of the follower nodes, there
exist at least one leader, from which there is a directed path to the follower node. The Laplacian
(L ) for a directed graph with weights wi j is defined as follows: `i j := −wi j if (a j,ai) ∈
~E , `i j := 0 if (a j,ai) /∈ ~E , and `ii := ∑

n
j=1 wi j := cumulative weight of incoming edges.

Next, we recall definitions of some terms related to layered graphs from [Tam13]. Lay-
ered graphs are usually defined for visual representation of the graphs by proper positioning of
nodes. However, in the context of traffic, since the influence graphs arise from the spatial ar-
rangement of nodes (vehicles), this definition becomes especially relevant. For a directed graph
~G = (A , ~E ,w), let L = {L0, L1, L2, ..., Lk}, k ≥ 1 be a partition of A such that if (ai,a j) ∈ ~E

with ui ∈ Lp and u j ∈ Lq, then q < p. Such an L is called a layering of ~G and L0, L1,..., Lk are
referred to as layers. A digraph with layering is called a layered digraph [Tam13]. The index of
a layer that contains a node ai is denoted by l(ai,L), where l(ai,L) := p if and only if ai ∈ Lp.
The span of an edge e = (ai,a j) in layering L is given by s(e,L) = l(ai,L)− l(a j,L). For an
edge e ∈ ~E , if s(e,L) = 1, the edge is called a tight edge and if s(e,L) > 1, then the edge is
called a long edge. A layering L is proper if all edges of ~G are tight. In a digraph ~G with proper
layering L, a layer with index l(ai,L)−1 is called the leading layer of ai.

7.2 Modeling assumptions

In this section, we state the assumptions made in [MJC+18] for development of the model.
When drivers do not adhere to lane discipline, they avoid collision based on visual feedback
about the positions and velocities of other vehicles. It is assumed that the driver control in
longitudinal (along the road traffic or Y ) direction and lateral (perpendicular to the road traffic
or X) direction, are based on visual feedback from different sets of neighboring vehicles. Hence
the influence graphs used in Y and X directional models are different. Moreover it is assumed
that the drivers can accelerate independently in the two orthogonal directions. These simplifying
assumptions allow us to write separate decoupled models for Y and X directional motions.

7.2.1 Assumptions for longitudinal (Y ) direction

In this subsection, we review the model developed in [MJC+18] for the driver-neighboring
vehicle interaction for motion in the longitudinal direction.

The Pseudo-Leader

Consider n (possibly heterogeneous) vehicles traveling along a multi-lane road. Of these, as-
sume k vehicles belong to a particular homogeneous set M (e.g., passenger cars), whereas
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the remaining n− k vehicles consists of all vehicles not belonging to the class M . The mo-
tion of the vehicles in the set M is modeled. The Y position of the ith vehicle is denoted by
yi and the velocity by vyi. For any such set M , the drivers prefer a particular speed based
on various factors such as congestion, road surface conditions, safety factors, etc. This pre-
ferred longitudinal speed is modeled here by a fictitious vehicle (ay

0) leading the modeled
convoy with fixed Y -velocity. Denote M = {0,1,2, ...,k}, and M̄ = {k + 1, ...,n} and let

y =
[
y0 y1 · · · yk

]T
∈ Rk+1 and vy =

[
vy0 vy1 · · · vyk

]
∈ Rk+1 represent the absolute

Y -positions and Y -velocities of the k + 1 modeled (M set) vehicles (including ay
0 as leader)

respectively. Whereas the position and velocity vectors for the unmodeled (M̄ set) vehicles are

denoted by ȳ =
[
yk+1 yk+2 · · · yn

]T
∈ Rn−k and v̄y =

[
vy(k+1) vy(k+2) · · · vyn

]
∈ Rn−k.

Note: The reason for segregation of vehicles into two sets M and M̄ will be made clear
in Chapter 8. The notation is introduced here for the sake of completeness.

The Influence Graph

Each driver is considered to have a fixed viewing angle (aov < 180◦), with the visibility cone
aligned with the Y -axis. Only those vehicles that are within this viewing angle of the driver can
affect the vehicle (see Figure 7.1). The vehicles in this viewing angle are considered as visible
vehicles. A digraph ~G y

cone = (A , ~E y
cone,w) with a set of nodes A and a set of edges ~E y

cone is
used to represent the communication graph between the vehicles. Each node ai ∈A represents
a vehicle. With a slight abuse of notation, A = M∪M̄ . If a j is visible from ai (i 6= j), then
there exists an edge from a j to ai i.e., (a j,ai) ∈ ~E y

cone. The set of vehicles visible from ai is
represented by Vi := {a j : (a j,ai) ∈ ~E y

cone}. The connections from all the vehicles in Vi are
shown by thick arrows (both solid and dashed) in Figure 7.1.

Dense Traffic - Homogeneous Behavior with Proper Layered Influence

In congested conditions, all vehicles (irrespective of their capabilities) are compelled to behave
homogeneously due to lack of available maneuvering space. Hence by the formulation pre-
sented above, in such cases, |M | = n+ 1 (including the pseudo leader) and |M̄ | = 0. In such
dense traffic, it is assumed that drivers do not get influenced by all the vehicles in Vi. In fact
they tend to track only the vehicles in the immediate vicinity and ignore the (visible) vehicles
that are not in the leading layer (defined later) of vehicles. The vehicles that are not ignored
by ai are called the neighbors of ai and their set is denoted by Ni ⊆ Vi. For example, in the
group of 6 vehicles shown in Figure 7.1a, vehicle a3 ignores a0 even though a0 ∈ Vi. This is be-
cause, a3 typically considers a1 and a2 to be immediately important: both, for avoiding possible
collisions as well as for its relative positioning and velocity. The ignored edges are shown by
thick dashed arrows. On the other hand, if a3 moves relatively ahead in Y -direction, and/or a1

and a2 move laterally, the cones of influence are shifted to the situation shown in Figure 7.1b.
Here a1 and a2 are outside the cone of influence for a3 and hence a3 is only influenced by a0.
Clearly, in both situations a4 and a5 being outside the cone of a3, do not influence a3. The graph
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a0

a1

a3
a5a4

a2

aov

(a) Y -dynamics: a3 is influenced by a1 and a2

a0

a5a4

a3

a1 a2

aov

(b) Y -dynamics: a3 is influenced only by a0

Figure 7.1: Different influence graphs for Y direction depending on the angle of view (aov) of
the vehicles

that contains edges only from Ni to ai is referred as the Y -influence graph and is denoted by
~G y = (A , ~E y,w), where w denotes the set of relative importances (weights) the drivers attach
to different neighbors. This importance may be based on the various factors like inter-vehicle
distances, relative speeds, drivers objectives/intentions etc.

While the influence graph forms and updates itself automatically in traffic, for modeling
as well as simulation purposes a rigorous definition of ~G y is needed. The following Algorithm
7.2.1 is proposed in [MJC+18] to define the influence graph and its levels/layers.

Algorithm 7.2.1 Extracting ~G y from ~G y
cone

Assumption: ~G y
cone contains a directed spanning tree rooted at ay

0

1. ay
0 is the leader node.

2. Number other vehicles as per their Y -coordinates, i.e., for two vehicles ai and a j, i < j if
yi ≥ y j. This implies y0 > y1 ≥ y2 ≥ ·· · ≥ yn > 0.

3. For vehicle ak, k ∈ {1, ...,n}

(a) Calculate maximum path length l from ay
0

(b) Assign Level Ll for ak

4. Remove all long edges from ~E y
cone.

Lemma 6. If ~G y
cone contains a directed spanning tree rooted at ay

0, Algorithm 1 generates a
proper layered graph ~G y with layers Ll , l = 0,1,2, ...,m.

Remark 7. Observe that, due to the assumption on viewing angle i.e., (aov< 180◦), and since all
visibility cones are aligned along the Y -axis, the influence graph ~G y

cone and hence ~G y is acyclic.
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7.2.2 Assumptions for lateral (X) direction

Consider the n vehicles moving along a road. The lateral maneuver of a vehicle depends on the
other vehicles in the vicinity and the boundaries of the road. As before the set M denotes the
set of vehicles with modeled X motion, while M̄ denotes the unmodeled vehicles. For most
practical purposes (as in our experiments) both the Y and X motions are modeled for the same
set of vehicles i.e., except for the pseudo-vehicles, the set M and M̄ are identical for both the
Y and X motion.

Road Boundaries

Let the X position of the ith vehicle be denoted by xi and the velocity by vxi. First, the boundaries
of the road are modeled as two infinitely long pseudo vehicles ax

0 and ax
n+1 having fixed X po-

sitions (This assumption can be easily modified for road curves, narrowing or widening roads).

Denote M = {0,1,2, ...,k,n+1}, and M̄ = {k+1, ...,n} and let x =
[
x0 x1 · · · xk xn+1

]T
∈

Rk+2 and vx =
[
vx0 vx1 · · · vxk vx(n+1)

]
∈ Rk+2 represent the absolute X-positions and X-

velocities of the k+2 modeled (set M ) vehicles (including ax
0 and ax

n+1 as the road boundaries)
respectively. Whereas the position and velocity vectors for the unmodeled (set M̄ ) vehicles are

denoted by x̄ =
[
xk+1 xk+2 · · · xn

]T
∈ Rn−k and v̄x =

[
vx(k+1) vx(k+2) · · · vxn

]
∈ Rn−k.

The lateral velocities of ax
0 and ax

n+1 are vx0 = vx(n+1) = 0 and their positions are x0 = 0 and
xn+1 = d, where d is the width of the road.

Bidirectional Influence

Unlike longitudinal motion, the lateral motion of a vehicle depends on the other vehicles present
both to the left and to the right. That is, a driver has to track other vehicles on both sides of
the vehicle and therefore, the angle of viewing (aov) in lateral direction is modeled as two
sideways symmetric cones as shown in Figure 7.2. Due to this assumption, the edges in the
lateral information exchange graph become bidirectional. Note, however, that the edges starting
from ax

0 and ax
n+1 are always unidirectional since the road boundaries are not influenced by

other vehicles. For a vehicle ai, there are two associated cones of visions, one on the left and
other on the right. Let ~G x

cone = (V , ~E x
cone,w) represent the communication graph between the

vehicles. Unlike ~G y
cone, the lateral graph ~G x

cone has two leaders, ax
0 and ax

n+1. Hence, ~G x
cone is

constructed as a union of two graphs ~G x
lcone and ~G x

rcone. The graph ~G x
lcone ( ~G x

rcone) is formed
similarly to ~G y

cone by considering ax
0 (ax

n+1) as the leader and only left (right) aov of vehicles and
ignoring ax

n+1 (ax
0). Using these definitions, two sets of visible vehicles are defined for each ai,

V le f t
i := {a j : (a j,ai) ∈ ~E x

lcone i.e., x j < xi} and V right
i := {a j : (a j,ai) ∈ ~E x

rcone i.e., x j > xi}.

Dense Traffic: Homogeneous Behavior

For congested conditions, homogeneity in driver behavior is assumed according to the logic
introduced for the Y direction. Consequently |M |= n+2 (including the road boundaries) and
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¯|M | = 0. As above, the neighbors are selected according to the immediate neighborhood of
visible vehicles and the resulting influence graphs are assumed to be time invariant. The lat-
eral time-invariant influence graph ~G x is the union of two subgraphs ~G x

le f t and ~G x
right . These

subgraphs are obtained using an algorithm similar to Algorithm 7.2.1 on ~G x
lcone and ~G x

rcone re-
spectively. The set of left (right) neighbors N le f t

i (N right
i ) of a vehicle ai is the set of nodes

a j of ~G x
le f t ( ~G x

right) such that (a j,ai) ∈ ~E x
le f t ((a j,ai) ∈ ~E x

right). Observe that this construction
does not change the uni/bi-directional nature of the edges of ~G x. When there are no vehicles in
the aov of vehicle ai, the corresponding (either left or right) road boundary influences ai. An
example of lateral influence graph is shown in Figure 7.2.

a5

a1

a2

a3

a4

a0
aov

aov

Boundaries of the road

Figure 7.2: Influence graph for X direction depending on the angle of view (aov) of the vehicles

7.3 Homogeneous Traffic Model: Fixed Graph

In this section it is assumed that the influence graphs ~G y and ~G x, do not change with time.
Moreover, all vehicles under consideration are assumed to behave homogeneously. A model of
driver behavior under these assumptions is reviewed in this section.

7.3.1 Driver model for longitudinal direction

Consider the convoy of n vehicles. Recall that node ay
0, the fictitious leader, moves at a fixed

velocity (say vy0). Let the dynamics of the leader ay
0 be given by ẏ0 = vyo and v̇y0 = 0. In

practical scenarios, each driver targets a inter-vehicle spacing based on two factors [Liu06,
Chapter 2]:

1. The distance needed to decelerate to zero, which is proportional to the vehicle’s current
velocity and is given by kivi. Since all the vehicles are assumed to be identical, it is
considered that ki = k̃ for i = 1, ...,n where k̃ > 0 is constant.

2. The desired constant spacing, gy, during stopped traffic.

Hence, the Y -direction control law for vehicle ai, i = 1, ...,n is
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ẏi = vyi

v̇yi = ∑
j∈Ni

−
(
bywi j(vy j− vyi) −ky

(
wi j(y j− yi)+

1
|Ni|

(gy− k̃vi)

))
(7.1)

Recall that, Ni is the set of neighbors of ai and wi j are the edge weights. The constants by and
ky denote the influence of relative velocities and spacings between the vehicles respectively on
acceleration.

The closed loop system then can be written as follows:[
ẏ
v̇y

]
=

[
0(n+1)×(n+1) I(n+1)×(n+1)

−ky L y −by L y− kyk̃Ĩ

][
y
vy

]
− kygy

[
0(n+2)×1

1n×1

]
, (7.2)

where 1p×q and 1p×q are p×q matrices with all 1s and 0s respectively. The matrix Ĩ is obtained
by setting the 1st diagonal entry of I(n+1)×(n+1) to 0. L y denotes the weighted Laplacian of the
directed influence graph ~G y with entries li j =−wi j and lii = ∑

n
j=1 wi j = 1.

7.3.2 Analysis of longitudinal dynamics

As mentioned in Remark 7, ~G y is acyclic and hence the corresponding Laplacian (L y) has a
lower triangular structure [Bap10] with lii = 1 as the diagonal entries. That is, L y has one
0 eigenvalue and all its other eigenvalues are 1. Similarly, Ĩ has one 0 eigenvalue and the
remaining eigenvalues are 1.

Let Γ =

[
0(n+1)×(n+1) I(n+1)×(n+1)

−ky L y −by L y− kyk̃Ĩ

]
. As ky, by, k̃ > 0, the rank of Γ is 2n+1. The eigen-

values of Γ are

λi± =
(byµi− kyk̃νi)±

√
(byµi− kyk̃νi)2 +4kyµi

2
,

where µi and νi are the eigenvalues of L y and Ĩ respectively. Observe that both L y and Ĩ
have a zero row corresponding to the leader a0. Due to the structure of L y and Ĩ, we can write
µ0 = ν0 = 0. Hence λ0± = 0. For i = 1, ...,n, the eigenvalues λi± have negative real part.

Theorem 8. [MJC+18] Consider a time invariant, connected, proper, layered graph obtained
using Algorithm 7.2.1. Assume that the total weight across all incoming edges is 1 for each
vehicle except a0 i.e., Wi =Wj(= 1) for all i, j ∈ {1, ...,n}. If k̃ > 0 and the velocity vy0 of a0 is
constant, then:

1. vyi→ vy0 as t→ ∞ ∀ i ∈ {1, . . .n}

2. |yi(t)− y j(t)| → 0 as t→ ∞ for all ai,a j ∈ Lk, k = 1,2, ...,m .

3. For any two vehicles ai and a j such that ai ∈ Lk−1 and a j ∈ Lk, k = 1,2, ...,m, as t→ ∞,
|yi(t)− y j(t)| → gy + k̃vy0.
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7.3.3 Driver model for lateral direction

Consider the convoy of n vehicles along with two fictitious vehicles representing the boundaries
of the road. The dynamics of the fictitious vehicles representing the road boundary is given by
ẋk = vxk = 0 and v̇xk = 0, for k = 0,n+1. Let the X-position of ax

0 is x0 = 0, while the X-position
of an+1 is xn+1 = d where d > 0 is the width of the road.

It is assumed that the objective of each vehicle is to locally adjust the distance from the
influencing vehicles based on the width of the road and traffic density. Specifically, each vehicle
tries to go to the midpoint of the weighted average of X-positions of its left and right neighbors.
This assumption models the tendency of the drivers to maintain the safe distance from vehicles
both on the left and the right. The proposed model dynamics for ai in X-direction is

ẋi = vxi

v̇xi = ∑
j∈Ni

{
bxwi j(vx j− vxi)+ kxwi j(x j− xi)

}
, (7.3)

where, Ni =N le f t
i ∪N right

i . The variable wi j denotes the weight given to the link edge (a j,ai)

for each a j ∈Ni. Similar to the Y -dynamics, the constants bx and kx respectively denote the
influence of relative velocities and spacings between the vehicles on acceleration.

Without loss of generality, it is assumed that the cumulative weight of all incoming edges
at a vehicle is 1. The sets N le f t

i and N right
i denote the set of left and right influencing vehicles

of ai respectively. Moreover it is assumed that the cumulative weights of edges incident on ai

from N right
i and from N le f t

i are the same and equal to 1
2 . This can be interpreted as each driver

giving equal importance to left and right maneuvers. Among the vehicles in either N right
i or

N le f t
i , the weights are assigned locally by ai based on the importance given by the driver to

the corresponding vehicles. With this weight assignment, the X-dynamics of the convoy can be
written as: [

ẋ
v̇x

]
=

[
0(n+2)×(n+2) I(n+2)×(n+2)

−kx L x −bx L x

][
x
vx

]
, (7.4)

where, L x is the Laplacian of ~G x with entries li j =−wi j & lii =−∑
n
j=1 wi j = 1.

Note that, in ~G x, there are two leaders ax
0 and ax

n+1 i.e., the pseudo boundary vehicles.
Hence, there are two zero rows in in L x. However, as ~G x contains an united directed spanning
tree, both the algebraic and geometric multiplicity of the zero eigenvalue of L x is two [CR09,
CV06].

7.3.4 Analysis of lateral dynamics

The following theorem describes the implications of the driver model (7.3).

Theorem 9. [MJC+18] Consider a convoy of n vehicles with directed time invariant influence
graph ~G x and system dynamics (7.3). If the positions and velocities of the boundary vehicles ax

0

and ax
n+1 are x0 = 0, xn+1 = d and vx0 = vx(n+1) = 0 respectively, then:
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1. vxi→ 0 as t→ ∞ ∀ i ∈ {1, . . . ,n}

2. Position xi of each vehicle ai, i = 1, ...,n converge to the weighted average of the X-
positions of its neighbors

7.3.5 Coupling between longitudinal and lateral motion

For the sake of simplicity, the vehicles are assumed to have independent acceleration in the two
orthogonal directions. In [MJC+18], it is shown that, even when partial coupling between the
dynamics of the vehicles in X and Y directions is considered, the results presented above still
hold.

A way to introduce this coupling is to observe that, lateral (X-direction) motion decisions
are usually based on human behavioral considerations, e.g. due to specific objectives such as ob-
stacles/potholes avoidance, overtaking, future left/right turns etc. Based on these X-directional
requirements, the Y -directional acceleration and speed are adjusted so as to safely allow the
lateral maneuvers. Hence, during each lateral movement within the formation, the velocity (vy)
along the road direction of the car decreases to account for the horizontal movement. The exact
reduction in velocity depends on a multitude of factors like radius of curvature, velocity along
the road, the capabilities of the vehicle and skill level of the driver. Note that, irrespective of
sign of lateral velocity vx, the longitudinal acceleration of the vehicle is reduced. For simplicity,
it is assumed that, the acceleration (ay) in Y -direction is linearly dependent on the magnitude of
velocity (vx) in the X-direction. With this notion in mind, the longitudinal dynamics (7.1) can
be modified as

ẏi = vyi

v̇yi = − ∑
j=Ni

(
bywi j(vy j− vyi)+ ky

(
wi j(y j− yi) +

1
|Ni|

gy

))
−msign(vxi)vxi

for some m > 0. The dynamics of ay
0, ax

0 and ax
n+1 are unchanged. Define a (n+ 1)× (n+ 2)

matrix Mvx such that

Mvx(i, i) = msign(vxi) for i = 2, ...,n+1

= 0 for i = 1

Mvx(i, j) = 0 for i 6= j

The collective dynamics in both Y and X direction given by (7.2) and (7.4), thus can be
rewritten as follows: 

ẋ
ẏ
v̇x

v̇y

= Γc


x
y
vx

vy

− kygy


0n×2

0n×1

0n×2

1n×1

 (7.5)
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where

Γc =


0(n+2)×(n+2) 0(n+2)×(n+1) I(n+2)×(n+2) 0(n+2)×(n+1)

0(n+1)×(n+2) 0(n+1)×(n+1) 0(n+1)×(n+2) I(n+1)×(n+1)

−kxL x 0(n+2)×(n+1) −bxL x 0(n+2)×(n+1)

0(n+1)×(n+1) −kyL y −Mvx −byL y

 .
Since the sign of elements of Mvx switches with the sign of state component vector vx, the

system in (7.5) is a state (vx) dependent switching system. Recall that when the influence graphs
are connected, L y has one eigenvalue at 0 while L x has two 0 eigenvalues with geometric
multiplicity 2. Also, the non-zero eigenvalues of both L y and L x are real and positive.

The main result determining the spacing of the vehicles as t → ∞ can be formally stated
as:

Theorem 10. [MJC+18] Consider a convoy of n vehicles with three pseudo vehicles ay
0, ax

0 and
ax

n+1 representing the virtual leader in Y -direction, left and right road boundaries respectively.
Let the influence graphs in X and Y direction, ~G x and ~G y respectively, be time invariant with
W = 1. Assume that ~G y is connected proper layered graph, ~G x has a united directed tree rooted
at ax

0 and ax
n+1. If vy0, x0 and xn+1 are fixed, then for the closed loop system (7.5),

1. vyi→ vy0 as t→ ∞ ∀ i ∈ {1, . . .n}

2. |yi(t)− y j(t)| → 0 as t→ ∞ for all ai,a j ∈ Lk, k = 1,2, ...,m .

3. For any two vehicles ai and a j such that ai ∈ Lk−1 and a j ∈ Lk, k = 1,2, ...,m, as t→ ∞,
|yi(t)− y j(t)| → gy.

4. vxi→ 0 as t→ ∞ ∀ i ∈ {1, . . . ,n}

5. Position xi of each vehicle ai i = 1, ...,n converge to the weighted average of positions of
its neighbors in ~G x.

This analysis shows that, this dependence of longitudinal acceleration on lateral dynamics
of the vehicles does not alter the properties of the convoy dynamics significantly and the results
still hold.



Chapter 8

Proposed traffic model and verification

The theory proposed in [MJC+18] (and reviewed in Chapter 7) assumes that the traffic is homo-
geneous, i.e. the vehicles under consideration have identical capabilities and driving behavior.
This assumption holds when the roads are congested. However, this assumption needs to be
modified in order to account for observations made for sparse traffic conditions. In this chapter,
a model for heterogeneous traffic is presented in Section 8.2. Then, the traffic models presented
in Chapter 7 and Section 8.2, are validated in Section 8.4.

8.1 Modeling assumptions for heterogeneous traffic

In this section we introduce the assumptions made to model heterogeneous traffic. The assump-
tions made here are an extension of those outlined in Section 7.2.

8.1.1 Assumptions for longitudinal (Y ) direction

In India (and in our experiments) any fleet of vehicular traffic typically includes extremely
disparate vehicles (e.g., a typical truck in India has maximum safe velocity of 40-60 km/hr
while most cars range between 80-120 km/hr on the average). In uncongested traffic situations,
available road space enables the disparity between the vehicles to affect driver behavior. Such
heterogeneous capabilities lead to large changes in inter-vehicle distances thereby resulting
in frequently changing influence graphs between the vehicles. For application of the model
equations, any homogeneous set (denoted by M ) can be selected from the fleet (e.g., passenger
cars) and all other types of vehicles (e.g., heavy vehicles, motor cycles, scooters etc.) in the
fleet are denoted by M̄ . For simplicity, consider the collection at an arbitrary but fixed instant
of time. Assume that each driver in the set M gets influenced by vehicles (both from sets M

and M̄ ) in his visibility cone. However, the drivers in the set M̄ , follow unknown autonomous
trajectories based on unmodeled influences, and have no incoming edges from other vehicles.
As described above, the visibility graph is denoted by ~G y

cone = (A , ~E y
cone,w). Among the edges

in ~E y
cone, all the edges incident on the set of M̄ vehicles are ignored. In addition, some of the

79
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drivers in the set M vehicles can also ignore some edges incident on itself from ~E y
cone for various

reasons (e.g., the influencing vehicle is visible but too far away). After deleting all such edges
the neighbors of ai ∈M are denoted by the set Ni ⊆ Vi and the corresponding Y -influence
graph is denoted by ~G y = (A , ~E y,w). Let Mi denote the set of neighbors of vehicle ai which
are modeled and M̄i denote the set of neighbors which are unmodeled. Note that A =M ∪M̄

and Ni = Mi ∪M̄i. Clearly this notation must be modified to denote the effects of changing
influence graphs. This is done later in Section 8.2 along with the driver model.

a0

a5a4

a3

a1 a2

aov
a6

a7

Figure 8.1: Influence graph for Y direction with unmodeled vehicles

8.1.2 Assumptions for lateral (X) direction

The assumptions are similar to those in Y -direction model for sparse traffic. Briefly, the in-
coming edges to the set of M̄ vehicles are deleted from ~G x

cone and a subset of the remaining
edges are selected based on driver preferences to create ~G x. Various real life situations such as
stationary obstacles, road narrowing etc. can be modeled under this framework. Clearly, ~G x is
time varying.

8.2 Heterogeneous Traffic Model: Time Varying Graph

When traffic is heterogeneous and sparse, or when there are obstacles on the road, the influence
graph changes with time. For example, consider a scenario with 5 vehicles, having some fixed
viewing angles. Let the influence graphs be as shown in Figure 8.2, with the edges of Y -graph
denoted by solid arrows and the edges of the X-graph denoted by dashed arrows. In Y -direction,
only ay

0 affects the dynamics of a5. Hence, according to (7.1), a5 moves relatively ahead causing
changes in the X-influence graph as shown in Figure 8.3a. Due to this change in the influence
graphs, the dynamics of the vehicles according to the proposed model causes, in turn, changes
in the Y -influence graphs as shown in Figure 8.3b. In addition to such autonomous graph change
scenarios, influence graphs can also change due to obstacles (permanent and temporary), rogue
driving, overtaking, slower/faster vehicles and road conditions.

Clearly, these changes result in the systems given by (7.2) and (7.4) becoming switched
systems. It is quite reasonable to assume that changes in the influence graph do not occur
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Figure 8.2: The convoy of vehicles with the influence graphs
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(a) Change in ~G x
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(b) Change in ~G y and ~G x

Figure 8.3: Switching influence graphs

arbitrarily fast. The influence graph between vehicles at each instant of time corresponding to
the value of the switching function σ(t) is denoted by ~G y

σ = (A , ~E y
σ ,wσ ) (slightly modifying

the notation of Section 7.1). Recall that, the set of neighbors of the ith vehicles corresponding
to σ(t) is denoted by N σ

i = M σ
i ∪M̄ σ

i . Further for simplicity of presentation, we modify our
target inter-vehicle distance to be a constant, rather than dependent on velocity as in Section
7.3.1. Then, the Y -direction equations for the modeled vehicles ai, i = 1, ...,k in the set M are

ẏi = vyi

v̇yi = ∑
j∈N σ

i

(
bywσ

i j(vy j− vyi)+ ky

(
wσ

i j(y j− yi)+
1
|N σ

i |
gy

))
= ∑

j∈M σ
i

(
bywσ

i j(vy j− vyi)+ ky

(
wσ

i j(y j− yi)+
1
|M σ

i |
gy

))
+ ∑

l∈M̄ σ
i

(
bywσ

il (vyl− vyi)+ ky

(
wσ

il (yl− yi)+
1
|M̄ σ

i |
gy

))
(8.1)

for ti < t ≤ ti+1 and σ(t) ∈ S . Here the dynamics of unmodeled vehicles are not known.
However, the position and velocities (vyl,vl) of the unmodeled vehicles can still be measured by
their corresponding neighbors. The constants by and ky denote the influence of relative velocities
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and spacings between the vehicles respectively on acceleration. Parameter gy is proportional to
the (fixed, as opposed to velocity dependent as in Section 7.3.1) target inter-vehicle distance that
each driver wishes to achieve. This switched version of (7.1) captures the observation that, if due
to surrounding influences the set of influencing neighbors change, then the following vehicle
has no choice but to try to create the same offset from the new set of influencing vehicles. The
combined k-vehicle dynamics can be written as follows:[

ẏ(t)
v̇y(t)

]
=

[
0(k+1)×(k+1) I(k+1)×(k+1)

−ky L y
σ − kyD̄σ −by L y

σ −byD̄σ

][
y(t)
vy(t)

]
− kygy

[
0(k+2)

1k

]

+

[
0(k+1)×(n−k) 0(k+1)×(n−k)

Pσ Qσ

][
ȳ
v̄y

]
(8.2)

for ti < t ≤ ti+1 and σ(t) ∈ S . Here L y
σ ∈ R(k+1)×(k+1) is the Laplacian of the influence

graph with only the modeled vehicles as vertices. In this Laplacian, the vertices of the influ-
ence graph denoting the unmodeled vehicles as well as all edges to and from such nodes are
ignored. Further, D̄σ denotes a diagonal matrix with D̄σ (i, i) =∑l∈M̄ σ

i
wσ

il and thirdly, Pσ ,Qσ ∈
R(k+1)×(n−k) together model the interaction between the k+ 1 modeled vehicles and n− k un-

modeled vehicles. The entries of Pσ ∈ R(k+1)×(n−k), are given by pσ
i j =

−bywσ
i j if j ∈ M̄

0 if j /∈ M̄
,

while the entries of Qσ ∈ R(k+1)×(n−k), are qσ
i j =

−kywσ
i j if j ∈ M̄

0 if j /∈ M̄
.

Define y ji := yi− y j and v ji
y := vyi− vy j. For the modeled vehicles, define

ỹ =
[

y10 y20 · · · yk0
]T

and ṽy =
[

v10
y v20

y · · · vk0
y

]T
.

Similarly, for the unmodeled vehicles let

¯̃y =
[

y(k+1)0 y(k+2)0 · · · yn0
]T

and ¯̃vy =
[

v(k+1)0
y v(k+2)0

y · · · vn0
y

]T
.

This translates (8.2) to[
˙̃y
˙̃vy

]
=

[
0k×k Ik×k

−ky L̃ y
σ − kyD̃σ −by L̃ y

σ −byD̃σ

][
ỹ
ṽy

]
− kygy

[
0k

1k

]

+

[
0k×(n−k) 0k×(n−k)

P̃σ Q̃σ

][
¯̃y
¯̃vy

]
(8.3)

where L̃ y
σ and D̃σ are obtained by deleting the first row and column of L y

σ and D̄σ respectively,
while P̃σ and Q̃σ are obtained by deleting the first rows of Pσ and Qσ . Let Γ̃

y
σ denote the system

matrix

[
0k×k Ik×k

−ky L̃ y
σ − kyD̃σ −by L̃ y

σ −byD̃σ

]
.

Using results from [DV75], the following statement holds.
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Lemma 11. [RB08] Consider system (8.3). For each σ , if the system matrix Γ̃
y
σ is stable, then

there exists ασ ≥ 0 and χσ > 0 such that ||eΓ̃
y
σ t || ≤ eασ−χσ t for t ≥ 0.

Additional assumption about unmodeled vehicles: We assume that the unmodeled vehi-
cles cease to affect the modeled vehicles if the unmodeled vehicles overtake the pseudo-leader.
This translates to an additional condition on Pσ and Qσ : pσ

i j( or qσ
i j) = 0 if y j0 = y0− y j > 0.

On the other hand, by our earlier assumptions about forward pointed visibility cones, the effect
of unmodeled vehicles which falls behind the modeled collection automatically get ignored. In
effect, by this assumption, P̃σ

¯̃y+ Q̃σ
¯̃vy get bounded uniformly and hence the system (8.3) can

be considered to have bounded input.

Theorem 12. Consider the closed loop dynamics of the convoy of k vehicles with fictitious
leader a0 and n−k unmodeled vehicles given by (8.3). Let t0, t1, · · · be the time instants at which
the communication graph ~G y

σ switches. Further, let τ be the dwell time such that ti+1− ti ≥ τ

for all i ≥ 0. For each σ , assume that ~G y
σ contains a spanning tree rooted at a0. Then, for

τ > supσ

{
ασ

χσ

}
, the states of the switched system (8.3) are uniformly bounded.

Proof. Note that, for each σ , ~G y
σ is obtained using Algorithm 7.2.1, without renumbering the

vehicles each time. Due to the layered structure of ~G y
σ , there exists a similarity transform of the

Laplacian L y
σ that has lower triangular structure for all σ(t) and all non-zero eigenvalues are

equal to 1. Further, as each ~G y
σ contains a spanning tree rooted at a0, the first row of L y

σ (row
corresponding to a0) is zero. From the properties of L y

σ , it is clear that L̃ y
σ has λi(L̃

y
σ ) = 1

for i = 1, ...,n. Moreover subtracting the term D̃σ makes the eigenvalues of the resultant matrix
(−L̃ y

σ − D̃σ ) more negative. Thus, the system matrix Γ̃
y
σ is stable for each σ [RB08].

Thus, using Lemma 11, according to [RB08, Theorem 4.17], the autonomous part system
(8.3) is globally exponentially stable if τ > supσ

{
ασ

χσ

}
. Hence (8.3) is BIBO stable and when

bounded input u(t) = −kygy

[
0k

1k

]
+

[
0k×(n−k) 0k×(n−k)

P̃σ Q̃σ

][
¯̃y
¯̃vy

]
is used, the states of (8.3)

are uniformly bounded for any dwell time τ > supσ

{
ασ

χσ

}
.

Remark 13. Clearly the solution of (8.3) is dependent on the influence graph ~G y
σ and the un-

modeled vehicles. Hence the inter vehicle distance and relative velocities keep oscillating while
remaining uniformly bounded. This is a common observation on Indian roads, especially in
sparse traffic.

Remark 14. The analysis for X-dynamics is similar to that of Y -dynamics with a few modifica-
tions.

We shall now validate the proposed lane-less traffic model with real vehicle-level trajec-
tories extracted from videos of typical Indian traffic recorded from the top a high-rise building
adjoining a sample road. Vehicle trajectories over a length of approximately 150-230 m of the
road were recorded. The road under consideration is 12 m wide. As the average speed of the
cars is in the range of 40-50 km/h, the duration of the simulation is restricted to 15 s. Clearly,
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an experimental validation performed on a set of cars over a longer road stretch would have
increased the confidence in the proposed model. This was however impossible due to infras-
tructural constraints.

To compensate for the short window length, we repeat the tracking experiment for seven
sets of five to six cars each over the 230 m road stretch, thereby characterizing the statisti-
cal properties of the error propagation. In all, the trajectories of 38 cars are compared with
those generated by the model and RMS prediction errors are computed as functions of time.
Cumulative values of prediction errors over time are also calculated to check the performance
of the model. The low values of these errors demonstrate the ability of our model to predict
trajectories, overtaking and lane changing behavior.

8.3 Calibration of the model

In this section, transformations that convert the observed data (pixel values) from the camera’s
frame of reference into an orthogonal frame in R2 for comparison with the model, are proposed.
It is essential that these frames of reference are well-calibrated in order to check the goodness-
of-fit of the model. The following frames of reference are involved in the process of image
transformation: (1) The camera frame, {C}: The camera frame is set up as shown in Figure 8.4,
where each vehicle ai under consideration is represented by a pixel with coordinates (uC

i ,v
C
i ) in

the camera frame {C}. (2) The local-level frame, {L}: The local-level frame is set up as shown
in Figure 8.5 using satellite images (Google Maps) of the same road segment. Coordinates of
vehicle ai are denoted by (uL

i ,v
L
i ) in the local level frame {L}. It can be fairly assumed that the

distance between any points in frame is preserved linearly as seen in Figure 8.5. (3) X-Y frame:
This is the simulation frame of reference, where the position of vehicle ai is denoted by (xi,yi)

and the unit of distance measurement is meters.

8.3.1 Transformation from camera frame to local level frame

For transforming (uC
i ,v

C
i ) 7→ (uL

i ,v
L
i ) for each vehicle ai, i = 1, ..,n, we use static markers like

street-lights and road dividers that are common to both the images; see Figures 8.4 and 8.5. For
mapping along the u-axis, static markers in the form of lamp-posts are marked along the central
divider D1, and the bottom divider D2. Let (uC

j1,v
C
j1), where j1 = 1, . . . ,m1, be the positions

of m1 static markers along D1 and (uC
j2,v

C
j2), where j2 = 1, . . . ,m2 be the positions of m2 static

markers along D2 in {C}. We fit two polynomials, p1 and p2 which map p1 : uC
j1 7→ uL

j1 and
p2 : uC

j2 7→ uL
j2 respectively as shown in Figure 8.6. Here uL

j1 and uL
j2 are the u-axis components

of the m1 and m2 static markers along D1 and D2 in {L} respectively. Note that the v-axis
components of static markers in {L} are fixed constants due to the geometry of the image.
We can assume that there are no errors in the marking of these common features as they are
marked manually. Polynomials, p1 and p2 are the best fit between the markers in the least
square sense. Next, we use a combination of these polynomials to map the u-axis components
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Figure 8.4: The camera frame {C}

Figure 8.5: The local level frame {L}:

of the vehicles. For each vehicle ai with coordinates (uC
i ,v

C
i ), we first calculate its distance dC

1

from D1 and dC
2 from D2 . Then the transformation from {C} to {L} along u-axis is given by

uL
i =

dC
2 p1(uC

i )+dC
1 p2(uC

i )

dC
1 +dC

2
.

For transformation along the v-axis, due to the geometry of the image, we use the ratio
of the distance of the car from the divider to the total length of the road. Hence, the errors in
transformation along the v-axis are negligible. The v-axis component, vL

i of vehicle ai in the

{L} frame is found using the transformation vL
i = dL

1 +
(

dC
1

dC
1 +dC

2

)
dL

2 , where dC
1 and dC

2 are as

defined earlier, dL
1 is the distance of D1 from u-axis in the {L} frame and dL

2 is the width of the
road in the {L} frame.

Errors are introduced in this process of transformation from {C} to {L} due to camera
shake. The standard deviation from the base image obtained from the camera is found out to be
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Figure 8.6: Boundary polynomials
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10 pixels along the u-axis and 12 pixels along the v-axis.

8.3.2 Conversion to X-Y axes

Let κ = 1,2, . . . be the discrete time instants over which the images are captured. The {L}
frame coordinates are used to find the actual positions (in meters) of the vehicles (xi(κ),yi(κ))

along the X- and Y - axes for comparison with the simulation model. The X-axis component
is found using xi(κ) = (uW

i (κ)− do f f )
wact
wimg

, where, do f f is the offset of D2, wact is the actual
width of the road in meters and wimg is the number of pixels corresponding to the width of
the road. Similarly, yi(κ) = (limg− vW

i (κ)) lact
limg

, where lact is the actual length of the road in
meters and limg is the number of pixels corresponding to the length of the road. The distances,
wact and lact used in these transformation are obtained from Google maps. Conversion from
pixels to distances (SI units) is done using measurements off Google maps using the “distance
measurement tool”. However, information regarding the accuracy of these measurements are
not publicly available from Google. From the base image used for calibration, we calculate that
1 pixel corresponds to 0.2 m. Hence, the camera shake corresponds to ±2 m error along X-axis
and ±2.4 m error along Y -axis.

8.4 Model Validation

In this section we discuss the tuning of model parameters in order to generate valid vehicle
trajectories. The parameters in the model that require tuning are:

1. Weights (wi j) that the driver i of vehicle ai, assigns to the other vehicles, j ∈Ni in their
cone of vision: these are chosen inversely proportional to distance of the other vehicles
from the driver of ai; vehicles closer to the driver are assigned more weight than the ones
farther away. Also, for all time, t , ∑ j∈Ni wi j(t) = 1.

2. Influence of inter-vehicle spacing (kx, ky) and relative velocities (bx, by) on acceleration:
these are chosen manually (by trial and error) such that the average RMS errors are min-
imized.

3. Safe inter-vehicle distance (gy): this is chosen as the actual average of the inter-vehicle
distance between all neighboring vehicles, as calculated from the real data.

The videos are analyzed at discrete intervals κ = 1, . . . ,Tc, where Tc is the duration of the video
clip in each case, c. We present the analysis of 7 cases (named Sc, where c = 1, . . . ,7). These
seven cases are further classified into two regimes: (1) congested regime (cases S1, S2): dense
traffic with fixed influence graphs and homogeneous behavior and (2) sparse regime (cases
S3-S7): sparse heterogeneous traffic, (time varying influence graphs) with overtaking and lane
changing. In all, 38 vehicles are tracked and their coordinates, (uC

i (κ),v
C
i (κ)) at each discrete

time interval κ , are transformed to (xi(κ),yi(κ)) along the X and Y directions for comparison
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Figure 8.7: Plot of tracking errors (RMS) for the 7 cases along X-axis. Each case is represented
by a different colour: S1 : red, S2 : purple, S3 : black, S4 : yellow, S5 : grey, S6 : green, S7 : blue.

with the proposed model. The model, which is initialized with the initial conditions as obtained
from these transformations, simulates the trajectories of the vehicles over the same time interval
as the video clip. The output of the simulation is compared with actual data. The RMS errors
in prediction at each discrete time interval κ , is calculated as

eRMS(κ) =

√
∑

nc
i=1(x

s
i (κ)− xo

i (κ))
2

nc
(8.4)

where xs
i (κ) is the position of a vehicle ai at time instant κ as obtained from the simulation and

xo
i (κ) is its observed position in the X-Y frame. The total number of cars in case Sc is denoted

by nc, c = 1, . . . ,7. Plots of these RMS errors along the lateral and longitudinal directions for
cases S1-S7 are given in Figures 8.7 and 8.8. It can be seen from Figures 8.7 and 8.8 that the
RMS errors remain within 0.5 m in the lateral direction and 3 m in the longitudinal direction. It
is also clear from Figures 8.7 and 8.8 that within the window of 230 m and 15 s, the errors are
not diverging. In fact, the errors oscillate within the same bounds or in some cases even “settle”
to lower values within the first 10 s.
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Figure 8.8: Tracking errors (RMS) for the 7 cases along Y -axis. Colours for the cases: S1−red,
S2−orange, S3−black, S4−yellow, S5−grey, S6−green, S7−blue.

In addition to instantaneous errors, cumulative (over time) errors are also calculated:
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• cumulative RMS error

eRMSC =
1
7

7

∑
c=1

 Tc

∑
κ=0

1
Tc

√
∑

nc
i=1(x

s
i (κ)− xo

i (κ))
2

nc

 (8.5)

• average absolute error

|e|avg =
1
7

7

∑
c=1

[
Tc

∑
κ=0

1
Tc

∑
nc
i=1 |xs

i (κ)− xo
i (κ)|

nc

]
(8.6)

• maximum absolute error

|e|max = max
c, 0≤κ≤Tc, 1≤i≤nc

|xs
i (κ)− xo

i (κ)| (8.7)

The values of these cumulative errors presented in Table 8.1 and the RMS error plots in
Figures 8.7 and 8.8, verify our claims about the validity of our theoretical predictions.

Next, we present two cases in detail to demonstrate that our model can replicate micro-
behavior such as layering, lane-changing and overtaking.

Parameter X (m) Y (m)

eRMSC 0.1878 1.3248
|e|avg 0.3808 2.7598
|e|max 1.6973 13.2220

Table 8.1: Consolidated cumulative errors for all cases.

8.4.1 Congested regime: Time invariant graph (case S1)

In this case of a time invariant influence graph, a fleet of 5 vehicles move along a 200 m stretch
of the road in 12 s, maintaining a fixed distance between them. Their positions at select time
intervals are depicted in Figure 8.9(a). Each of the five vehicles is represented by a different
color. We observe that the vehicles converge to the desired inter-vehicle spacing.

The RMS errors at each time instant along the X and Y directions are depicted by the red
dots in Figures 8.7 and 8.8 respectively. The evolution of absolute errors of each vehicle along
the longitudinal direction of motion at each time instant is plotted in Figure 8.10. It can be
seen in Figure 8.10 that the errors settle down to low values (< 3m) for each vehicle within the
first 10-12 s. The average and maximum of the absolute value of prediction errors of the model
along the X direction are found to be 0.23 m and 0.60 m respectively. Similarly, the average
and maximum of the absolute values of prediction errors of the model along the Y direction are
found to be 2.83 m and 5.60 m respectively. Hence we see that for the time invariant case, the
proposed model successfully predicts the motion of the vehicles in this case. We further observe
from Figure 8.9(a) that the model predicts correctly the fixed layered structure of the observed
traffic. The cumulative tracking errors for each vehicle in this case are given in Table 8.2.
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Average absolute error Maximum absolute error

X (m) Y (m) X (m) Y (m)
Car - 1 0.1809 3.1107 0.4703 5.4577
Car - 2 0.1520 2.0736 0.4097 3.3613
Car - 3 0.3116 3.1174 0.620 5.4678
Car - 4 0.1725 2.4025 0.6005 5.0473
Car - 5 0.3128 3.4348 0.5595 5.5987

Table 8.2: Cumulative tracking errors for each vehicle: time invariant graph, case S1.

8.4.2 Sparse regime: Time varying graph, overtaking and lane changing
(case S3)

In this case there are 5 vehicles which are tracked for a period of 13 s over a distance of 210 m.
As seen in Figure 8.9(b), the vehicle marked in black observes the space present between itself
and the leader vehicle marked in green. It shifts laterally to the left and overtakes the vehicles
marked in blue and red. This behavior can be seen in both, the actual and simulated trajectories
in Figure 8.9(b).

The RMS errors for this case, S3 at each time instant along the X and Y directions are
depicted by the black dots in Figures 8.7 and 8.8 respectively. The average and maximum of
the absolute value of the prediction errors of the model along the X direction are found to be
0.41 m and 1.33 m respectively. Similarly, the average and maximum of the absolute value
of the prediction errors of the model along the Y direction are found to be 2.77 m and 7.48
m respectively. We can thus conclude that the model does indeed predict the observed actual
behavior to a great extent in this case too. The cumulative tracking errors for each vehicle in
this case are given in Table 8.3.

Average absolute error Maximum absolute error

X (m) Y (m) X (m) Y (m)
Car - 1 0.6600 2.8901 1.0804 6.3608
Car - 2 0.2357 2.6309 0.7423 5.4041
Car - 3 0.3461 1.8152 0.5179 3.9728
Car - 4 0.4938 3.4919 0.9680 6.1694
Car - 5 0.3204 3.0045 1.3283 7.4843

Table 8.3: Cumulative tracking errors for each vehicle: time varying graph, case S3.
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Figure 8.9: Comparison between actual and simulated trajectories for (a) case S1, time invariant
influence graph and (b) case S3, time varying graph. For each case, the plot on the left denotes
the predictions made by the model and the one on the right denotes actual positions at different
time instants.
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Figure 8.10: Absolute errors of each vehicle along the longitudinal direction for case S1. The
colour of each trajectory corresponds to the colour of the vehicle marked in Figure 8.9(a).





Chapter 9

Conclusions and Future Work

In this work, we have addressed the engineering challenges in implementation of cooperative
control algorithms on physical systems and understand the complex interactions between human
vehicle drivers in conditions where lane discipline is not followed. In the first part of this
thesis, the implementation of decentralized cooperative control laws on a fleet of quadrotors are
presented. In the second part, a model developed for vehicular traffic applicable to cases where
lane following is not adhered to, is validated with data recorded using a camera mounted atop a
building adjoining a sample road in Mumbai, India.

A summary of our achievements now follows. Potential directions of future work are
discussed in Section 9.1.

1. Cooperative control of multi-quadrotor systems

In this work we have successfully achieved autonomous cooperative flight on a quadrotor fleet
in indoor and outdoor conditions. It is shown that the quadrotor, for small roll and pitch angles,
with heading (yaw) held constant, can be approximated as a pair of double integrators. This
allows us to modify and implement consensus and consensus tracking algorithms for double
integrator dynamics with provable convergence properties, on a quadrotor fleet. From the ex-
periments, a match between theoretical results and practice is observed. Let us look at the two
cooperative control problems addressed in this thesis:

Consensus tracking

A min-max time consensus tracking algorithm has been implemented on a multi-quadrotor
testbed with four quadrotors in an indoor environment. The follower quadrotors successfully
converge onto the reference trajectory generated by the leader quadrotor in min-max time using
local feedback control strategy. The implemented algorithm is decentralized and is compu-
tationally cheap due to the availability of closed form expressions of the feedback law. The
theoretical claims made in [JSCC19] regarding bounds on the deviations of the trajectories due
to finite communication/measurement rate, are verified through experiments.

93
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Consensus

In this work, a decentralized consensus algorithm is implemented on testbed of quadrotors in
an outdoor environment and a real-time communication protocol for inter-agent data transfer
is developed. Consensus between quadrotors is achieved using minimum possible informa-
tion exchange between agents (position only). Experiments are performed with the proposed
communication protocol to verify its efficacy. It is verified that the protocol is capable of trans-
mitting data without collisions in real-time and handling link breakages and additions. Consen-
sus experiments with different data exchange rates are performed to show the degradation of
performance as communication rate is reduced.

The following challenges were faced while implementing cooperative control algorithms
on practical quadrotor systems:

• Creating a stable system of systems: To achieve cooperation among multiple agents, each
agent is required to perform its task efficiently. Hence, rigorous tests were performed on
each quadrotor to ensure basic manual and autonomous flight (see Section 3.3 for details).

• Establishing a communication network: Information exchange is vital for cooperation
among agents. Hence rigorous testing of the communication systems was carried out
prior to the controlled motion experiments with the quadrotors.

• Each quadrotor had limited hardware capabilities. Hence, the system architecture was
carefully designed for seamless performance (see Chapter 4 for details).

• Monitoring flight paths of multiple quadrotors during testing phase is a daunting task.
Necessary safety precautions were taken by setting up safety nets and providing flight
safety training to all involved personnel.

2. Modeling of lane-less traffic

In this work, the model proposed in [MJC+18] is extended for predicting motion of vehicles in
sparse traffic. Verification of the models for sparse and dense traffic has been done by comparing
model-predicted data with data observed on Indian roads. Video footage of traffic is recorded
using a camera mounted atop a building adjoining a sample road. Information regarding vehicle
trajectories has been extracted using image processing techniques. These trajectories are then
compared with the trajectories generated by the model. It is shown that the theoretical model
proposed in [MJC+18] is able to successfully capture some of the complex behavior of drivers
observed on Indian roads.

The challenges in this work were primarily in the collection of vehicle data, due to infras-
tructural constraints and safety regulations. Collection of more data would have resulted in an
increased confidence in the traffic models. Also, analysis of the data collected for verification
of the model for dense traffic, lead to observations which helped in the extension of the model
for sparse traffic.
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9.1 Future Work

This section contains potential directions of future work.

9.1.1 Cooperative control of multi-agent systems

From the cooperative control experiments it is seen that cooperation can be achieved to perform
low-level tasks like formation flight and rendezvous using flying robots. The next step would
be the execution of missions (which implicitly require low-level tasks) to achieve more com-
plex/abstract tasks. The agents, possibly heterogeneous, would be required to switch between
cooperative behaviors and still be able to successfully complete the mission. Such missions
would require human supervision and interaction.

The following areas are worth exploring in the context of cooperative robotic systems of
the future:

• Development of supervisory human-in-loop controllers: A supervisory control frame-
work needs to be developed wherein humans monitor the system remotely and take top-
level control decision. The remote monitoring station should be capable of fusing mission
data and generating low-level control tasks for the multi-robot system to perform.

• Development of mobile ad-hoc networks: This is an active research area in communi-
cation systems engineering and there is a push towards development of communication
protocols for mobile robots/vehicles. However, given environmental and hardware limi-
tations, it would be impossible to have a practical system without any latency or packet
drops. Hence it is essential to characterize effects of communication delays and outages
on performance of cooperative behavior.

9.1.2 Modeling of lane-less traffic

Laws of interaction for humans driving in conditions where lane discipline is not followed have
been understood and verified through the work described in this thesis. As a result, the following
directions are worth exploring:

• The proposed model can be used to build simulators [SM12], like SUMO [KEBB12],
SiMTraM [KS+16], that more realistically reflect the Indian traffic scenario.

• This model can potentially be used to numerically compute macroscopic quantities like
road capacities, flow rate etc. Then, a comparison with data available for Indian condi-
tions needs to be done.

• This model can be the basis of understanding of possible future semi-autonomous robot
drivers for Indian conditions. It can form the basis for a simulator to test the co-existence
of autonomous vehicles with human drivers who do not follow lane discipline.
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[ÖDF+18] Kayhan Özcimder, Biswadip Dey, Alessio Franci, Rebecca Lazier, Daniel True-
man, and Naomi Ehrich Leonard. Social decision-making driven by artistic
explore–exploit tension. Interdisciplinary Science Reviews, pages 1–27, 2018.

[OH08] Saskia Ossen and Serge Hoogendoorn. Validity of trajectory-based calibration ap-
proach of car-following models in presence of measurement errors. Transportation
Research Record: Journal of the Transportation Research Board, (2088):117–125,
2008.

[OMS01] Esben H Ostergaard, Maja J Mataric, and Gaurav S Sukhatme. Distributed multi-
robot task allocation for emergency handling. In Intelligent Robots and Systems,
2001. Proceedings. 2001 IEEE/RSJ International Conference on, volume 2, pages
821–826. IEEE, 2001.

[OPA15] Kwang-Kyo Oh, Myoung-Chul Park, and Hyo-Sung Ahn. A survey of multi-agent
formation control. Automatica, 53:424–440, 2015.

[OS06] Reza Olfati-Saber. Flocking for multi-agent dynamic systems: algorithms and
theory. IEEE Transactions on Automatic Control, 51(3):401–420, 2006.

[OSM04a] Reza Olfati-Saber and Richard M Murray. Consensus problems in networks of
agents with switching topology and time-delays. IEEE Transactions on automatic
control, 49(9):1520–1533, 2004.

[OSM04b] Reza Olfati-Saber and Richard M Murray. Consensus problems in networks of
agents with switching topology and time-delays. IEEE Transactions on Automatic
Control, 49(9):1520–1533, 2004.



108 Bibliography

[PHSA17] James A Preiss, Wolfgang Honig, Gaurav S Sukhatme, and Nora Ayanian.
Crazyswarm: A large nano-quadcopter swarm. In Robotics and Automation
(ICRA), 2017 IEEE International Conference on, pages 3299–3304. IEEE, 2017.

[PS15] Nicholas Polson and Vadim Sokolov. Bayesian analysis of traffic flow on interstate
I-55: The LWR model. Annals of Applied Statistics, 9(4):1864–1888, 2015.

[PSH02] Aniruddha Pant, Pete Seiler, and Karl Hedrick. Mesh stability of look-ahead in-
terconnected systems. IEEE Transactions on Automatic Control, 47(2):403–407,
2002.

[Pur05] Anuj Puri. A survey of unmanned aerial vehicles (UAV) for traffic surveillance.
Department of computer science and engineering, University of South Florida,
pages 1–29, 2005.

[QMSW16] Jiahu Qin, Qichao Ma, Yang Shi, and Long Wang. Recent advances in consensus
of multi-agent systems: A brief survey. IEEE Transactions on Industrial Electron-
ics, 64(6):4972–4983, 2016.

[Qua17] Quan Quan. Introduction to multicopter design and control. Springer, 2017.

[RA07] Wei Ren and Ella Atkins. Distributed multi-vehicle coordinated control via local
information exchange. International Journal of Robust and Nonlinear Control,
17(10-11):1002–1033, 2007.

[RB08] Wei Ren and Randal W Beard. Distributed consensus in multi-vehicle cooperative
control. Springer, 2008.

[RBA05] Wei Ren, Randal W Beard, and Ella M Atkins. A survey of consensus problems
in multi-agent coordination. In Proceedings of the 2005, American Control Con-
ference, 2005., pages 1859–1864. IEEE, 2005.

[RC10] Wei Ren and Yongcan Cao. Distributed coordination of multi-agent networks:
emergent problems, models, and issues. Springer Science & Business Media,
2010.

[Ren08] Wei Ren. Consensus tracking under directed interaction topologies: Algorithms
and experiments. In American Control Conference, 2008, pages 742–747. IEEE,
2008.

[Rey87] Craig W Reynolds. Flocks, herds and schools: A distributed behavioral model. In
ACM SIGGRAPH Computer Graphics, volume 21, pages 25–34. ACM, 1987.

[RN16] Stuart J Russell and Peter Norvig. Artificial intelligence: a modern approach.
Malaysia; Pearson Education Limited, 2016.



Bibliography 109

[Roc68] A Rockwell, T. H., Ernst, R. L., & Hanken. A sensitivity analysis of empirically
derived car-following models. Transportation Research, 2(4):363–373, 1968.

[ROS17] Robot Operating System (ROS), About. http://www.ros.org/about-ros/,
Last accessed 10th March, 2017.

[RWB+05] Marc D Richards, Darrell Whitley, J Ross Beveridge, Todd Mytkowicz, Duong
Nguyen, and David Rome. Evolving cooperative strategies for UAV teams. In
Proceedings of the 7th Annual Conference on Genetic and Evolutionary Compu-
tation, pages 1721–1728. ACM, 2005.

[SCHS07] Elaine Shaw, Hoam Chung, J Karl Hedrick, and Shankar Sastry. Unmanned heli-
copter formation flight experiment for the study of mesh stability. In Cooperative
Systems, volume 588, pages 37–56. Springer, 2007.

[SFZR15] Osamah Saif, Isabelle Fantoni, and Arturo Zavala-Rı́o. Real-time flocking of
multiple-quadrotor system of systems. In System of Systems Engineering Con-
ference (SoSE), 2015 10th, pages 286–291. IEEE, 2015.

[SG17] Fabrizio Schiano and Paolo Robuffo Giordano. Bearing rigidity maintenance for
formations of quadrotor uavs. In 2017 IEEE International Conference on Robotics
and Automation (ICRA), pages 1467–1474. IEEE, 2017.

[SH96] D Swaroop and JK Hedrick. String stability of interconnected systems. Automatic
Control, IEEE Transactions on, 41(3):349–357, 1996.

[SHP04] Daniel P Scharf, Fred Y Hadaegh, and Scott R Ploen. A survey of spacecraft for-
mation flying guidance and control (Part II): Control. Pasadena, CA: Jet Propul-
sion Laboratory, NASA, 2004.

[SHUS14] Yasuhiro Shiomi, Teruaki Hanamori, Nobuhiro Uno, and Hiroshi Shimamoto.
Modeling mixed traffic flow with motorcycles based on discrete choice approach.
In 93rd Annual Meeting Transportation Research Board, 2014.

[SL14] Vaibhav Srivastava and Naomi Ehrich Leonard. Collective decision-making in
ideal networks: The speed-accuracy tradeoff. IEEE Transactions on Control of
Network Systems, 1(1):121–132, 2014.

[SL18] William Lewis Scott and Naomi Ehrich Leonard. Optimal evasive strategies for
multiple interacting agents with motion constraints. Automatica, 94:26–34, 2018.

[SM03] Reza Olfati Saber and Richard M Murray. Flocking with obstacle avoidance: coop-
eration with limited communication in mobile networks. In Decision and Control,
2003. Proceedings. 42nd IEEE Conference on, volume 2, pages 2022–2028. IEEE,
2003.

http://www.ros.org/about-ros/


110 Bibliography

[SM12] M Sreekumar and Akhilesh Kumar Maurya. Need for a comprehensive traffic
simulation model in indian context. In IJCA proceedings on international confer-
ence on emerging frontiers in technology for rural area (EFITRA-2012), volume 5,
pages 13–18, 2012.
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