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Abstract

Physical metallurgy concerns the fundamentals and applications of phase transformations

– the process by which atoms arrange themselves from one structure to another in metallic

systems. Al-Ag alloys have served as a textbook system for understanding solid-state phase

transformations. Apart from being a model system, Ag is an important micro-alloying

element in various high-strength aluminium alloys. Using scanning transmission electron

microscopy (STEM) and atomistic calculations, we revisited the phase transformations

associated with solid-state precipitation in the Al-Ag system. This thesis aims to understand

the role of defects and interfaces during phase transformations and suggest how these can be

used to tailor precipitation behaviour.

Using conventional heat treatments, the face-centred cubic (FCC) GP zone ε phase and

the hexagonal close-packed (HCP) γ ′ phase were studied in details. GP zone ε displays an

inhomogeneous modulated Ag distribution, in contrast to the “core-shell” model proposed

many years ago. Meanwhile, γ ′ phase nucleates heterogeneously on the quenched-in de-

fects as previously reported. We studied the atomic mechanisms of γ ′ nucleation on frank

dislocation loops via electron tomography and atomistic simulations. Interestingly, those

precipitate assemblies did not coarsen with increasing ageing time until being replaced

by individual γ ′ precipitates. Quenched-in voids were found to be embedded within GP

zones ε , the collapse of which led to the rare appearance of a new ordered phase. Realising

the importance of defects during phase transformations, we explored ways to manipulate

them. By adjusting the quenching media, we reduced the quenched-in defects and hence

suppressed γ ′ nucleation. Building upon conventional heat treatments, we developed a new

processing strategy to manipulate phase transformation pathways through the interaction

between defects and pre-existing phases. Defects were introduced to pre-aged alloys and

secondary ageing was performed. Using this strategy for both nanoscale and bulk samples,

we discovered a new precipitate phase ζ in the Al-Ag system. This study casts light on

microstructure design via the phase transformations induced by lattice defects. Moreover,

the associated mechanism is potentially relevant to the alloy stabilities against environmental

degradation.
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The newly discovered ζ phase has a characteristic bi-layered structure enriched in Al and

Ag on alternating the close-packed planes. A wide range of advanced microscopy techniques

was used, which showed that the ζ phase has a space group of R3̄m, a composition close

to AgAl and alternating inter-planar spacing echoing the bi-layered chemistry. In addition,

in-situ STEM experiments revealed the ζ phase is an intermediate phase between the FCC ε

GP zone and the HCP γ ′ phase. High-resolution time-resolved STEM also manifested the role

of defects during phase transformations. According to our first-principles calculations, the

structure of the ζ phase can be understood in terms of Ag’s preferred clustering configurations

in Al. The intrinsic properties of Ag clustering are strongly related to the Ag segregation at

precipitate interfaces in various aluminium alloys, including some of the highest strength

alloys currently in service.

The FCC/HCP interface of γ ′/γ (Ag2Al) precipitate is another classic topic investigated

in this thesis. It is well accepted that the growth of γ ′ precipitate involves the movement

of Shockley partial dislocations (⃗b = 1/6⟨112⟩) at the interfaces. The coherent interface

({0001}γ ′ ∥ {111}Al) was shown to have strong Ag segregation at the early stages of γ ′ precip-

itation. Our first-principles calculations explained the Ag segregation with interfacial energy

reduction for a thin γ ′ precipitate. Two types of semicoherent interfaces ({11̄00}γ ′ ∥ {112}Al)

were identified, both of which are reconstructed by nano-facets parallel to low-index planes

({101̄1}γ ′ ∥ {111}Al and {101̄1}γ ′ ∥ {002}Al) and involve distinct Ag depletions periodically

spaced along the interfaces. The observed interfacial reconstruction was explained with

DFT-deduced interfacial energies. The experimentally-informed 3D models of the semi-

coherent interfaces were built by locating the atomic positions on HAADF-STEM images

and applying periodicities in the viewing direction. Burgers vector analysis was performed

for those 3D models and Shockley partial dislocations (⃗b = 1/6⟨112⟩) were revealed at the

Type-I interface as expected. However, our atomistic simulations suggested that the three

Shockley partial dislocations can react into a 90° Shockley partial dislocation, a Lomer-

Cottrell dislocation (⃗b = 1/6⟨110⟩) and a Hirth dislocation (⃗b = 1/3⟨001⟩), which may be

present at the Type-II interface. Sessile dislocations were found at the precipitate-precipitate

junctions. Depending on the contacting angle, two Shockley partial dislocations react to

form a Lomer-Cottrell dislocation (⃗b = 1/6⟨110⟩) or a Hirth dislocation (⃗b = 1/3⟨001⟩).
Interestingly, each type of dislocation is associated with a unique chemical distribution at

the dislocation core. Our bulk and in-situ heat treatments demonstrated different growth

behaviours of γ ′ precipitate phase with different interfacial structures. This study points a

direction of controlling precipitation through the nature of interfacial dislocations.
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Chapter 1

Introduction

1.1 A Brief History of Precipitation Hardening

The history of metallurgy is a history of civilisation. Our footprint on the sky, from airliners

that link the world on a daily basis to the spacecraft aiming at Mars, is dependent on

light alloys with their mechanical properties largely provided by precipitation hardening.

Aluminium has pinned its special position in the aerospace history from its very inception:

an Al-8 wt.% Cu alloy was used in the engine that enabled the Wright Brothers’ first powered

flight in 1903 [1]. Previously, their planes were gliding the sky like a bird without flapping

its wings. In order to obtain a lightweight engine, the Wright Brothers reached out to several

engine manufacturers, but none met their needs [2]. They turned to their shop mechanic,

Charlie Taylor, who built an engine in just six weeks in close consultation with the brothers

[2]. To keep the weight low enough, Taylor performed a rare practice for the time – casting

the engine block from aluminium, Fig. 1.1(a). In fact, until the mid-1880s, aluminium was

more valuable than gold and was only used for special occasions 1. Only since 1886 with

the invention of the alternator system for industrial electricity generation, has the massive

production of aluminium become possible through the electrolysis method of aluminium

salt reduction. The aluminium engine worked well: "The power is ample" as Wilbur Wright

recalled the moment when he was running at wingtip to balance the plane while Orville

Wright was piloting, Fig. 1.1(b) [2].

The application of precipitation hardening was ahead of its discovery. In 1906, Alfred

Wilm was working on strengthening aluminium alloy to replace brass in the cartridge of guns.

1For example, an aluminium bar was presented as a highlight of the Exposition Universelle of 1855;
aluminium utensils were reserved for the most honoured guests to Napoleon III of France while less favoured
guests were treated with gold; 2.8 kg aluminium was placed as the capstone of Washington Monument in 1884
[3].
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Fig. 1.1 (a) The Wright engine cast by an Al-8 wt.% Cu alloy. Courtesy: The Library of
Congress, USA. (b) First flight of the Wright Flyer I, December 17, 1903, Orville piloting,
Wilbur running at wingtip. Courtesy: J. T. Daniels.

His initial plan is to reproduce the water-quenched hardening of steels in aluminium [4]. To

his frustration, the practice softened aluminium alloys instead of hardening them. Getting

disappointed with the results, some of the hardness measurements were left to the following

week [4]. To his astonishment, the hardness had increased considerably. Despite Wilm’s

initial confusion, his discovery quickly led to the first commercial precipitation-hardened

alloys (Al-Cu-Mg-Mn) called "duralumin" 2 [1, 3]. After Wilm optimised the heat treatment,

duralumin found its immediate application in the construction of the airship "Zeppelin"

[1] and later the aircraft "Junkers’" in Germany [3]. In 1938, with X-ray diffraction as the

most advanced characterisation tool, Guinier [5] and Preston [6] independently reported the

existence of nanometre-sized coherent plate precipitates in a naturally aged Al-4 wt.% Cu

alloy; these have since been known as Guinier-Preston or GP zones. A modern examination

of the Wright Brothers’ crankcase using transmission electron microscopy (TEM) confirmed

that nanometre-sized GP zones were indeed in place, which empowered their first flight in a

state-of-the-art engine [1].

1.2 Open Questions about Precipitation

A central topic in metallurgy is understanding the relationships between composition, pro-

cessing, microstructure and performance. For a given composition, the thermodynamics of

the equilibrium phases are well-established. However, precipitation is a dynamic process

with complicated phase transformation pathways before equilibrium is reached [7]. Often,

the phases that nucleate first are metastable and their distribution can be heterogeneous and

2In French, "dur" means hard and strong.
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influenced by the presence of defects [8]. Thus, the same alloy processed by different treat-

ments can display various microstructures and hence properties. In addition, the orientation

relationship between the precipitate phase and the matrix is often critical in determining the

mechanical properties [9]. However, the method to manipulate such orientation relationship

is unclear. Despite an enormous number of studies, the complicated nature of precipitation is

not fully resolved.

An essential part of this long-standing problem is revealing the role of interfaces and

defects during precipitation. An interface is the critical boundary that distinguishes two

structurally and/or compositionally different phases. Once a secondary phase forms within

the matrix, the precipitate-matrix interfaces are generated and accompany the phase transfor-

mations. In the classical theory of precipitation, interfacial energy determines the nucleation

energy barrier and growth kinetics [10]. However, the atomic structures of the interfaces

have rarely been characterised at the atomic scale until recently [11–13]. Furthermore, the

associated atomic mechanisms that underpin phase transformations remain poorly understood.

This lack of understanding prevents the prediction of precipitation from first principles even

for the simplest cases [14].

Manipulating the interfacial structures requires another degree of understanding, particu-

larly, how do interfaces change with different alloying elements? Micro-additions of certain

elements can dramatically improve the ageing response [4]. Those microalloying additions

are often found to segregate at the precipitate-matrix interfaces and facilitate precipitation.

Understanding how those elements segregate and modify the interfaces has both scientific

and practical significance. A critical step towards such understanding is determining the

solute clustering behaviour in aluminium and the interactions between solute and precipitate

phases.

In practice, precipitation is often manipulated through processing. Precipitate phases are

often found to heterogeneously nucleate on dislocations, which accommodates the strain

of the structural transformation from one crystal structure to another [8]. Thus, defects are

generated intentionally with specific thermal and mechanical treatments prior to ageing,

which takes the system away from equilibrium and triggers precipitation. Different kind

of defects exist, but their explicit roles in precipitation are not clear. For instance, will

dislocations with different Burgers vectors yield different precipitation behaviours? Is it

possible to tailor the microstructure by taking the advantage of various types of defects? In

additions, defects are not just introduced to alloy before ageing, but also after ageing. For

example, thermal and mechanical loading could generate dislocations in alloy components

during their servicing. The accumulated dislocations in this post-ageing condition are critical
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for evaluating the stability of alloys [4]. However, the effects of those defects on the alloy

microstructure are largely unknown.

1.3 Why Al-Ag Alloys?

To answer these fundamental questions concerning precipitation, it is necessary to choose a

simple alloy system. We chose Al-Ag alloys as a textbook alloy system for several reasons.

First, one of the precipitations involves a classic transformation from face-centred cubic

(FCC) to hexagonal close-packed (HCP) that is well-established [10, 15]. Second, Al and Ag

have almost the same atomic size that yields a minimum strain to affect the solute clustering

and phase transformations. Third, their microstructures involve precipitate plates on close-

packed planes that are common to many high-strength aluminium alloys. In addition, Al and

Ag have very different atomic numbers that are particularly favourable for TEM imaging

[16].

Fig. 1.2 (a) External liquid fuel tank for launching the space shuttle. (b) Self-portrait of
Curiosity (a car-sized rover) at the foothill of Mount Sharp, Mars. (c) Orion spacecraft
orbiting around the earth, aiming to facilitate human exploration of asteroids and of Mars.
Courtesy: NASA.
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Beside the scientific significance of Al-Ag system, Ag is also an important microalloying

addition in high-strength aluminium alloys. A well-known example is the construction of the

disposable external fuel tank of the space shuttle (1981-2011). As shown in Fig. 1.2, the tank

was 47 m in length and 8.5 m in diameter, originally weighted up to 34 tons. The use of an

Ag-microalloyed aluminium alloy reduced the weight of the space shuttle by 2.8 tons. This

metallurgical innovation saved a significant cost during the construction of the International

Space Station [17]. Ag-microalloyed aluminium alloys are still used in the current generation

of spacecraft, e.g. Curiosity (2012) and Orion (2014), see Fig. 1.2(b-c). These applications

originated from the finding that a minor addition of Ag can stimulate a major response in

age hardening with improved microstructure stabilities against environmental degradation

[18, 19]. The presence of Ag promotes precipitation of a wide range of precipitate phases or

even changes the type of phase that forms. Recent studies have shown that in this role, Ag

segregates at the precipitate-matrix interfaces [13, 20]. However, the atomic mechanisms

of Ag microalloying effects are not fully understood. In particular, how does interfacial Ag

segregation manipulate phase transformations? Such understanding is critical for the alloy

design of the next generation of spacecraft.

1.4 Aims of this Research

This project aims to investigate the role of interfaces and defects during precipitation in

aluminium alloys and more specifically, the textbook Al-Ag alloy system. Scanning trans-

mission electron microscopy and atomistic calculations are combined to observe the atomic

structures of different phases and determine the underlying mechanisms. Insights of phase

transformations gained in this research will hopefully lead to a new strategy of tailoring

precipitation behaviour. To achieve the aim, this project has following objectives:

(a) Characterising the atomic structures of different phases with high resolution scanning

transmission electron microscopy. Special attention should be cast to the precipitate interfaces,

focusing on their atomic structures and chemistries. The observed interfaces should be

analysed in context with precipitate nucleation and growth behaviours.

(b) Simulating the microstructure evolution and understanding the underlying thermo-

dynamics and atomic mechanisms of the associated phase transformations. The atomic

structures characterised by electron microscopy should be implemented in the structure

models for atomistic calculations.

(c) Manipulating precipitation with defects to understand their role during phase transfor-

mations. The explicit type of defects need to be identified unambiguously in both electron
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microscopy and atomistic simulations. This requires us to formulate advanced structure

analysis strategies and develop a deep understanding of defects during precipitation.

1.5 Overview of the Thesis

This thesis starts with a literature review in Chapter 2, covering the current knowledge of

interfaces and defects during precipitation, the expected phases in the Al-Ag system and the

microalloying effects of Ag in various aluminium alloys. The thermodynamics and kinetics

of precipitation are reviewed independently in Appendix A. Chapter 2 also briefly evaluates

the characterisation and modelling methods suitable for this study. The knowledge gap

specified in this review defines the research scope for the following three results chapters.

Chapter 3 is a comprehensive presentation of the techniques used in this study in terms

of alloy processing, electron microscopy and atomistic calculations. Alloy processing

includes the alloy fabrication, heat treatments and sample preparation. In particular, our new

processing strategy is specified to manipulate defects and phase transformations. Various

electron microscopy techniques were detailed in this chapter, ranging from the aberration

correction of electron optics to the mapping of atomic positions. Atomistic calculations

include the density functional theory, embedded atom method and methods for structure

classification and dislocation analysis.

Chapter 4 examines the microstructures obtained via conventional heat treatments. The

importance of lattice defects was identified via both experiments and simulations. By con-

trolling defects, new processing schemes enabled the manipulation of phase transformation

pathways and resulted in new microstructures. A highlight of this chapter is the discovery of

a new ordered precipitate phase ζ in the Al-Ag system.

Chapter 5 characterises the atomic structure of the ζ phase in details. The dynamics of its

associated phase transformations are revealed with high temporal and spacial resolution. In

addition, first-principles calculations elucidate the preference of Ag clustering in aluminium.

Chapter 6 is dedicated to the study of the structures and chemistries of the FCC/HCP

interfaces of γ ′/γ phases. We systematically studied the coherent, semicoherent precipitate-

matrix interfaces and precipitate-precipitate junctions. Several new interfacial structures

were discovered and explained from energetics perspective. In addition, we proposed an

interfacial dislocation reaction model that explains the existence of two types of semicoherent

interfaces. We demonstrated the coupling between interfacial dislocations with unique local

chemical environments, which is critical in determining the precipitate growth behaviours.

Chapter 7 summarises the main findings of this work and suggests directions for future

work.



Chapter 2

Literature Review

Physical metallurgy concerns the fundamentals and applications of phase transformations:

the process in which atoms arrange themselves from one structure to another. While pure

metals are genuinely soft, metal alloys can be greatly strengthened by precipitation, the

formation of intermetallic phases, thus enabling the use of alloys in various engineering

applications. The significantly improved strength comes from the fine microstructure, usually

dealing with nanometre-sized, 2D or 1D-shaped precipitates in aluminium alloys. The

underlying atomic mechanisms of precipitation are complicated and remain largely unknown.

Hence, the methods to manipulate precipitation are highly empirical. This chapter reviews

the precipitation studies that attempted to answer the question of how precipitation can be

controlled. We will start with some general concepts of precipitation control through the

role of interfaces and defects during phase transformations. Then, the review focuses on the

Al-Ag system, which is the subject of this thesis.

The physical metallurgy part in Section. 2.1 outlines the background information about

age hardening and ways of controlling the process. Section 2.1.1 explains the dynamic nature

of precipitation, suggesting two approaches to tailor precipitation behaviours. Section 2.1.2

demonstrates the complexity of precipitate interfaces and engineering the interfacial structures

with microalloying elements. Section 2.1.3 illustrates precipitation control with defects,

which are introduced during processing and servicing.

The Al-Ag part in Section. 2.2 surveys the current knowledge of alloying silver in

aluminium. Section 2.2.1 reviews the studies of Al-Ag binary alloys, including the atomic

structures of GP zones, γ/γ ′ precipitates and their transformations pathways. Section 2.2.2

examines the microalloying effects of Ag in various aluminium alloys.

The strategy part in Section. 2.3 reviews the characterisation and modelling methods rele-

vant to precipitation studies. Transmission electron microscopy and density functional theory
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are two important methods to resolve the atomic structures and appreciate the underlying

electronic structures.

2.1 Precipitation in Aluminium Alloys

2.1.1 The Dynamic Nature of Precipitation

The strength of a metal is measured by its resistance against deformation. The macroscopic

plastic deformation is achieved by the generation and movement of crystal defects, like

dislocations and twins. At the microscopical level, precipitation hardening is all about

hindering the dislocation motion using precipitates. Dislocations choose the mode in which

takes the least resistance, which depends on the characteristics of the precipitates [21]. For

soft precipitates (like GP zones), dislocations cut through particles directly, which leads to

sheared precipitates. For hard precipitates, dislocations prefer bypassing the particles and

leaving dislocation loops around them. The contribution of precipitation hardening can be

calculated by the Orowan equation, which correlates the microstructure with the improved

shear strength [9].

Fig. 2.1 (a) Al-rich side of the Al-Cu binary phase diagram, (b-e) Structure and morphology
of GP zone, θ ′′, θ ′ and θ respectively, where ◦ represents Al and · represents Cu. Reprinted
from Ref. [15], p. 293 with permission from Taylor & Francis.

However, microstructure evolves during ageing: not only do the density and distribution

of precipitates change with time and temperature but also the type of precipitate phase in
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Fig. 2.2 Hardness versus time for Al-Cu alloys with various compositions at (a) 130°C and
(b) 190°C. Reprinted from Ref. [7]. Courtesy: J. M. Silcock, T. Heal and H. K. Hardy.

presence varies. For example, the transformation sequence of the Al-Cu system is known as

[15]:

α ′ → GP zone → θ
′′ → θ ′ → θ .

Fig. 2.1 shows the atomic structures of these phases and the metastable phase diagram.

The sequential precipitation is a common phenomenon in metallurgy, with energetics and

kinetics reasons. Though an equilibrium phase has a larger energy driving force to form,

a higher energy barrier prevents its direct precipitation, usually due to the bad matching

with the matrix [15]. The evolving microstructure results in the changing hardness of the

alloy. For instance, the formation of coherent GP zones corresponds to the rapid increase in

hardness at the early stage, Fig. 2.2. A plateau emerges due to the dynamic balance among

the GP zones nucleation, growth and coarsening, before a second rise due to the formation

of coherent θ
′′

[7]. The peak ageing is achieved with the semicoherent precipitate phase θ ′.

After that, the hardness decrease with the ageing time due to the microstructure coarsening

with the formation of incoherent equilibrium phase θ . Note that a lower ageing temperature

(130°C vs 190°C) gives a higher peak hardness but with a longer ageing time, due to a larger

driving force but a slower kinetics [7]. The kinetic nature of precipitation makes precipitation

hardening the art of controlling the dynamics.

It is agreed that the desired microstructure should consist of a small volume fraction

of fine, dense and hard particles. In high strength aluminium alloys, a common feature is

the presence of shear-resistant, plate-shape precipitates with large aspect ratios on {111}Al

or {100}Al planes, sometimes also with the presence of rods in ⟨100⟩Al [4]. The Orowan

equation gives an insight into the phenomenon by relating the critical resolved stress to the

precipitate characteristics. Given the same volume fraction of precipitates, the hardening

effect is highly orientation dependent [9], Fig. 2.3(e). Specifically, the strength gained
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Fig. 2.3 Schematic diagram showing the topological arrangement of precipitates and the
strengthening contribution. (a) circular plates on {100}Al planes and (b) its projection in a
{111}Al plane as the slip plane; (c) circular plates on {111}Al planes; (d) ⟨100⟩Al rods. (e)
Variation in the ratio of critical resolved shear stress ∆τ (plate, rod)/∆τ (sphere) with aspect
ratio for Orowan strengthening attributable to {111}Al and {100}Al precipitate plates and
⟨100⟩Al precipitate rods. The volume fraction of precipitates is 0.05. Reprinted from Ref. [4],
p. 64 and Ref. [9], p.2058 with permission from Elsevier.

from precipitates on {111}Al planes is much larger than the others, particularly at large

aspect ratios. The effect can be even more significant when precipitates are deformed above

their threshold. Upon the shearing of a precipitate, the interfacial energy contributes to the

strengthening with the increased interfacial areas. Assumed the interfacial energy is isotropic,

the difference can be more than a 1000 times when comparing the {111}Al plates with spheres

[9]. A physical reasoning why the {111}Al plates are so effective is their small inter-particle

distance: they are on the slip planes for FCC crystals, ready to block dislocation motions;

while precipitates on other crystallography planes have to project their existence on to the

slip planes. This points out an alternative strategy to strengthen the alloy by manipulating the

orientation relationship between the precipitates phase and the matrix. It sounds improbable

because a precipitate phase has its preferred crystal structure and orientation relationship

determined by nature. However, in theory, it is possible to control precipitation behaviours

by adjusting the interfacial structures. Section. 2.1.2 shows the importance and complexity

of interfacial structures. In practice, engineering new interfacial structures have been already

achieved with microalloying additions. But there is hope for fundamental understandings

and further improvements.
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2.1.2 Precipitation Control via the Engineering of Interfacial Struc-

ture

An interface is the boundary that distinguishes two compositionally or structurally different

phases. Therefore, as soon as a precipitate nucleates from the matrix, precipitate-matrix

interfaces are created. The analysis in Appendix A will rationalise the critical role of

interfaces from the theoretical perspective. In short, the interfacial energy controls the

orientation relationship and the precipitation kinetics, including the nucleation, growth and

coarsening of a precipitate phase. However, the interfacial energy is difficult to evaluate both

experimentally and computationally. Thus, our knowledge on this subject is highly empirical,

even for the simplest cases.

Fig. 2.4 HAADF-STEM images showing (a) segregation of Cu atoms in the coherent inter-
face of θ ′ precipitates in the combination of crystal models and STEM simulations (viewing
⟨100⟩Al); (b,c) complex semicoherent interface of θ ′ ((viewing ⟨100⟩Al) and ⟨110⟩Al) respec-
tively). Reprinted from Ref. [11, 12] with permission from Elsevier and American Physical
Society.

Moreover, when using analytical equations to understand the precipitation behaviours,

the interface is often assumed to be sharp (a brutal combination of precipitate phase and the

matrix) or diffuse (a gradual change from the precipitate phase to the matrix). However, the

reality is sometimes more complicated than expected. The θ ′ precipitate in the binary Al-Cu

alloys was examined using atomic-resolution Z-contrast scanning transmission electron

microscopy [11, 12]. Extra Cu atoms are clearly present at the interstitial sites of θ ′ phase on

the coherent precipitate interface, which makes the interface rather similar to a GP zone [11].

Such interfacial single layer of Cu is apparent for thin θ ′ precipitates at the early stage of
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ageing but becomes less obvious at later stages, which suggests that the interfacial Cu atoms

play an important role during the precipitate nucleation and thickening. The semicoherent

interface is even more complicated: it consists of the structure of θ ′′ and another well-defined

intermediate structure denoted as θ ′
t in Fig. 2.4(b-c) [12]. Such interfacial structures were

not considered in previous attempts to estimate the interfacial energies of the θ ′ phase. They

may serve as a key factor to resolve the disagreement between experiments and simulations

on the growth kinetics. For instance, the predicted aspect ratio was about ∼4-5 times smaller

and the predicted growth rate was more than 10 times slower than the experimental results

[22, 23]. The apparent departure prevents a prediction from first-principles – a reason why

empirical parameters are used even for a textbook precipitate like θ ′ phase. It becomes a

question whether such interfacial structures exist commonly in aluminium alloys. In addition,

what are their roles during phase transformations, in terms of both the interfacial energies

(phenomenological understanding) and atomistic transformation mechanisms (microscopic

understanding)? A detailed answer to this fundamental question has direct implications

in manipulating precipitates with tailored interfacial structures. One fruitful way has been

microalloying additions, such as Ag, which we will describe in detail.

Normally, one expects a linear relationship between the degree of precipitation hardening

and the amount of alloying. However, certain elements tell a different story: minor amounts

(< 1 at.%) or even traces (< 0.1 at.%) can stimulate a dramatic ageing response. Such effect

is not commensurate with their quantities, suggesting the operating mechanisms are different

from the major (> 1 at.%) alloying elements. Despite various mechanisms, the principle

of microalloying is straightforward: increasing the driving force (enthalpy difference) and

decreasing the barrier (interfacial energy and strain energy) for precipitation as discussed in

Appendix A. Several possible mechanisms have been proposed as follows; a practical case

may involve their combination [4].

1. Interaction of microalloying solute with vacancies that changes the heterogeneous

nucleation sites biased on defects.

2. Solute segregation at the interfaces with the concomitant reduction in interfacial energy

between the precipitate phase and the matrix.

3. Accommodation of volumetric and/or shear strain associated with precipitation.

4. Reduction in the enthalpy of the precipitate phase.

Microalloying additions have engineering significance, mainly in improving mechanical

properties through shortened ageing time at a limited cost (due to their minor amounts). A

classic example is the minor additions of tin to the binary Al-Cu alloys, where the natural
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Fig. 2.5 First-principles calculated nearest-neighbour solute–vacancy binding energies as a
function of the solute impurity volume. The impurity volume is calculated from the change
in volume upon adding a single solute impurity to pure Al. Note the correlation between
solute–vacancy binding and size of the impurity atoms, with larger solutes having a larger
binding energy with vacancies. The correlation is particularly clear if one excludes the
3d transition metals, Sc–Zn, connected by dashed lines. Reprinted from Ref. [24] with
permission from Elsevier.

Fig. 2.6 (a) Age hardening response of Al-4Cu and Al-4Cu-0.05Sn(wt.%) alloys at 130°and
190°C. Taken from Ref. [25] with courtesy: H. K. Hardy. TEM images showing the distri-
bution of θ ′ precipitate in peak-aged samples of (b) Al-4Cu, and (c) Al-4Cu-0.05Sn (wt.%)
alloys. Reprinted from Ref. [9], p. 2027 with permission from Elsevier.
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ageing is suppressed but the artificial ageing is greatly promoted, Fig. 2.6 [9]. The stimulated

ageing response is from the refined microstructure with direct θ ′ precipitation on Sn particles,

which bypasses GP zone and θ
′′

phase. TEM studies demonstrated that Sn-added Al-Cu

alloys have a much finer and more uniform dispersion of θ ′ precipitates, with Sn particles

or even single Sn atoms segregating at their semicoherent interfaces (mechanism 2) [26–

28]. The θ ′ precipitate phase has a large invariant plane strain in its plate length direction

(([100]θ ′)) and does not match the matrix perfectly in its plate thickness direction ([001]θ ′).

Thus, Sn with a different atomic size was also suspected to accommodate the strain associated

with precipitation (mechanism 3) [28]. As Sn has almost no solubility but a high diffusivity in

Al, the thermal instability of Sn in solid solution leads to a quick precipitation of Sn particles

with only a few nanometres in size. In addition, Sn has a positive binding energy with

vacancies due to its larger atomic size compared to Al atoms (confirmed by first-principles

calculations [24], see Fig. 2.5). Thus, quenched-in vacancies are trapped by those nano-

sized Sn particles (mechanism 1), giving less chance for diffusional events in the matrix

(e.g. suppressing GP zone formation during natural ageing). In, Sb and Cd have a similar

microalloying effect as that of Sn [29]. A recent study showed that the InSb particles can

segregate at the coherent or the semicoherent interfaces of the θ ′ phase by adjusting the

quenched-in vacancies [30].

Fig. 2.7 An early-stage θ ′ precipitate with 4 unit cells thick found in an Al-Cu-Au alloy
aged at 160 °C for 3 h: (a) atomic-resolution ADF imaging, and the background-subtracted
X-ray maps (b) Cu-Kα and (c) the Au-Lα for the white dashed region in (a). (d) Vickers
hardness curve of the binary Al-1.7Cu and ternary Al-1.7Cu-0.02Au (at.%) alloys aged at
160 °C. Reprinted from Ref. [31] with permission from Elsevier.

Microalloying elements are often seen to segregate at the precipitate-matrix interface,

but sometimes they can dissolve inside precipitate phases, such as the addition of Au in the

Al-Cu alloys. As shown in Fig. 2.7(d), minor additions of Au promote the ageing response

of an Al-Cu-Au alloy dramatically at the early stage of ageing [31]. Scanning transmission
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electron microscopy and energy-dispersive X-ray spectroscopy, Fig. 2.7(a-c), confirmed

that Au atoms dissolve inside of θ ′ phase. It was suggested that Au lowers the formation

energy of θ ′ phase and thus increases the driving force for nucleation [31]. Using alloying

elements to adjust the enthalpy of a particular phase is not a new strategy. For instance, it

is a common practice to add Mn or Ni to stabilise the high-temperature phase austenite to

room temperature [32]. But austenitic steels need a significant amount of alloying (more than

8% of Ni or 18% of Mn). The example of Au in Al-Cu alloys shows the enthalpy change

can be adapted with minor additions to overcome the critical stage of precipitate nucleation.

It originates from the fact that the η (Al2Au) phase in the Al-Au system shares almost the

same crystal structure as the θ ′ (Al2Cu) phase in the Al-Cu system [33]. But the formation

energies of Au in both the solid solution and the precipitate phase are much lower, compared

to that of Cu. Thus, Au and Cu atoms cooperate during the nucleation of Au-containing θ ′

phase.

Fig. 2.8 HAADF-STEM images of (a) the S phase, reprinted from Ref. [34] with permission
from Elsevier, and (b) the Ω phase, reprinted from Ref. [20] with permission from Elsevier.
(c) Age hardening response of Al–2.5Cu–1.5 Mg and Al–2.5Cu–1.5Mg–0.5Ag (wt%) alloys,
reprinted from Ref. [19] with permission from Nature. (d) Atom probe tomography showing
segregation of Mg and Ag atoms at the Ω-Al interface. Mg and Ag atoms are represented by
green and yellow colour respectively, reprinted from Ref. [35] with permission from Elsevier.
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Different from other microalloying elements working in specific systems, the microal-

loying effects of Ag appear in almost all heat-treatable aluminium alloys. A comprehensive

review will be given in Section. 2.2.2. In particular, Ag microalloying additions have a

unique phenomenon compared to other elements: the ageing response is not only improved

by promoting existing phases but also sometimes by initiating new phases. A well-known

case is the addition of Ag in Al-Cu-Mg alloys, which suppresses the S
′
and S phases (laths

on {210}Al planes in ⟨100⟩Al directions, see Fig. 2.8(a)) and promotes the Ω phase (plates

on {111}Al planes, see Fig. 2.8(b)). Precipitation hardening (see Fig.2.8(c)) benefits from

the change of precipitate habit plane from {210}Al to {111}Al with large aspect ratios, as

illustrated in Section. 2.1.1. It brings other advantages including excellent thermal stability,

resistance to fatigue and stress corrosion cracking [36]. A pertinent question is how does

Ag control the type of precipitate that forms? Atom probe studies [35, 37] and scanning

transmission electron microscopy studies [13, 20] have shown that Ag segregates at the

coherent Al-Ω interfaces, see Fig. 2.8 (b and d). This segregation is already present at the

early stage of precipitation, which can be as short as 15 s of ageing [35]. The clustering

of Ag on {111}Al planes was suspected to lower the interfacial energy for Ω nucleation

(mechanism 2) [13, 35]. But what drives Ag to aggregate in the first place remains unknown.

Furthermore, how such solute aggregation leads to a different type of precipitate phase is

still under debate.

The current knowledge on interfacial structures and microalloying elements relies heavily

on experimental observations. The “test and learn” strategy has been applied to explore the

elemental effects and their possible combinations. But the lack of fundamental understanding

prevents a rational design of precipitation. Such understanding is not limited to scientific

interests but also relevant to some practical questions: i.e. how effective a certain microalloy-

ing element would display under different processing conditions. For instance, Sn particles

nucleate predominantly on dislocations in pre-strained Al-Cu-Sn samples, which destroys

its refinement effect [29]. In contrast, dislocations do not interrupt the microalloying phe-

nomenon of Ag. In fact, many Ag-microalloyed aluminium alloys are pre-strained to reach

their best mechanical properties during ageing. In a sense, lattice defects can be considered

as another element that can be tailored by processing, or even after processing, during the

product servicing life. The topic is beyond microalloying itself: one has to consider the

intimate interplay between precipitation and lattice defects from a much broader perspective,

as discussed in the next section.
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2.1.3 Precipitation Control via Introduced Defects

Lattice defects are defined as imperfections in an otherwise perfect crystal. These defects

often have profound effects on all sorts of materials properties and each defect behaves

differently. One of the simplest and most common defects is the vacancy: missing of an atom

at one of the lattice sites. Microscopically, a vacancy imposes an elastic strain field in which

the surrounding atoms are relaxed from their original position. In addition, the surrounding

electronic structure is distorted in accordance with the lattice distortion. For instance, first-

principles calculations showed that the charge accumulation is anisotropic between the

nearest neighbouring atoms of a mono-vacancy in Al [38]. The redistribution of electronic

structure and the strain field require extra energy for the vacancy formation. Statistically,

the existence of vacancy contributes entropy (degree of disorder) to the thermodynamics

of the system. Configurational entropy increases with vacancies because of the increasing

number of distinguishable configurations that atoms can adopt. Vibrational entropy increases

as well: since a vacancy releases the bonding constraints of its surrounding atoms, more

microstates are added during their thermal vibrations. The balance between increased entropy

and increased vacancy formation energy leads to the equilibrium vacancy concentration at

evaluated temperature, described by the Arrhenius equation as:

Cv = e
−∆sv

k e
−∆Hv

kT , (2.1)

where the vacancy concentration Cv varies exponentially with temperature T . k is Boltzmann

constant, ∆Sv is the vacancy vibrational entropy and ∆Hv is the vacancy formation energy.

Typically, the vibrational entropy contribution exp(−∆sv
k ) ranges between 2 and 10 for

different crystals [39].

On the role of defects during precipitation, one has to realise that diffusional phase trans-

formations are rare events, in terms of both solute diffusion and the compositional/structural

transformations. For solute diffusion, the atomic action is the successful jumping of solute

atoms from one lattice site to another. In most metals, atoms vibrate at a frequenting ≈
1013/s. But few atoms can overcome the nearest neighbour distance to jump to one of their

neighbourhood sites. For substitutional diffusion of a solute, the barrier is associated with

the migration energy of solute and the availability of a vacancy at the nearest neighbour sites

[10]. The diffusivity Ds is also described by the Arrhenius equation with a pre-factor D0 as:

Ds = D0e
−Q
kT , (2.2)
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where the diffusion activation energy barrier Q is the sum of the migration energy barrier

∆Hm and is the vacancy formation energy ∆Hv. D0 is determined by the vibrational frequency

µ , nearest neighbour distance α , coordination number z, vibrational entropy associated with

migration ∆Sm and vacancy formation ∆Sv as:

D0 =
1
6

α2zµe
∆Sm+∆Sv

k . (2.3)

If more vacancies are retained in an alloy than of equilibrium, the diffusion process can

be greatly accelerated. Dislocations have a similar diffusion accelerating effect but via a

different approach: they act as a pipeline with a lowered migration energy for the solute to

diffuse [15].

In terms of compositional/structural transformations, defects usually attract solute to

segregate and reduce the strain to transformations. For instance, solute segregation mitigates

the energy associated with lattice distortion. As a consequence, the solute-enriched envi-

ronment and the pre-existing strain at the defects significantly reduce the nucleation barrier

for heterogeneous precipitation. For example, the nucleation of θ ′ phase in Al-Cu alloys

often takes place on dislocations [8]. Despite θ ′ precipitates having excellent coherency

on their broad interface, the invariant plane strain requires a large shear component of ∼
33% [8]. As a consequence, a single unit cell of θ ′ is rarely observed. Experimentally, θ ′

precipitates invariably nucleate on dislocation shear loops (⃗b = a/2⟨100⟩Al), which form by

dissociation of the climbing perfect dislocations (⃗b = a/2⟨110⟩Al). Thus, dislocations are

effective heterogeneous nucleation sites.

Fig. 2.9 Schematic diagrams showing (a and c) heat treatment schemes for age hardening,
and (b) part of a binary phase diagram for precipitation hardenable alloys. Adapted from
Ref. [9], p.2010 with permission from Elsevier.
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To promote precipitation, defects are added deliberately through thermomechanical

treatments. A general heat treatment scheme for a precipitate hardening alloy includes the

following procedures, see Fig. 2.9:

1. Solid solution treatment at T0 in the single-phase region to dissolve coarse second-

phase particles.

2. Rapid quenching to obtain a supersaturation of solid solution of alloying elements and

quenched-in vacancies.

3. Ageing at a given temperature T1. It may involve cold working before ageing to

introduce dislocations and thus facilitate fine dispersion of precipitates.

Quenching from the solute solution treatment allows supersaturation of solutes, which

promotes precipitation: the driving force ∆Gv is proportional to the solute supersaturation

∆C = C0 −Ce, where C0 is the alloy composition and Ce is the equilibrium concentration

[9]. Moreover, one should not forget that vacancy concentration rises exponentially with

temperature. For instance, aluminium alloys have an equilibrium vacancy concentration of

∼ 10−4 at a solid solution temperature above 500°C but an equilibrium concentration of

∼ 10−11 at the room temperature. The drastic cooling rate leaves little time for vacancies

to escape to their sinks (e.g. grain boundaries). Thus, the vacancy concentration is retained

at value orders of magnitude higher than the equilibrium. The quenched-in defects – either

vacancies or various secondary defects arising from the condensation of vacancies – drive

the kinetics of the system far away from equilibrium by accelerating diffusion and providing

heterogeneous nucleation sites. In fact, Guinier’s X-ray results [40] were criticised by Laves

[41] as those required a diffusion coefficient much higher than the equilibrium value at room

temperature. At that time, the role of vacancies was not understood. Among many arguments

in the field, quenched-in vacancies were proposed to be responsible for rapid precipitation

and this is the only theory survived [42]. The mechanism of "vacancy pump" [43] was then

developed: solute atoms and vacancies are assumed to bind strongly and diffuse together

towards solute-enriched zones. Upon reaching those zones, the solute atoms are attracted

more strongly to the zones, thus they stay there, while vacancies depart and bind to new solute

atoms again until they run out (i.e. being absorbed by vacancy sinks like grain boundaries

and dislocations). The role of quenched-in defects can be appreciated with the occurrence of

the precipitate-free zone near grain boundaries. The major part of a precipitate-free zone is

depleted of defects, rather than solute, for precipitation [44].

Quenched-in defects sometimes are not enough – in terms of their total amount and the

distribution. In addition, because each type has a different nature, the quenched-in defects
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Fig. 2.10 (a) Thin plates of the T1 phase (Al2CuLi) in an Al–Li–Cu–Zr alloy overaged (500
h) at 170°C. Courtesy: Gregson, P. J. (b) Atomic-resolution high-angle annular dark-field
scanning transmission electron microscopy images and simulated images and the structural
model of T1. From Ref. [45], reprinted by permission from American Physical Society.
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may not be the most effective type in promoting precipitation. Dislocations have overall

quite a different role from vacancies: they tend to accommodate the shear strain associated

with the structural transformations. Dislocations can be introduced by cold working after

quenching and prior to artificial ageing. This practice is a commonly coded as the T8 in the

aluminium temper scheme [17]. For example, the T1 precipitate phase in Al-Cu-Li alloys

forms with difficulties, as its associated transformation shear strain is as large as ∼ 35% [9].

Because the T1 phase has a hexagonal lattice [45] and the aluminium matrix is face-centred

cubic, the structural transformation requires Shockley partial dislocations (⃗b = a/6⟨112̄⟩Al),

that usually dissociate from perfect dislocations (⃗b = a/2⟨110⟩Al). Thus, similar to the θ ′

phase in the Al-Cu system, the T1 phase nucleates predominantly on dislocations. To promote

a uniform distribution, many Li-containing aluminium alloys are often processed under the

T8 condition. Ag and Mg are microalloyed to these Al-Cu-Li alloys to promote fine-scale

precipitation: they segregate at the coherent precipitate-matrix interface of T1 phase [46]. A

celebrated example is the WeldaliteT M alloy ( Al-Cu-Li-Mg-Ag-Zr) from Lockheed Martin3,

demonstrating yield strength over 700 MPa – one of the strongest aluminium alloys ever

produced. On the basis of its strength-to-weight ratio, this alloy is equivalent to steels with

a strength of more than 2 GPa [17]. Alloy 2219 is a modified version of the WeldaliteT M

alloy that was used for constructing the first version of the disposable external fuel tank of

the space shuttle, see Fig. 1.2. The T8 treatment promotes the T1 precipitation and disperses

the precipitates uniformly on {111}Al planes, thus, significantly strengthens the alloy.

Defects can accumulate in alloys while they bear thermal and mechanical loadings as

engineering structural components. For instance, aluminium aircraft wings bear cyclic

loading during flight, which leads to crack initiation and propagation under a stress lower

than the yield strength, known as fatigue. Alloys are also deformed slowly but permanently

under the influence of mechanical stresses, known as creep, though the stress is below the

yield strength. Fatigue and creep properties are critical in evaluating the reliability of alloys.

Unfortunately, those properties are generally disappointing for heat-treatable aluminium

alloys compared to magnesium alloys and steels [47]. There are several reasons, one of which

is the metastable nature of microstructure [4]. The atomic mechanisms of microstructure

evolution during alloy servicing are largely unknown.

In summary, it is clear that precipitate interfaces and defects are important in controlling

precipitation behaviours. Some successful applications with microalloying additions have

been reviewed, though the knowledge of how they promote precipitation is practically em-

pirical. Ag microalloying in Al is particularly interesting, as it alters the type of precipitate

phase into one with the desired orientation relationship. Introducing defects from processing

3Lockheed Martin is the key contractor for NASA and US defence.
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is another approach to stimulate diffusional phase transformations. Since different precipitate

phases require dislocations with different Burgers vectors for their formation, it is possible to

tailor the precipitation behaviours with different defects. However, to our best knowledge,

tailoring precipitation through the Burgers vectors of dislocations is rarely Reported. In addi-

tion, during the servicing of alloys as engineering structural components, the microstructure

stability with accumulated defects are largely unknown. Resolving the atomic mechanisms

of interfaces and defects is a long-standing scientific goal in the field of metallurgy. In

order to improve one’s understanding of the role of interfaces, microalloying elements and

defects during precipitation, it is intuitive to study a simple alloy system first. The Al-Ag

alloy system is one such simple model system that has been used in the development of

precipitation theory. This classic system is chosen in the current study, not just because of

its simplicity, but because of the significance of Ag microalloying in aluminium, as now

reviewed.

2.2 The Al-Ag Alloy System

2.2.1 The Binary Al-Ag System

Fig. 2.11 Schematic illustration of the atomic layer stackings for (a) face-centred cubic
(FCC) structure and (b) hexagonal close-packed (HCP) structure. Redrawn from Ref. [48],
p.1086.

Al-Ag alloys have been studied extensively since the last centenary and now serve as

a textbook alloy system [10, 15, 40]. As mentioned in Chapter 1, it is a model system to

study solid-state phase transformations for several reasons. First, the associated FCC-HCP

transformation is simple and well-established, Fig. 2.11. Second, the atomic size difference

between Al and Ag is negligible (∼ 0.5%), which gives a minimal volumetric strain associated
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with the solute clustering and phase transformations. Third, the alloy microstructure involves

precipitate plates on {111}Al planes, which is a common feature for many high strength

aluminium alloys. In addition, the large difference between the atomic numbers of Al and

Ag (ZAl = 13 and ZAg = 47) is particularly favourable for imaging with the transmission

electron microscope [16]. Thus, Al-Ag alloys are often chosen to demonstrate advanced

electron microscopy techniques, such as in situ annealing to observe the precipitates growth

in real time [49] and electron tomography to reconstruct embedded precipitates with a high

spatial resolution [50, 51].

A glimpse of the equilibrium phases in the Al-Ag phase diagram is given in Fig. 2.12,

where the phase boundaries were determined metallographically, electrochemically or via

X-ray diffractions [52]. The equilibrium phases are listed as:

• the liquid, L;

• the Ag-rich terminal solid solution, with maximum solubility of 20.4 at% Al at about

450°C;

• the Al-rich terminal solid solution, with maximum solubility of 23.5 at% Ag at about

567°C;

• the HCP intermetallic phase γ (Ag2Al);

• the high-temperature intermetallic body-centred cubic (BCC) phase β (Ag3Al);

• the low-temperature intermetallic phase µ (Ag3Al) with the complex cubic β -Mn

structure.

Now focusing on the Al-rich side, the precipitation sequence is commonly recognised as

[10]:

α ′ → GP zones (ε or η) → γ ′/γ ,

where α ′ represents the supersaturated solid solution. GP zones are the early-stage solute-

enriched coherent particles. γ ′ is a metastable HCP precipitate phase before the equilibrium

γ .

In the following sections, each precipitate phase will be reviewed in detail, emphasising

their atomic structures and phase transformations. We will also review the computational

efforts to construct the phase diagram from first-principles and the prediction of a new AgAl

phase.
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Fig. 2.12 The equilibrium Ag-Al phase diagram. From Ref. [52], reprinted by permission
from Springer.

Fig. 2.13 The partial phase diagram in the Al-enriched side showing the asymmetric
miscibility gap of GP zones. Adapted from Ref. [52] with permission from Springer.
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2.2.1.1 FCC Phases: GP zones ε and η

Unlike most aluminium alloys, GP zones in the Al-Ag system form immediately after

quenching [53] and demonstrate a remarkable thermal stability: a full dissolution requires a

temperature up to 465°C [54]. Given an asymmetric miscibility gap, Fig. 2.13, two types of

GP zones are proposed, with their compositions depending on ageing temperature: ε forms

at high temperature (> 170 °C) with relatively low Ag concentration (below 44 at.%) while

η forms at low temperature (< 170 °C) with relatively high Ag concentration (44 at.%-60

at.%) [53, 55, 56]. Fig.2.14 shows the interpretation of the GP zones formation based on

the classical theories of homogeneous nucleation and spinodal decomposition [57]. As the

homogeneous nucleation curve (∆G∗=25kT) is so close to the GP zones solvus line (due to

small interfacial energy), there is little chance for spinodal decomposition to occur. It means

that GP zones are nucleated homogeneously, unless rapid quenching techniques are used for

a particular alloy composition (∼ 15 at.% Ag). However, the calculated curve is significantly

different from the experimental solvus, particularly at the temperature for the ε-η transition.

For such a basic system, the partition of two types of GP zones cannot be understood from

the classical thermodynamics. Asta and Hoyt investigated the thermodynamics with first-

principles calculations [58]. The short-range order was found to contribute considerably to

the stability of ε phase, which is not included in the Bragg-Williams approximation (the

regular solution model with a random chemical distribution). Applying the first-principles

results to a Monte-Carlo simulation, the Ag concentration in a simulated GP zone ε at

177°C indeed matched with that indicated by the GP zone solvus line [58]. The mystery

of the asymmetric miscibility gap is still unsolved (not in this thesis as well). However,

first-principles calculations have the potential to address the underlying mechanisms.

The morphology of GP zones is irregular at the early stage and gradually evolves into

a sphere truncated by {111}Al facets, as first reported by an X-ray study [59] and then

confirmed by STEM [60] and atom probe [61] studies. GP zone η has a uniform composition

while GP zone ε is believed to have a core-shell structure and there has been much debate

as to whether Ag enriches the core or the shell [62, 63]. We will address the structure and

composition of GP zone ε in a later result chapter. The high contrast and perfect coherency

of GP zones are favoured for electron tomography studies. For example, Fig. 2.15 shows the

3D reconstruction of the microstructure after equal channel angular pressing (ECAP), where

GP zones in the shear bands were deformed into an elliptical shape. Fig. 2.16 shows the first

demonstration of crystalline particles reconstructed with atomic resolution using discrete

tomography [51]. By imaging in two major zone-axes and quantifying the scattered intensity

with simulations, the number of Ag atoms was refined in each atomic column. Note that

these authors assumed that GP zone η consists of 100% Ag, which is wrong, but a reasonable
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Fig. 2.14 The coherent spinodal and the nucleation energy barrier ∆G∗=25kT curve in FCC
Al–Ag, based upon (a) the calculated GP zone solvus and (b) the experimental GP zone
solvus. From Ref.[57], reprinted by permission from Elsevier.

starting point for a difficult problem. This study has promoted the on-going movement of

atomic electron tomography [64–66], resolving a long-standing scientific problem: in 1959,

Richard Feynman challenged the microscopy society to locate each individual atoms in

substances.

2.2.1.2 HCP Phases: γ ′/γ

The γ ′ phase is a metastable precipitate phase formed before the equilibrium γ phase. Both

phases display the same composition (Ag2Al) and the same atomic structure but with slightly

different lattice parameters as shown in Fig. 2.17. There is a dispute regarding the detailed

structure of γ ′/γ . Based on the X-ray diffraction of single crystals, Neumann proposed a

model in which each basal plane has the same composition of Ag2Al (HCP with space group

P63/mmc) [68]. In Neumann’s model, the short-range order exists within the basal planes

such that every Al atom is surrounded by 6 Ag atoms. On the other hand, Nicholson and

Nutting noted the appearance of ±0001 reflections during the thickening of γ ′ in a ⟨110⟩Al

selected area diffraction pattern, suggesting the long-range order in alternating basal planes

with the composition of Al2Ag and pure Ag (HCP with space group P62̄m) [54]. Howe

developed this model with detailed TEM studies using convergent beam electron diffraction
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Fig. 2.15 GP zones are readily sheared by moving dislocations in ECAP processed Al–Ag
alloys. (a) Reconstructed 3D volume; (b) enlarged view from the boxed region in (a). (c)
High-resolution TEM image obtained from a similar region showing ellipsoidal GP zones
within the shear band, clearly indicated by the black dotted lines. From Ref.[50], reprinted
by permission from Elsevier.

Fig. 2.16 Quantification of HAADF STEM images. (a) Experimental HAADF STEM image
of nanometre-sized Ag clusters embedded in an Al matrix in [101̄] zone-axis orientation,
together with the corresponding electron diffraction pattern. (b) Simulated image of the
boxed region by Gaussian peak fitting. (c) The number of Ag atoms per column. (d) The
computed 3D reconstruction. From Ref.[51], reprinted by permission from Nature.
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Fig. 2.17 Crystal structures of phases in Al–Ag alloys. (a) Structure of solid solution matrix
(FCC), (b) structure of transition phase γ ′ (HCP), and (c) structure of equilibrium precipitate
phase, γ (HCP). From Ref.[67] Used with permission of The Minerals, Metals & Materials
Society.

Fig. 2.18 Proposed atomic structures of γ phase (Ag2Al): (a) Neumann’s model [68] and (b)
Howe’s model [69].
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Fig. 2.19 Two ⟨110⟩Al//⟨112̄0⟩γ ′ CBED patterns obtained from γ ′ precipitates. The 000L,
L=odd, precipitate reflections in (a) display strong uniform intensities, indicating that they
are allowed, while the same reflections in (b) contain G-M lines, indicating that they are
kinematically forbidden. Reprinted from Ref.[69] with permission from Taylor & Francis.
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Fig. 2.20 HAADF-STEM images and simulations for (a) ordered and (b) disordered γ ′

precipitates. The recorded image (labelled “Exp”) is compared with simulations for foil
thicknesses of 14–70 nm. The red outline indicates a single HCP unit cell. From Ref.[70],
reprinted by permission from Elsevier.

(CBED) and high-resolution TEM [69, 71, 72]. Convergent beam electron diffraction was

performed to determine the space group. The ±000L reflections, L=odd, were found to be

indeed kinematically forbidden, but they could also be generated from double diffraction
4. In Howe’s observation, Fig. 2.19, the ±0001 reflections of some precipitates were cut

by Gjønnes-Moodie lines 5 while some were not, indicating that the long-range order along

the basal planes was not evident for every precipitate. The space group was still determined

to be P63/mmc from CBED experiments on extracted Ag2Al plates, same as that of the

Neumann’s model. However, Howe’s high-resolution TEM and image simulations seem to

support the composition of Al2Ag and pure Ag on alternating basal planes [69]. HAADF-

STEM imaging, which provides strong Z contrast, can disclose the chemical order of Ag

and Al unambiguously. Fig. 2.20 compares the experimental image with image simulations

of the Howe’s model and the disordered Neumann’s model; the long-range order was not

observed [70]. Scanning CBED performed across a γ ′ precipitate (see Fig. 2.21) also shows

extinction of the ±0001 reflections [70]. From this, we may conclude that the γ ′ phase has a

4Double diffraction spots are caused by extra reflections due to multiple and dynamic scattering of the
electron beam through several crystals. The scattering vectors of the extra reflections are linearly composed by
those of each crystal.

5A Gjønnes-Moodie (G-M) line is where the diffraction is forbidden both kinematically and dynamically: a
dark line cutting through the centre of a kinetically forbidden but dynamically arisen reflection.
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Fig. 2.21 Convergent beam electron diffraction patterns of a γ ′ precipitate. (a) A HAADF-
STEM image of the region of interest. (b) The CBED pattern for the matrix adjacent to
the precipitate. (c) A CBED pattern from the γ ′ precipitate. The main diffraction discs are
assigned in (d). Filled and open circles indicate matrix and precipitate reflections, respectively.
Note the absence of diffraction intensity in the ±0001 positions (labelled “x” in (d)). From
Ref.[70], reprinted by permission from Elsevier.
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composition of Ag2Al on each basal plane. However, it would be still interesting to know why

the ±0001 reflections appear in Nicholson & Nutting’s and Howe’s diffraction experiments.

In addition, the previous TEM studies viewing along the ⟨110⟩Al direction cannot examine

the short-range order within the basal planes as prescribed in the Neumann’s model. Diffusive

X-ray diffraction experiments [73] and first-principles calculations [74] reported that the γ

phase has an order-disorder transformation at 126°C. A detailed HAADF-STEM is needed

to investigate the nature of short-range order, particularly in a ⟨112̄⟩Al direction where the

Neumann’s model is distinguishable from the disordered one.

Fig. 2.22 (a) TEM image of an HCP γ ′ precipitate viewed edge-on along ⟨110⟩Al. From
Ref. [75], reprinted by permission from Elsevier. (b) SEM image of an Ag2Al precipitate
in a deeply etched Al matrix after ageing at 410°C for 430 h, elucidating its characteristic
hexagonal shape. From Ref. [76], reprinted by permission from Elsevier.

The FCC-HCP phase transformation associated with γ ′ phase formation is a classic

example of precipitation. When embedded within the matrix, γ ′ precipitates have a hexagonal

plate geometry, Fig.2.22, and share the following orientation relationship with the Al matrix:

{111}Al ∥ {0001}γ ′ and ⟨110⟩Al ∥ ⟨112̄0⟩γ ′ .

The broad interface ({111}Al ∥ {0001}γ ′) shows excellent coherency between the close-

packed planes of FCC and HCP, while the edge interface ({112̄}Al ∥ {11̄00}γ ′) is semicoher-

ent. The transformation from FCC to HCP changes the stacking sequence of close-packed

planes from ABCABC to ABABAB, Fig. 2.11. On close-packed planes, Fig. 2.23, there
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Fig. 2.23 Schematic illustration of the shape-change accompanying the nucleation of an
HCP phase in an FCC matrix. (a) Atomic model showing three Burgers vectors of 1/6⟨112⟩
on the close-packed planes to transform FCC (ABCABC stacking) to HCP (ABAB stacking)
viewed in a ⟨111⟩ direction. (b) I: shown as a series of stacking disks on {111} habit
planes, each representing a single close-packed layer; II: the precipitate is sheared in one
direction, resulting in a considerable shape change of ∼ 0.35, and consequently high shear
strain energy; III: the precipitate are sheared through three Shockley partial dislocations and
achieves self-accommodation. Reprinted from Ref. [15, 77] with permission from Taylor &
Francis and J. M. Rosalie.
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are three equivalent Shockley partial dislocations (⃗b = a/6⟨112̄⟩Al) that accomplish the

FCC-HCP transformation. An embedded γ ′ precipitate phase requires each one of the partial

dislocations equally and periodically to minimise the shear strain. For instance, if only one

type of Shockley partial dislocation is used, the macroscopic shape change is equal to the

shear of that dislocation, which is significant ∼ 35%. But the usage of all three partial

dislocations in equal number gives no overall shape change. Furthermore, only every three

partials can achieve such strain cancellation. The discrete nature of shear strain as a function

of the thickness imposes a considerable barrier for γ ′ nucleation, which was estimated to be

of the same magnitude as the interfacial energy for one unit cell of γ ′ phase [78]. Moreover,

Al has a particularly high stacking fault energy [79], which means HCP precipitates generally

nucleate with great difficulty. As the stacking fault energy of Ag is one magnitude lower

than Al, the segregation of Ag to the stacking faults yields a pathway for the FCC-HCP

transformation [80]. The difficult γ ′/γ nucleation inevitably results in a low precipitate

density. As a consequence, Al-Ag alloys have poor mechanical performance [77].

Fig. 2.24 γ ′ precipitation on helical dislocations. (a) TEM image showing the microstructure
of an Al-16 wt.% Ag (equivalently Al-4.5 at.% Ag) sample aged at 160°C for 1 day after
water quenching from 520°C. From Ref. [54], reprinted by permission from Elsevier. (b and
c) Schematic diagrams describing the nucleation and growth of γ ′ on a helical dislocation.
The helical dislocation has Burgers vector b⃗=1/2⟨110⟩ and helical axis of ⟨110⟩Al. The loop
dissociates into two Shockley partial dislocations with a narrow stacking fault separating
them. The absorption of silver on the stacking fault leads to the formation of γ ′. The length
of the γ ′ precipitate, l, however, is limited by the diameter of the helix. From Ref. [78], p. 11
with permission from J. M. Rosalie.

Because of the intrinsic difficulty of the FCC-HCP transformation, γ ′ precipitates pre-

dominantly nucleate on defects. Not surprisingly, the morphologies and distributions of

defects control that of precipitates. Nicholson and Nutting found that quenching introduces

helical dislocations, which absorbs silver and degenerates into several long and narrow

stacking faults [54]. γ ′ nucleation takes place via the dissociation of a unit dislocation into

two Shockley partial dislocations:
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Fig. 2.25 (a) Hexagonal Frank dislocation loop viewed along a ⟨111⟩Al direction. (b) The
dissociation of a Frank dislocation loop into Shockley partial dislocations and Lomer–Cottrell
dislocations, viewed along a ⟨110⟩Al direction. Taken from Ref. [78], p. 10. (c) The γ ′

precipitate assemblies at the early stage of ageing (0.5 h at 200°C for an Al-1.7 at.%Ag
alloy), where the arrows indicate the peripheral precipitate with diffuse contrast in addition
to the central precipitate. From Ref. [78], p. 49. (d) The γ ′ assemblies after ageing at 200°C
for 8 h for an Al-1.7 at.%Ag alloy, where peripheral precipitates (labelled P) are comparable
with the centre precipitate (labelled C). Tilting experiments showed that the apparent overlap
of precipitates at points A and B was an effect of projection. From Ref. [81], p. 49, 51, 138
reprinted with permission from J. M. Rosalie.
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1/2[110]→ 1/6[121]+1/6[211̄],

which creates a stacking fault in between the two Shockley partial dislocations and satisfies

Frank’s Energy Criterion 6. The associated γ ′ precipitates are lath-shaped on {111}Al planes

with ⟨110⟩Al as the axis of the helix. The growth of γ ′ precipitates, however, is limited by the

size of the helix as shown in Fig 2.24. Nicholson and Nutting also noted the existence of

Frank dislocation loops as the nucleation sites for individual γ ′ precipitates [54]. In contrast,

Rosalie et al [78] found the hexagonal Frank dislocation loops (⃗b = ⟨111⟩) were the main

quenched-in defects and helices were rare. A Frank dislocation loop is decomposed into

Shockley partial dislocations (⃗b = 1/6⟨112⟩) and Lomer-Cottrell dislocation (⃗b = 1/6⟨110⟩)
via:

1/3[111]→ 1/6[110]+1/6[112],

which results in stacking faults between Shockley partial dislocations; the Lomer-Cottrell

dislocations are located at the junctions of stacking faults. This leads to precipitate assem-

blies as shown in Fig 2.25. The precipitate assemblies are composed of γ ′ plates on the

equivalent {111}Al planes impinging each other, forming a cage geometry shown in Fig 2.25.

Alloy compositions could cause the different observations of Nicholson & Nutting’s (Al-4.5

at.%Ag) and Rosalie’s (Al-1.68 at.%Ag) experiments, but this should be doubted and tested.

It is interesting that although the helices and Frank dislocation loops assist γ ′ nucleation, they

may eventually limit the γ ′ precipitate growth.

If not bound by the apparent obstacles such as helical dislocations and Frank dislocation

loops as mentioned above, the growth of γ ′ is a textbook precipitate kinetics problem (see

Fig. 2.22 for example). Before soft impingement (caused by overlapping of the solute deple-

tion field around precipitates), the growth of γ ′ can be modelled satisfactorily with volume

diffusion kinetics but with an aspect ratio away from equilibrium [76]. The equilibrium

ratio is 2.7, but the one from experimental observation is usually above 100 [76]. In short,

the thickening is inhibited. When the growth of an individual γ ′ precipitate is examined

closely during an in situ TEM experiment [82], the thickening kinetics was found to be

clearly discrete rather than continuous as predicted by analytical diffusion equations. Based

on the in situ TEM observations, Laird and Aaronson [49] proposed a ledge mechanism in

which both the coherent and the semicoherent/incoherent interfaces of precipitates advance

by ledges. A ledge is a “step raiser” on an otherwise plat precipitate surface, see Fig. A.6 and

Fig. 2.27. While the ledge velocity is controlled by diffusion kinetics, the nucleation of the

ledge, however, is determined by the interfaces themselves. For a γ ′ precipitate specifically,

6Frank’s Energy Criterion states that dissociation is favourable if the elastic strain energy of the reactant
dislocations is larger than that of the product dislocations, i.e. b⃗1 → b⃗2 + b⃗3, if b2

1 > b2
2 +b2

3.
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Fig. 2.26 The lengthening of a γ ′ embedded within a TEM foil through the ledge mecha-
nism while in situ annealed at 350°C. The electron beam direction was parallel to ⟨111⟩Al.
Reprinted from Ref. [49] with permission from Elsevier.

Fig. 2.27 (a) TEM image showing a series of single-atom ledges migrating on the coherent
interfaces of a γ ′ precipitate. (b) Atomically smooth solid-solid interface with atoms rep-
resented by cubes, illustrating the terrace-ledge-kink mechanism growth. Reprinted from
Ref. [69] with permission from Taylor & Francis.
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the lengthening is achieved by the gliding of Shockley partial dislocations at the semicoherent

interfaces, while the thickening depends on the initiation of new partial dislocations on the

coherent interfaces, Fig. 2.27. On coherent facets, building a new ledge is not favourable due

to the increased area of high energy semicoherent facets. The fewer the ledges that can form,

the lower the interfacial mobility. Thus, the coherent interfaces of γ ′ move much more slowly

than the semicoherent interfaces. And the aspect ratio increases quickly at the early stage

of ageing and converges to a constant value much larger than equilibrium. A quantitative

prediction of the non-equilibrium growth (i.e. early stage growth) is a challenge. For a long

time, the interfacial mobility has been treated as a fitting parameter. Recently, Finkenstatdt

and Johnson [83] developed a non-equilibrium kinetics model to explain the time-dependent

aspect ratio. Their growth model involves new dendrite ledge formation which is associated

with a nucleation energy barrier. The interfacial energy term contributes to the barrier and

influences the kinetics substantially. Whether the model is a true description of growth

remains to be examined: in this work [83], the interfacial energies were calculated from

the simple combination of FCC and HCP phases. In addition, the shear strain energy was

not considered, which dominates the early stage of γ ′ precipitate growth. But this treatment

makes use of the long-standing assumption that the interfacial mobility is related to the

interfacial energy.

A deep understanding of phase transformations requires a careful examination of the

interfacial structures. Recently, Ag atoms were found to segregate at the coherent interfaces

of early stage γ ′ precipitates [85]. Fig. 2.28 compares the experimental STEM images with

simulations, where the monolayer segregation model shows a good match with experiments.

Precipitate thicknesses of 1-13 unit cells of γ ′ phase were found without systematic absence.

The segregation is apparent for γ ′ precipitate with 1-3 unit cells, suggesting that the thickening

does not lack solute at the early stage. The excess of Ag at the coherent precipitate-matrix

interfaces is a clear evidence of interface controlled growth. The semicoherent interfaces

should theoretically consist of three sets of Shockley partials periodically to minimise shear

strain. There are two 30° partial dislocations and one 90° partial dislocation relative to

a viewing direction of ⟨110⟩Al. Doing a Burger vector analysis of the entire precipitate

suggested that the ratio between the number of 30° partial dislocations to the 90° partial

dislocations is 2:1 [69], as predicted by theory. Locating individual dislocations at the

precipitate edge, however, is difficult in an HRTEM image because of the Moiré fringes (the

interference pattern due to the overlapping of different crystals) and varying contrast (due to

dynamic electron scattering) [84]. Clear HRTEM imaging of interfaces is difficult in a sample

thicker more than 10 nm. Interestingly, TEM experiments showed that the semicoherent

interfaces have a saw-tooth pattern repeating every 6 layers (see Fig. 2.29(a)). A Recent
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Fig. 2.28 HAADF-STEM images and simulations of Ag segregation to the coherent interface
of a 3 unit cell γ ′ precipitate. Reprinted from Ref. [70] with permission from Elsevier.
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Fig. 2.29 High-resolution TEM image showing the saw-tooth semicoherent interface, as
indicated by lines and arrows. Reprinted from Ref. [84], p.234 with permission from J. M.
Howe. HAADF-STEM image showing periodic Ag depletion at the saw-tooth interface, as
indicated by asterisks. Reprinted from Ref. [70] with permission from Elsevier.

HAADF-STEM study revealed a saw-tooth interface with Ag depleting at one atomic column

every 6 layers (see Fig. 2.29(b)), echoing the periodicity associated with commensuration

of the FCC and HCP structures [85]. There clearly exists an interplay between solute and

interfacial defects, which remains to be characterised and explained.

Previous studies have computed the interfacial energies of the HCP γ ′ phase embedded in

FCC Al using analytical approximations and the first-principles calculations. The analytical

approach assumed the energies are determined by the nearest neighbour bond breaking at

interfaces [86]. The predicted Wulff construction gives an almost equiaxial and faceted

geometry, which means the γ ′ phase should precipitate homogeneously like GP zones, rather

than on dislocations as observed in experiments [86]. This discrepancy suggests that the

atomic interaction at the interface may extend beyond the nearest neighbours. First-principles

calculations can handle complicated electronic interactions by solving many-body quantum

mechanics. The size of the atomic model used in the previous study [87], however, is too

small to yield reliable results without a strong boundary effect for the heterophase interface.

In addition, the detailed interfacial structures and chemistries were not discovered at the time

of the previous calculations (see Fig. 2.28 and Fig. 2.29). The interfacial energies, therefore,

have to be re-evaluated with the experimentally informed atomistic structures. This is one of

the main aims of this thesis.
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2.2.1.3 Predicted Phases and Phase Diagrams

Fig. 2.30 First-principles calculated composition-temperature phase diagram for (a) the
FCC-based structure, reprinted from Ref. [58] with permission from Elsevier; and (b) the
HCP-based structure in the Ag-Al system, reprinted from Ref. [74] with permission from
American Physical Society.

First-principles calculations were used to study the thermodynamics of the Al-Ag system.

One particular method called the cluster expansion method calculates the energetics of

solute clusters in the matrix with different configurations using DFT. The DFT-calculated

energetics are expended as a basis set to any possible configurations. A stable phase is

taken as the configuration with the lowest energy for a given composition and temperature,

which constructs the composition-temperature phase diagram. However, the calculated phase

diagrams [58, 74], Fig. 2.30, are very different from the one determined experimentally,

Fig. 2.12. Interestingly, several structures with the composition of AgAl were predicted

by cluster expansion [74, 88]. For FCC-based structures (see Fig. 2.31(a)), a super-lattice

of bi-layered AgAl stacking along ⟨110⟩FCC was found to be a low energy state [88]. For

HCP-based structures (see Fig. 2.31(b)), the bi-layered AgAl phase was predicted to be

an equilibrium ground state, which has a chemical stacking along ⟨112̄0⟩HCP [74]. These

structures have not been observed in experiments. However, these theoretical studies hint at

a phase diagram richer than that previously known. Our work (Chapter 4 & 5) confirmed an

AgAl phase indeed exists but with an atomic structure different from those two predictions.

2.2.2 Multi-element Aluminium Alloys with Ag Additions

Though binary Al-Ag alloys only have limited applications, Ag is a popular microalloying

element in aluminium alloys. A small amount of Ag (from 0.1 at.% to 0.5 at.%) was

found to exert dramatic improvements on the mechanical properties, thermal stability and
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Fig. 2.31 Predicted AgAl phases with (a) FCC-based structure [88] and (b) HCP-based
structure [74]. Black solid lines indicate the unit cells of the predicted AgAl phases with the
prescribed chemical stacking, while grey dashed lines indicate the cubic or trigonal/hexagonal
unit cell of the original FCC and HCP structures. Solid and dashed circles indicate atoms at
different heights along the viewing directions.

stress-corrosion cracking (SCC) resistance of aluminium alloys [18, 19]. This effect is

widely seen in different aluminium systems, particularly in high-strength alloys for advanced

aerospace and defence applications [4]. The underlying mechanisms, however, seem to vary

from case to case. In some systems, Ag incorporates within existing precipitate phases and

accelerates their formation. But in others, Ag segregates at the precipitate-matrix interfaces,

which changes the precipitation behaviour and occasionally modifies the type of phase that

forms. This section reviews Ag micro-alloyed aluminium alloys, focusing on the modified

microstructures and mechanical properties because of Ag additions.

First, it is important to note that the microalloying effect of Ag often requires the addition

of Mg. In fact, Mg and Ag have a strong interaction even in the simplest form. The binary

Al-Mg alloys (5xxx series) are non-heat treatable alloys with good weldability and corrosion

resistance particularly adapted for marine applications. These alloys have characteristics

that should result in an ageing response in principle: the Mg solubility is up to 18.6 at.%

at the eutectic temperature of 450°C but only 3-4 at.% at 200°C and 2.1 at.% at 100°C [9].

Though the supersaturation is sufficient theoretically, there is virtually no ageing response

for alloys with Mg content less than 5 at.%. Only when Mg content is increased to 10 at.%

is age hardening noticeable with the precipitations of GP zones, β ′ and β phases [9]. In

addition, the pre-strained condition (T8 treatment) gives no enhancement in age hardening.
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The reason for such poor ageing response is the fact that the solvus line of GP zones is below

ambient temperature for Mg content less than 5 at.%. Even with high Mg content up to 10

at.%, age hardening is still not significant. However, trace additions of Ag can improve the

age hardening considerably, with precipitation of firstly, a quasicrystal phase [89, 90], then

the T phase [91] and the equilibrium β phase. The T8 treatment enhances the age hardening

for Ag-microalloyed Al-Mg alloys, in contrast to the binary Al-Mg alloys. This is possible

due to the strong interaction between Ag and defects that provides heterogeneous nucleation

sites.

Fig. 2.32 HAADF-STEM showing the cross-section of an Ag-containing β ′ precipitate
in an Al–Mg–Si–Ag alloy. The white box delimits an area shown enlarged in (b), where
the anti-phase boundary and periodicity of Ag occupancies are indicated. Reprinted from
Ref. [92] with permission from Taylor & Francis.

Al-Mg-Si alloys (6xxx series) are middle strength heat treatable alloys with good weld-

ability and resistance against corrosion and stress-corrosion cracking. They are mainly

processed via extrusion, in contrast to rolling for Al-Mg plates. Thus, the alloying contents

cannot be very high for the sake of the extrusion speed. The phase transformations in Al-Mg-

Si alloys are probably the most complicated in aluminium systems, with the sequence going

from solute clusters and GP zones to the β
′′
, β

′
and β phases [9]. Additions of Ag replace

(partially or fully) one of three Si-containing atomic columns in the β
′
phase. As shown in

Fig. 2.32, the Ag networks form a specific pattern with different domains and anti-phase

boundaries [92]. The Ag occupancy at Si sites was also observed in β
′′

phase during the

earlier stage of ageing [96]. Additions of Cu are beneficial by forming the precipitate phases
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Fig. 2.33 (a) HAADF-STEM image showing the cross-section of a Q phase precipitate
in an Al–Mg–Si–Cu alloy. Reprinted from Ref. [93] with permission from Elsevier. (b)
Original and (c) Fourier-filtered HAADF-STEM images showing the cross-section of a C
phase precipitate in an Al–Mg–Si–Cu alloy. Image courtesy: M. Fiawoo. Atomic-resolution
(d) ADF and (e) EDS images of a Q phase, using non-rigid registration and symmetry average
techniques to correct non-linear distortion. Reprinted from Ref. [94] with permission from
Elsevier.
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Fig. 2.34 (a) and (b) HAADF–STEM images of the cross-section of a Q
′
phase precipitate

in an Al–Mg–Si–Cu-Ag alloy, taken respectively before and during the STEM–EELS acqui-
sition. (c) and (d) EELS elemental maps of Cu and Ag. The locations of Cu atomic columns
are indicated by yellow circles while areas rich in Ag are indicated by blue circles as marked
in (b). Reprinted from Ref. [95] with permission from Elsevier.

C and Q [93, 94]. Compared with the C and Q phase in quaternary Al-Mg-Si-Cu alloys (see

Fig. 2.33), Ag additions modify their structures into C and Q′ phases in Al-Mg-Cu-Si-Ag

alloys (see Fig. 2.34 and Fig. 2.35). Electron energy loss spectroscopy imaging showed

that the Ag distribution includes various atomic columns within the precipitate phases with

no apparent order, while Cu is largely confined to specific columns [95]. Interestingly, in

contrast to the Cu segregation at the coherent interface of a C plate ((100)C ∥ (150)Al), Ag

atoms segregate at the edge interface ((001)C ∥ (100)Al) which has a large misfit strain with

the aluminium matrix, Fig. 2.35(a). The reason for Ag distribution within these phases is still

largely unknown. One of the main research direction in 6xxx series is to reduce the Mg and

Si alloying content to improve the extrusion speed [17]. Microalloying of Ag, Cu and Ge

proves to be promising for this purpose [96].

Al-Zn-Mg alloys (7xxx series) are one of the strongest age hardenable aluminium alloys

typically used in aerospace applications. But one disadvantage is that they are very susceptible

to stress-corrosion cracking [17]. Slow quenching, e.g. air cooling, reduces residual stresses

and electro-potential difference throughout the sample, which considerably improves the

resistance against stress-corrosion cracking. This treatment, however, allows the time for the

solute elements and vacancies to be absorbed in the grain boundaries. Consequently, slow
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Fig. 2.35 (a) and (b) HAADF–STEM images of the cross-section of a C precipitate phase in
an Al–Mg–Si–Cu-Ag alloy, taken respectively before and during the STEM–EELS acquisi-
tion. (c) and (d) EELS elemental maps of Cu and Ag in areas marked in (a). The location
of Cu atomic columns and areas rich in Ag are marked in (b). Cu columns in a C phase are
connected by lines. Reprinted from Ref. [95] with permission from Elsevier.

Fig. 2.36 TEM images of the vicinity of grain boundaries in the (a) Al–Zn–Mg ternary and
(b) Al-Zn-Mg-Ag alloys aged at 160°C for 1 hr. Reprinted from Ref. [97] with permission
from Elsevier.
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quenching limits the ageing response. This phenomenon is known as quenching sensitivity

[17]. A duplex ageing designed the T73 temper was developed to address the stress-corrosion

cracking problem, which involves first ageing at low temperature for dense nucleation of

GP zones and secondary ageing at high temperature for η ′/η precipitation from those pre-

existing GP zones. The alloy tensile strength for T73 temper is lowered than that for T6

temper, for example by 15% for 7075 alloys; but the resistance against stress-corrosion

cracking is greatly improved [17]. Another complex heat treatment called retrogression and

re-ageing has been developed, targeting the stress-corrosion cracking resistance similar to

that of the T73 condition and tensile properties expected of the T6 condition. Furthermore,

additions of Ag dramatically reduce the precipitate-free zone as shown in Fig. 2.36, due to its

strong interaction with defects and solute elements [97]. As a result, the conflicted balance

between stress-corrosion cracking susceptibility and quenching sensitivity is resolved. In

addition, Ag microalloying promotes precipitation and refines the microstructure of Al-Zn-

Mg alloys as well, especially when added with Cu [98]. Atom probe tomography [99] and

positron annihilation lifetime spectroscopy (PALS) [100] studies found that Ag is present

within all precipitate phases in Al-Zn-Mg, including GP zones, η
′
and η phases, and assists

their formation. The exact location and role of Ag within those phases are still unknown.

Fig. 2.37 HAADF-STEM showing precipitate assembly formed on the dislocations loops on
{110}Al planes. (a) Low-magnification image showing two θ ′ precipitates formed at the end
of the assemblies with zig-zag γ ′ precipitates in between. (b) High-magnification showing
bi-layer Ag segregation to θ ′ precipitate interfaces. Reprinted from Ref. [85] with permission
from Elsevier.



48 Literature Review

Al-Cu alloys (2xxx series) are high-strength aluminium alloys with particularly good

strength and machinability, making them suitable for construction and transportation ap-

plications. Historically, the phase transformation mechanisms in the Al-Cu system have

been studied in greater detail than any other aluminium alloy series. Additions of Ag do not

stimulate the ageing response of the binary Al-Cu alloys [36]. The quenched-in dislocations

loops are on {110}Al planes in Al-Cu-Ag alloys, in comparison to {111}Al planes in binary

Al-Ag alloys [78]. As Ag interacts more strongly with lattice defects than with Cu, the

{110}Al dislocations loops are enriched with Ag, which promotes γ ′ phase formation but

delays Cu enriched phases. As shown in Fig. 2.37, θ ′ precipitates were found to form at the

end of the {110}Al dislocation loops with γ ′ assemblies in between [85]. Ag also decorates

both the coherent and semicoherent interfaces of θ ′ by two atomic layers [85], Fig. 2.37. The

segregation was suggested to lower the interfacial energies of θ ′ phase [85], but this remains

to be confirmed with atomistic calculations.

Al-Cu-Mg alloys (a major category in the 2xxx series) has a renowned history back to

Alfred Wilm in 1906, marking the discovery of age hardening. The precipitate phases in this

ternary system depend on the Cu:Mg ratios – low ratios result in the metastable Z phase and

the equilibrium T (Al6CuMg4) phase while high ratios are associated with the metastable θ ′

phase and the equilibrium θ (Al2Cu) phase. The metastable S′ phase and the equilibrium S

(Al2CuMg) phase are always present for Cu and Mg composition > 0.2 at.% [4]. Traces of Ag

in Al-Cu-Mg alloys are responsible for a dramatic improvement in age hardening, not only

promoting precipitate nucleation but also changing the type of precipitate phase. Specifically,

additions of Ag suppress the S′/S phases and promote the Ω phase, Fig. 2.8. A rational

reason for the performance improvement is that Ω precipitates are plates with large aspect

ratios on {111}Al planes, which makes them more effective for strengthening than S phase

according to the Orowan equation. In addition, the Ω phase has good thermal and mechanical

stabilities, which gives outstanding creep and fatigue resistance. Early TEM studies yielded

evidence that Ag segregates at the coherent interfaces of the Ω phase [102, 103]. Field ion

microscopy [104, 105] and atom probe tomography [35, 37] suggested that Ag clusters with

other solute elements (particularly Mg) at the start of ageing. Ag-Mg clusters initially do

not have well-defined geometry but quickly favour {111}Al planes. After the absorption

of Cu, Ω nuclei form on {111}Al planes and eject Ag and Mg to the precipitate-matrix

interfaces [35]. Positron annihilation lifetime spectroscopy (PALS) also suggested that Ag

binds with Mg, Cu and vacancies during ageing [106]. But there has been much debate on

the detailed interfacial structure: whether Ag-Mg interfacial segregation is one or two atomic

layers. Early atom probe tomography suggested a monolayer segregation [35] but STEM

suggested double layers segregation [20] (see Fig. 2.8). Recent aberration-corrected STEM
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Fig. 2.38 Segregation of a single layer of Ag atoms at the Ω/matrix interface. Atoms of Ag,
Mg, Cu, and Al are coloured in white, green, red/yellow/orange, and blue, respectively, in
the schematic diagram. Adapted from Ref. [13] with permission from Elsevier.
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Fig. 2.39 (a) HAADF-STEM images showing the cross-section of the Z phase along ⟨100⟩Al
in a base Al-Mg-Cu alloys. (b) HAADF-STEM images showing icosahedral quasi-crystalline
of Z phase along ⟨112⟩Al in an Ag-added alloy. Reprinted from Ref. [101] with permission
from Elsevier.

[13] confirmed that the interface indeed has a special kind of double layer: hexagonal Ag

networks sit at the outmost interface in contact with the Al matrix, while Mg is located at

the honeycomb centre of every six Ag atoms. They seem to be on the same layer, but the

Mg layer is slightly inwards to the Ω phase than Ag layer, which is followed by a Cu layer,

as shown in Fig. 2.38. For alloys with high Cu:Mg ratios where the θ ′ phase exists, Ag

segregates to their interfaces similar to that in Al-Cu-Ag alloys [107]. For alloys with low

Cu:Mg ratios where the T phase exists, additions of Ag trigger a fine precipitation of T phase

and Z phase [101]. As shown in Fig. 2.39, the Z phase has a rod geometry with a square

cross-section similar to that of the T phase. Electron diffraction patterns showed that the Z

phase (cubic system, aZ=19.9Å) and T phase (cubic system, aT =14.2Å) have an immediate

relationship with their lattice parameters as aZ=
√

2aT [101]. Viewed in a ⟨112⟩Al direction,

the Z phase has similar clusters to those of the T phase but with a local 5-fold symmetry,

suggesting that Z phase is a quasicrystal version of T phase [101]. How Ag additions help Z

phase formation is still unknown. But this behaviour is not totally unexpected since Ag also

helps quasicrystal phase formation in binary Al-Mg alloys.

Al-Cu-Li alloys (some belong to the 2xxx series, some belong to the miscellaneous

8xxx series) were initially developed for military aircraft but abandoned later due to the

low toughness. The coherent δ ′ (Al3Li) phase nucleates homogeneously, which is spherical,

shareable and not very effective for precipitation strengthening. But this is only part of the



2.2 The Al-Ag Alloy System 51

Fig. 2.40 (a) HAADF-STEM images showing Ag segregation to the T1 phase along ⟨112⟩Al
in an Al-Cu-Li-Mg-Ag alloy. Reprinted from Ref. [46] with permission from Elsevier. (b)
Atom probe map showing segregation of silver atoms in the T1/matrix interface in alloy
AA2198 (Al-Cu-Li-Mg-Ag-Zr), where green and black dots represent magnesium and silver
atoms respectively. Reprinted from Ref. [108] with permission from Elsevier.

problem; the main problem is the intergranular fracture that results in low toughness. Na

and K impurities, which present in Al-Li alloys by 3–10 ppm using conventional casting,

cause grain boundaries embrittlement (Ref.[17], pp. 209-218). In other alloys without

Li, this is less of a concern as Si reacts with these impurities into innocuous particles.

However, for Li-containing aluminium alloys, Si preferentially reacts with Li, which not

only reduces the alloying content for precipitation but lets the harmful alkali impurities

at large. It took decades to reduce the alloying impurities below 1 ppm using vacuum

melting and refining. Then, promoting the shear-resistant T1 precipitates on {111}Al planes

became the main task. The T1 phase has a hexagonal crystal structure, thus the associated

phase transformation mechanisms can be expected to be similar to that of γ ′ phase in the

Al-Ag system. Essentially, the significant shear strain ∼ 35% imposed by Shockley partial

dislocations suppresses precipitate nucleation. Thus, the pre-strained condition is helpful for

T1 formation. Besides the T8 treatment (see Sec. 2.1.3), co-additions of Mg and Ag promote

T1 precipitate formation as well. As shown in Fig. 2.40, atom probe tomography [108] and

recent scanning transmission electron microscopy [46] have found that Ag and Mg segregate

at the coherent T1/matrix interfaces, similar to that of the Ω phase in Al-Cu-Mg-Ag alloys.

The lengthening of T1 precipitates is remarkable that often they can penetrate the entire

grain. Their thickening, however, is prohibited, which leads to excellent thermal stabilities,

especially with microalloying of Ag and Mg. Now, the T1-containing alloys are known as

one of the strongest aluminium alloys for critical applications, such as the fuel tank of the

space shuttle and the current spacecrafts like Curiosity and Orion (see Fig. 1.2).
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In general, Ag participates in different precipitate phases or segregates at various

precipitate-matrix interfaces, covering almost the entire range of heat treatable aluminium

alloys. Previous atom probe and electron microscopy studies have shown that Ag clusters

prefer {111}Al planes during ageing. However, what drives Ag to cluster before the forma-

tion of a precipitate phase is still a mystery. Moreover, how the early-stage clustering of Ag

modifies the nucleation of precipitates is largely unknown. An accurate description of solute

clustering is essential to address one of the most intriguing questions in Al alloys: why do

minor additions of Ag play a crucial role in precipitation in a wide variety of Al alloy systems

[36]? Atomic-scale studies on precipitate interfaces have progressed quickly in recent years

with the aid of modern characterisation and modelling techniques, particularly transmission

electron microscopy together with first-principles calculations. In the following section, we

will explain why such combination is an effective strategy for precipitation studies.

2.3 Characterisation and Modelling Strategies

Modern precipitation studies require accurate information of atomic structures and chemistries

at specific sites, i.e. precipitate interfaces and lattice defects, which narrows down the choice

of characterisation methods. X-rays diffraction is the most widely used method for crys-

tal structure determination. It is advantages in terms of the cost, data collection time and

well-established analysing method. Modern metallurgy studies often use X-ray diffraction to

determine the volume fraction of certain phase of interest. In fact, X-ray diffraction is the

first method that confirmed the existence of a nanometre-sized precipitate phase (GP zone)

in an Al-Cu alloy [5, 6]. However, X-ray diffraction usually yields the averaged structural

information of a bulk sample, similar to most of the other diffraction techniques. There are

scanning probe X-ray, but the spatial resolution is well above 10 nm [109].

Atom probe tomography offers extensive site-specific information about 3D chemical

composition at near atomic resolution (usually around 1-3Å in depth and 3-5Å laterally)

[110]. However, atom probe tomography is not accurate enough in terms of crystallographic

information. For instance, although atom probe tomography is useful in the study of solute

segregation on dislocations, it is impossible to extract the Burgers vector of a dislocation. In

addition, atom probe tomography only surveys a very small volume of a material. The sites

of interest may not always be included by destroying a very sharp sample tip.

Transmission electron microscopy is a versatile tool that combines imaging, diffraction

and spectroscopy. Various regions of a sample can be navigated with the access to accurate

crystallography and chemistry of specific sites. Thus, TEM has a long history used for

metallurgy research, especially in characterising lattice defects and precipitate phases [111].
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Now, aberration-corrected TEM can even reach sub-Å resolution [112]. However, TEM also

has many limitations due to the nature of transmitting electrons. For instance, a TEM image

is a 2D projection of the 3D microstructure [113]. Not only the overlapping of geometries

complicates the image interpretation, but also the Moiré fringes due to the overlapping of

lattices and the alternating contrast due to dynamic scattering of electrons (Ref.[16], pp.

389-402). In addition, the high energy electron beam could damage the area of interest,

which may even change the lattice structure and composition (Ref.[16], pp. 53-68). TEM can

only examine a small thin area anyway compared to the bulk alloy; one should check whether

the characterisation is representative of the overall microstructure. In addition, successful

TEM characterisation requires a high level of skills for experiments and interpretations.

Thanks to the previous studies, we have a good knowledge of the precipitate phases in

the Al-Ag system, which are uniformly distributed with a well-defined plate or spherical

geometries; the phases are also stable under the electron beam. Various techniques like

electron tomography, image and diffraction simulations can be implemented to ensure a

reliable image interpretation. We chose high angle annular dark field scanning transmission

electron microscopy (HAADF-STEM) mode in TEM that yields a contrast directly related

to the atomic number of elements. The Z-contrast imaging of STEM simplifies image

interpretation compared to the phase contrast imaging of high-resolution TEM. Energy

dispersive X-ray spectroscopy (see Fig. 2.33) and electron energy loss spectroscopy (see

Fig. 2.34 and Fig. 2.35) can be integrated during HAADF-STEM acquisition that inform

the site-specific chemistry. With those advantages, the application of STEM becomes

increasingly popular for metallurgy, particularly in the precipitate studies as reviewed. Hence,

we chose STEM (including aberration-corrected STEM) as the characterisation tool for this

project.

Computational modelling is required to obtain accurate energetics associated with dif-

ferent phases to understand their formation. With increasing system size approached to any

realistic materials, modelling has to make necessary simplifications to avoid the otherwise

expensive computational cost. For instance, it is almost impossible to predict the behaviour

of millions of atoms from the many quantum mechanics. The analytical approach aims

to understand precipitation from classical thermodynamics and kinetics. Besides manual

calculations, commercial software like Cal phadT M and T hermo−CalcT M also perform

phase field simulations with a comprehensive thermodynamics database for common phases.

The ultimate goal is to predict the existence and development of different phases and compare

with experimental results. However, many parameters described in precipitation equations

have well-defined physical meanings but cannot be easily accessed experimentally. The

most important one is interfacial energy, which is very sensitive in controlling the kinetics
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but often not known sufficiently accurately [14]. For example, an analytical estimation

of interfacial energy (based on bond breaking assumption) was attempted for γ ′ (Ag2Al)

phase [86], but the results did not agree with experimental observations. As a consequence,

those parameters act as phenomenological factors for fitting the experimental results. With

fine-tuning, reasonable or non-reasonable values can be obtained with which one must be

cautious. Nevertheless, the analytical approach gives a basic and useful understanding of the

precipitation process.

The atomistic approach treats the matter as a collection of individual atoms that goes

beyond continuum models. Density functional theory (DFT) is a first-principles method that

solves many-body quantum mechanics for a given atomic configuration. DFT is recognised

as one of the most accurate and robust methods for atomistic materials simulations. However,

DFT is computationally demanding that cannot be applied to study the dynamics of a large

system. In contrast, semi-empirical potential methods (e.g. embedded atom method (EAM))

are less accurate but require less computational resources in simulating the dynamics of

interfaces and defects. Precipitate interfaces and defects may have very different structures

and chemistries from bulk phases, which is often beyond the description of the analytical

approach. Hence, we chose atomistic calculations (DFT and EAM in particular) to understand

their atomic mechanisms.

The strengths of TEM and DFT at the atomic scale bring out the best in each other: TEM

provides accurate atomic models, while DFT gives reliable energetics. The combination of

TEM and DFT is a powerful strategy for alloy precipitate studies, which becomes increasingly

popular in recent years. For example, this strategy was used for resolving many classic

precipitation problems, including the precipitate structure of T1 phase [45], the interfacial

structures of the θ ′ phase [11, 12] and the Ω phase [13] as reviewed previously. In addition,

DFT calculations were shown to agree well with TEM experiments in terms of atomic

positions and energetics of different phases in various studies, including mapping the strain

field near a precipitate β
′′

phase in an Al-Mg-Si-Cu alloy [114] and revealing the periodic

chemical segregations at defects like twin boundaries in Mg alloys [115]. Besides many

papers, the Al-Ag alloy system has been the topic of at least four PhD theses using either

TEM [78, 84] or DFT [116, 117]. This study combines TEM and atomistic calculations to

explore the atomic mechanisms of precipitation in the Al-Ag system with their principles

and implementations detailed in Chapter 3.



2.4 Summary and Research Scope 55

2.4 Summary and Research Scope

Aluminium alloys are light and strong because their mechanical properties are significantly

improved by strengthening precipitates. Microstructures with a fine distribution of pre-

cipitates are desired for optimum performance. But the diffusional phase transformations

underlying precipitation are usually associated with a significant energy barrier that governs

phase nucleation and growth. Traditionally, the alloy microstructure is manipulated with

processing, during which defects, such as vacancies and dislocations, are intentionally in-

troduced to promote precipitation. In addition, defects accumulate during the servicing of

alloy components under thermal and mechanical loadings, which threatens the metastable

microstructures in alloys. However, the interactions between pre-existing phases and defects

are largely unknown. Such understanding is critical in determining alloy stabilities against

environmental degradation. It is our aim to investigate the role of defects during phase trans-

formations in the textbook Al-Ag alloy system. In particular, we developed new processing

schemes that demonstrate the concept of stimulating phase transformations on pre-existing

metastable phases by introducing defects. Using this method, a new precipitate phase and

new precipitation behaviours are reported in Chapter 4.

Microalloying is a practical way of manipulating precipitation behaviour. The Orowan

equation relates the orientation of a precipitate phase to its strengthening effect, which sug-

gests precipitate phases on the close-packed {111}Al planes are most effective for strength-

ening. But the orientation relationship is already determined by the interfacial energies of

an embedded precipitate. According to thermodynamics and kinetics equations, interfaces

govern various precipitation behaviours such as nucleation and growth. If possible, engineer-

ing the interfacial structures is a novel approach to manipulate alloy properties. In practice,

micro-additions of Ag modify the precipitate interfacial structures in many aluminium sys-

tems, assisting the formation of Ω phase and T1 phase on the close-packed planes in some of

the strongest aluminium alloys. However, it is not clear why Ag prefers the close-packed

planes during clustering in aluminium alloys. In addition, it is not understood how the

clustering of Ag modifies the type of precipitate phases. The detailed atomic structure of the

newly found phase ζ (AgAl) is characterised in Chapter 5. DFT calculations are used to un-

derstand the clustering behaviours of Ag atoms in the aluminium matrix, which explains the

phase transformations in the binary alloy system and gives insight into the Ag-microalloyed

aluminium alloys.

The binary Al-Ag alloy system is a textbook system to study precipitation. Its FCC-HCP

transformation mechanism is well established. In particular, the pioneering studies investi-

gated γ ′ precipitate growth in detail, which leads to the development of the ledge growth

theory. However, there are still mysteries about the interfacial structures of the γ ′ phase:
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the coherent interface has Ag segregation and the semicoherent interface has a saw-tooth

morphology. In addition, the detailed structure of γ ′-γ ′ precipitate junctions has not been

examined. In order to understand the importance of interfaces during phase transformations,

it is necessary to re-examine the FCC/HCP interfacial structures of γ ′/γ precipitates. Chapter

6 will focus on characterising the atomic structures, chemistry and defects at the interfaces of

γ ′/γ precipitates. DFT calculations are used to understand the solute distribution and the en-

ergetics associated with different interfaces. Beside the interfacial structure characterisations

and calculations, we will discuss how different interfaces give rise to different precipitation

behaviours.
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Research Methods

This chapter details the methods and techniques used in this study. The preceding chapter

has reviewed the fundamentals of precipitation, highlighting the importance of interfaces and

defects during phase transformations. The binary Al-Ag system has inspired many phase

transformation insights in the pioneering studies [10]. This study inherits their legacy with

modern characterisation and computation techniques.

This chapter classifies methods into three parts:

1. Section 3.1 describes the details of alloy fabrication, including the casting, rolling and

heat treatment conditions. Beyond the conventional heat treatments, we developed a

new scheme that introduces defects to pre-existing phases and triggers phase transfor-

mations. After processing, the sample foils were prepared by electropolishing for the

following TEM characterisation.

2. Section 3.2 concerns the application and analysis of scanning transmission electron

microscopy (STEM). An extensive array of advanced microscopy techniques was

implemented in this study, including aberration correction, in situ annealing, electron

tomography, energy dispersive X-ray spectroscopy, image and diffraction simulation,

mapping of atomic positions and displacements.

3. Section 3.3 describes the application of the atomistic calculations and structural analy-

sis. This study used density functional theory (DFT) calculations and embedded atom

method (EAM) calculations with their working principles and implementation details

documented. In addition, this section also introduces the common neighbour analysis

for local structure identification and the dislocation extraction algorithm for dislocation

identification.
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3.1 Alloy Fabrication, Treatments and Processing

Fig. 3.1 (a) Selection of heat treatment temperatures in reference to the Al-Ag phase diagram,
adapted from Ref. [52] with permission from Springer. (b) Schematic diagram illustrating the
conventional processing (involves solutionising, quenching and ageing) and the new scheme
(deform the pre-aged alloys and perform secondary ageing).

The alloy composition used in this work was Al-1.68 at.% Ag, as cast from high-purity

aluminium (Cerac alloys, 99.99% purity) and silver (AMAC alloys, 99.9+%). The pure

metals were melted in air at 700°C in a graphite crucible, stirred and poured into graphite-

coated steel moulds. The compositions were measured by inductively coupled plasma

atomic emission spectrometry, showing very low levels of impurities [78]. The cast ingots

were homogenised at 525°C for 7 days, then hot- and cold-rolled to 0.5 mm alloys sheets.

(Courtesy: one ingot was cast by Julian M. Rosalie and another ingot was cast by Xiang

Gao.)

The heat treatment selection is critical for generating the desired microstructure. For the

given composition of Al-1.68 at.% Ag, a temperature range above ∼ 400°C is needed to

fully dissolve the solute in the matrix as shown in Fig. 3.1(a). 525°C was chosen as the solid

solution temperature to generate sufficient quenched-in defects. The ageing temperatures

both above and below 170°C were examined to study the ordering of GP zones η and ε . The

ageing temperature at 300°C, above the solvus line of GP zones, was used to investigate the

γ ′ precipitation directly from the solid solution without the influence of GP zones .

For the conventional heat treatments, the samples were in the form of disks 3 mm in

diameter and 0.5 mm in thickness, punched from an alloy sheet after rolling. They were

solutionised at 525°C for 30 min in a nitrate salt bath and quenched to room temperature.

Different quenching media, including water, oil, and air were tested to manipulate the
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quenched-in vacancy concentration before ageing. Then the samples were aged at 100°C,

200°C and 300°C in an oil bath for a range of times (from 30 min to 7 days). We have also

aged the alloys at 160°C and 180°C, from 1 hr to 5 days, to study the microstructures just

above and below the η − ε transition temperature.

We developed two processing scheme to introduce defects to pre-aged alloys. In both

cases, the alloys were first processed by the conventional treatments (i.e. solid solution at

525°C for 30 min, quenched in oil, aged at 200°C for 7 days). Then, defects were introduced

to samples either in the bulk or nano-scale forms. The nanoscale treatment involved secondary

ageing of the TEM foil (with a thickness of 10∼200 nm). The bulk treatment deformed

the aged alloy sheet by 5∼7% using cold rolling and disks were punched from them. A

secondary ageing at 200°C was performed for those disks for a short amount of time (from 2

min to 30 min). Fig. 3.1 (b) illustrates the treatments in a schematic diagram.

The TEM specimens were made by mechanically grinding the disks to about 100 µm

and electro-polishing them in a 67% methanol-33% nitric acid mixture at -25°C and 13 V

with a current average of 200 mA.

3.2 Transmission Electron Microscopy

We should not, therefore, blame those

scientists today who did not believe in

electron microscopy at its beginning. It

is a miracle that by now the difficulties

have been solved to an extent that so

many scientific disciplines today can

reap its benefits.

Ernst Ruska

Nobel Lecture, 1986

Transmission electron microscopy (TEM) is a type of microscopy that probes electrons

transmitting through an ultra-thin sample. The prime reason for using electrons rather than

light for imaging is the resolution limit, which is determined by the wavelength. Louis

de Broglie (1924) revealed the wave nature of matter, such as electrons, suggesting that

high-energy particles can have a wavelength much smaller than light does [118]. It shows

the potential of using the electron as the illumination source, with the wavelength tunable by

the accelerating voltage. The concept was soon confirmed by Davisson and Germer (1927)

with the electron diffraction experiment [119]. Knoll and Ruska (1932) developed the idea
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of electron microscopy into reality [120]. The resolution of electron microscopy quickly

surpassed that of light microscopy within a year. After a development of more than 80 years,

TEM becomes one of the most efficient and versatile characterisation tools in many fields,

including materials science and biology.

The optical system of TEM is complex but its working principles are not significantly

different from those of a light microscope. Electrons are emitted from the electron gun and

accelerated a energy typically ranging from 100 to 300 keV. Various electromagnetic lenses

and apertures are used to manipulate the electrons, including beam intensity and coherency,

probe size, shape and convergence angle [16]. The electrons interact with the materials

strongly, requiring the sample to be ultra-thin (tens or hundreds of nanometres). A rich

amount of information is generated during the interaction enabling the characterisation of

the crystallography and chemistry of the material. High-resolution transmission electron

microscopy (HRTEM) produces the lattice image with the interference of electron waves

[16]. It is known as phase contrast imaging, in comparison to diffraction contrast imaging

that selects specific diffracted electron beam(s) to generate the image [16].

Scanning transmission electron microscopy (STEM) is a mode in electron microscopy

that combines the concepts of scanning electron microscopy with transmission electron

microscopy. This technique focuses the electron beam to a very fine probe to scan across

the sample in a raster pattern [121]. The electron signals are collected according to their

scattering angles. A high angle annular dark field (HAADF) detector collects the electrons

scattered at high angles, mostly inelastic in nature, that are sensitive to the atomic number of

the element. A bright field (BF) detector collects the direct and low-angle scattered electrons,

mostly elastic in nature, that generates a phase contrast image similar to that of a TEM

BF image [122]. HAADF- and BF-STEM signals can be obtained simultaneously. Energy

dispersive X-ray spectroscopy (EDXS) and electron-energy-loss-spectroscopy (EELS) can

be easily incorporated during the scanning that probe the site-specific chemistry.

Considering the de Broglie wavelength and relativity, 200/300 keV electrons have a

wavelength of 2.51/1.97 pm travelling at 69/78% speed of light. The theoretical resolution

limit of electrons allows a resolution much finer than an atom. However, it is not possible

to manufacture a perfect electromagnetic lens. In addition, the electronic and mechanical

stabilities of a microscope considerably influence the final resolution. As Ernst Ruska said, it

is a miracle that these difficulties have been solved to the current extent of reaching a sub-Å

resolution. In particular, the development of aberration correction is significant, being not

just a milestone in the field of electron microscopy but a boost for materials science [112].

The following sections describe the microscopes, aberration corrections and various

microscopy techniques implemented in this study.
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3.2.1 Microscopes and Imaging Conditions

Table 3.1 Microscopes and their imaging conditions used in the present study.

Microscopes

Probe Con-
vergence

Semi-
Angle
(mrad)

Probe Size
(Å)

Spherical
Aberration

(mm)
Collection Semi-angle (mrad)

BF HAADF

JEOL 2100F 10 2 1 15 65-185
FEI F20 9.3 2 1.2 15 41-220
FEI Titan3 80-300 15 1.2 <0.001 15/40 55-200

Fig. 3.2 (a) Schematic diagram illustrating the semi-convergence angle of an electron
probe and collection semi-angles for the bright field (BF) and high-angle annular dark-field
(HAADF) in scanning transmission electron microscopy (STEM). (b) A diffraction pattern
demonstrates the angular coverage of BF (40 mrad) and HAADF (55-200 mrad) detectors
used in the Titan3 FEGTEM.

The alloy microstructure and precipitate atomic structures were characterised by trans-

mission electron microscopy. In particular, HAADF-STEM was performed to exploit the
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large difference in the atomic numbers between Ag and Al. Preliminary investigations of the

microstructures were carried out on a JEOL JEM 2100F field-emission gun transmission elec-

tron microscope (FEGTEM) and an FEI Tecnai G2 F20 Super-Twin lens FEGTEM. Higher

resolution imaging was conducted in a dual-aberration-corrected FEI Titan3 FEGTEM. The

detailed imaging conditions are listed in Table. 3.1.

3.2.2 Aberration Correction for Scanning Transmission Electron Mi-

croscopy

The resolution in the STEM is determined by the size of the probe. For a perfect lens, we

might expect all rays emerged from a single point object P to be brought back to a single

point image P
′
at its Gaussian image plane [16], Fig. 3.3 (a). The ideal resolution is thus only

limited by diffraction as:

dd = 1.22
λ

α
, (3.1)

where dd is the diffraction limit, λ is the wavelength and α is the convergence semi-angle.

However, neither the lens is perfect nor the source is a point within an electron microscope.

The initial Gaussian diameter of the electron gun is given as:

dg =
2
π
(

i

β
)2 1

α
, (3.2)

where i is the beam current, β is the brightness. For an electromagnetic lens in practice, the

most significant imperfection is spherical aberration Cs. This is illustrated in Fig. 3.3(a) with

the diameter of minimum confusion disk as:

ds = 0.5Csα
3. (3.3)

The combination of those three limits the practical resolution. As shown in Fig. 3.3(b), the

resolution drops above a critical convergence semi-angle, mainly due to spherical aberration.

A condenser aperture is used to select that critical convergence semi-angle to exclude

severe aberrations. This can be revealed in a ronchigram, which is a convergent beam

electron diffraction disk on an amorphous material with a flat centre corresponds to an

infinite magnification of real space and the warped surroundings due to aberration. A small

aberration gives a large flat centre to be included by the condenser aperture, hence, a large

convergence angle to form a small probe, Fig. 3.3(c).

A small electron probe suffers from aberration beyond spherical aberration. The aber-

ration function χ(θ ,ϕ) gives the difference between a perfect planar wave and the actual
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Fig. 3.3 (a) Ray diagram illustrating spherical aberration, which causes deviation from the
perfect wavefront. As a result, the rays will not come back to a single point in the Gaussian
image plane, instead, they form a disk. The smallest disk along the optical axis is formed at
the plane of least confusion. Reprinted from Ref. [16], p. 103 with permission from Springer.
(b) The contributions from the diffraction limit, source size and lens spherical aberration to
the probe size as a function of the convergence semi-angle, reprinted from Ref. [16], p. 84
with permission from Springer. (c) Ronchigrams and probes with spherical aberrations of
1 µm and 1 mm (with 0.7 Å source radius and no other aberrations), simulated by the Dr.
Probe light software [123] with kind license from J. Barthel.

wavefront as a function of diffraction angle θ and azimuthal angle ϕ:

χ(θ ,ϕ) =
1
2

A1θ 2cos(2ϕ −ϕA1)+
1
2

C1θ 2

+
1
3

A2θ 3cos(3ϕ −ϕA2)+B2θ 3cos(ϕ −ϕB2)

+
1
4

C3θ 4 +
1
4

A3θ 4cos(4ϕ −ϕA3)+S3θ 4cos(2ϕ −ϕS3)+ . . . , (3.4)
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where A1, C1, A2, B2, C3, A3 and S3 are second-order astigmatism, defocus, third-order astig-

matism, coma, spherical aberration, fourth-order astigmatism and star aberration respectively.

To overcome aberrations, two classes of methods are developed: (a) image processing of data

acquired by through focal series or holography; (b) more robustly, hardware that generates

negative aberrations to correct those induced by lenses, or aberration correctors.

Fig. 3.4 (a-b) Zemlin tableau for measurement of aberration coefficients. It consists of an
initial STEM image and deconvoluted under- and over-focused probe shapes obtained at
different incident directions with a given tilt angle. (c) Phase plate calculated from aberration
measurements and condenser aperture (CA) applied. In this particular case, B2 aberration
limits the π/4 phase shift at 20 mrad, A4 aberration limits the 12π phase shift at 57 mrad, and
the condenser aperture with a convergence semi-angle of 15 mrad is applied. (d) HAADF-
STEM of gold nano-particles captured after aberration correction and (e) its fast Fourier
transform (FFT) showing the frequencies up to 0.83 Å−1, or equivalently 1.2 Å resolution in
real space, were obtained.

Correcting all those aberrations requires accurate measurements first. The procedure

used on the FEI Titan3 80-300 follows the Zemlin tableau method, as detailed below. The

measurements and corrections are performed on a standard cross-grating specimen, which

consists of gold nano particles. The sample is first brought to the eucentric height, where
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under- and over-focused images are taken to deconvolute the probe shapes at zero beam tilt.

A1 and C1 aberrations are calculated from the deconvoluted probe shapes and corrected to

be better than ± 10 nm. Then, the electron beam is tilted and rocked in a hollow cone that

probes the aberrations in different directions. As shown in the Zemlin tableau, Fig. 3.4 (a-b),

the azimuth is changed by -30° (clockwise) at each step for the outer circle with a radius of

θ , and -90° for the inner circle with a radius of 1
2θ . The tilting angle of the electron beam

needs to be above the targeted convergence angle of the probe. The aberrations up to the

third order are measured and corrected. As shown in Fig. 3.4(c-e), the resolution is about 1.2

Å using a condenser aperture with a convergence semi-angle of 15 mrad.

3.2.3 In situ Scanning Transmission Electron Microscopy

The in situ annealing experiments were conducted to capture phase transformations in time.

Samples were aged in the JEOL 2100F using a Gatan 652 double-tilt heating holder at

different temperatures (100°C, 150°C and 200°C) for various times ranging from 3 min

to 120 min. In these experiments, samples were imaged either during in situ annealing or

after cooling down to room temperature. A Gatan Digital Micrograph script was written

to automatically acquire STEM images with user input parameters. We used a probe dwell

time of 30 µs and a scan size of 512×512 pixels for each frame, with an interval time of 20

s between each frame. The recording usually started 10 min after in situ annealing began,

giving the time to correct the drift and the reorientation of the sample due to heating.

3.2.4 Electron Tomography

Imaging in TEM can sometimes be misleading due to the nature of transmission: the two-

dimensional TEM image is a projection of a three-dimensional object, which is particularly

true for microstructures consisting of complicated geometries. To gain the full picture,

tomography7 restores the 3D structure from a series of 2D projections at different angles

[113]. The theory of tomography was developed by Radon in 1917 [124], and then first

applied by Bracewell in radio astronomy [113]. Tomography finds applications in many

fields, like computerised tomography (CT) in hospitals and electron tomography in materials

science.

Radon theory describes the transformation between an object in the real space f (x,y) and

its projections in all different angles R f [113]. The projection collects the intensity of the

object along a particular direction L by a line integral. The Radon transformation sums up all

7The word “tomography” originates from the Greek “tomos” – to slice.



66 Research Methods

Fig. 3.5 (a) The Radon transformation defines the projection of an object D in Cartesian
space (x,y) through the line integral L (in all possible angles). (b-c) Demonstration of Radon
transformation, for an object over a full range of tilt θ ± 180°. The circled point in the
Cartesian space becomes a sinusoidal line in Radon space, as indicated by dashed lines. The
amplitude of the line in l is a function of its distance from the centre of the volume. Reprinted
from Ref. [113], p.345 with permission from Springer.

possible L as:

R f =
∫

L
f (x,y)ds, (3.5)

where ds is the unit length of L, Fig. 3.5(a). By calculating the intensity in terms of projection

angles and distances from the origin, the objects in the Cartesian space can be converted into

the Radon space, Fig. 3.5(b-c). According to the “projection slice theorem”, the fast Fourier

transform (FFT) of each 2D projection is a central section through the Fourier transformation

of the object in that direction. This theorem informs two things: (1) a reconstruction method

by summing all FFTs of projections in the reciprocal space and performing inverse Fourier

transformation; (2) a missing wedge of information because we have limited access to

high angles within the electron microscope [113]. This missing wedge, together with the

number of projections and noise level, limits the ultimate resolution of a reconstruction.

Equivalent to the reconstruction in the reciprocal space, back-projection restores the object

in real space, Fig. 3.6. As the name suggests, it simply projects the intensity back to the

object space at their projection angles. However, assuming we have a uniform sampling

of spatial frequencies in the recorded 2D images and the knowledge of the “projection

slice theorem”, this method over-samples the low-frequency profiles but under-samples the

high-frequency details, Fig. 3.6(b). An easy correction to the radial sampling problem is

to apply radially weighted filter [113]. It is intuitive that the reconstructed object should

generate the same re-projections as the inputs projections. The reality, in contrast, is very

different. Simultaneous iterative reconstruction technique (SIRT) compares the differences
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in all projections simultaneously (between the experimental images and re-projected images)

and improves in each iteration. SIRT is proven to be stable and robust [113], which was

chosen as the reconstruction method in our study.

Fig. 3.6 (a) Illustration of the two-stage tomography process with (left) acquisition of an
ensemble of images (projections) about a single tilt axis and (right) the back-projection of
these images into 3D object space. (b) Representation in Fourier space of the ensemble
of projections, indicating the undersampling of high-spatial-frequency information and the
missing wedge of information brought about by a restricted tilt range. θ is the tilt increment
between successive images and α is the maximum tilt angle. Reprinted from Ref. [125] with
permission from Nature.

STEM tomography was carried out following the approach of Midgley and Weyland

[126]. The STEM tilt series experiments were performed in the Tecnai F20 under the image

condition as detailed in Table 3.1 but with a halved collection angle to improve the signal-

to-noise ratio. Specifically, the collection semi-angle was 7.5 mrad for the BF-STEM and

20.5-110 mrad for the annular dark field (ADF) STEM respectively. A Fischione model 2020

single-tilt axis high-tilt sample holder was used, acquiring BF- and ADF-STEM images 2° per

tilt from the maximum negative tilting angle (∼ -70°) to the maximum positive tilting (∼ 70°).

The movement of the holder, as well as the optic axis, were pre-calibrated using standard

cross-grating specimen with gold nano-particles. Both low and high magnifications tilt series

were performed to cover the field of view from few micrometres to tens of nanometres.

The pixel size of each frame was 2048× 2048 with an exposure time of 48 s. The data

collection was performed using the FEI Xplore3D software, implementing automatic re-

centring (pre-acquisition tracking of the area of interests) and re-focusing. Though the Tecnai

F20 has a relatively small convergence semi-angle that the depth of focus is generally not

an issue, all tilt series were taken at thin regions to avoid the problem. As the tomography

theory assumes intensities increase monotonically with densities, only ADF-STEM was

used for reconstruction. ADF-STEM data were aligned and reconstructed using the code

programmed in IDL 6 [126]. The data were first binned by four times to 512×512 pixels

per frame for alignment. The background was normalised by setting vacuum intensity to

zero. Shift alignment was carried out using sequential cross-correlation with a band-pass
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filter corresponding to the size range of the precipitates. Then, manual corrections were

performed to fix small shifts. Axis alignment was fine-tuned by interactive minimisation of

arcing in the reconstruction [126]. Finally, the shift and rotation axis alignments determined

in the binned data were applied back to the original data with full pixels. The aligned data

were reconstructed using SIRT with 30 iterations, segmented and visualised in Amira 6. The

segmentations of voxel and isosurface were performed by manually adjusting the threshold

value in such way that the profiles of reconstructed microstructure matched with the original

ADF-STEM images.

3.2.5 Energy Dispersive X-ray Spectroscopy

Compositional analysis was performed on the JEOL 2100F and the Tecnai F20 using energy-

dispersive X-ray spectroscopy (EDXS). The JEOL 2100F has a JEOL 50 mm2 Si(Li) detector

with ultra-thin window. The Tecnai F20 has a Bruker XFlash 6120T 30 mm2 silicon drift

windowless detector. The composition measured by EDXS across the sample thickness is

contributed by the Ag-enriched precipitate and the Al matrix. The precipitates examined

in this study have a roughly spherical geometry. Thus, the diameter of a precipitate in the

electron transmission direction was approximated to be equal as its averaged diameter on the

HAADF image. The thickness of the specimen in the vicinity of a precipitate was determined

by comparing on-zone position-averaged convergent-beam electron diffraction (PACBED)

of the surrounding matrix [127] obtained experimentally and calculated PACBED patterns

with the Bloch wave method in the JEMS software [128]. The PACBED patterns used for

comparison were taken in Titan at 300 KeV with the corresponding simulation. Because

on-zone PACBED requires fine sample tilting for each precipitate on FEI F20 and JEOL

2100F without misaligning the optics. Even after onerous sample tilting, we found that

small misorientation (<1 mrad) is hardly avoidable. In contrast, on-zone PACBED can be

easily achieved with a beam tilt in Titan via positioning a smaller condenser aperture (30

mm, 10 mrad) without interfering the condenser aperture used for imaging (i.e. 50 mm, 15

mrad). Thus, after the EDXS and PACBED experiments on F20 and 2100F, the PACBED

experiments were performed again in Titan for each precipitate in the same region. The

accuracy of the PACBED thickness measurements was ± 2 nm as demonstrated in Ref. [129].

Note that PACBED can only measure the thickness of crystalline materials that does not

include the thin amorphous oxide film on top and bottom surfaces of a sample. The sample

was tilted away from its zone axis to the optimum angle for EDXS detection, also to avoid

strong dynamical diffraction conditions. A position-averaged EDXS spectrum was taken

at the centre of each precipitate over a 3 × 3 nm2 area in order to remove the effect of

local chemical inhomogeneity. A schematic diagram of the method is illustrated in Fig. 3.7.
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Fig. 3.7 Compositional analysis for an embedded, spherical precipitate by energy-dispersive
X-ray spectroscopy (EDXS). (a) HAADF-STEM image showing the measurements of a
precipitate. The diameter of a precipitate, d, in the electron transmission direction was
estimated by its averaged size on the HAADF-STEM image. The electron beam was parallel
to ⟨110⟩Al. (b) The thickness, t, in the vicinity of a precipitate was determined by comparing
an on-zone position-averaged convergent beam electron diffraction (PACBED) pattern of its
surrounding matrix with simulations (Titan, 300 KeV). (c) A position-averaged spectrum
was taken at the centre of the precipitate and the composition was quantified by the software
supplied with TEM, using the Cliff-Lorimer ratio method. The sample was tilted away
from its zone axis to the optimal angle for EDXS detector and avoiding strong dynamical
diffraction conditions (the electron channelling would be problematic otherwise). We ignored
the thin oxide film on the sample surface. (d) A schematic diagram illustrating the parameters
needed for determining the composition as written in the Eq. 3.7.

Starting from the Cliff-Lorimer equation,

Cdect
Ag

Cdect
Al

= kAg−Al ·
Idect
Ag

Idect
Al

=
Cprec

Ag ·d
Cprec

Al ·d +(t −d)
, (3.6)
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we can deduce the composition of an embedded precipitate as follows:

Cprec
Ag =

Cdect
Ag · t

d · cosθ
, (3.7)

where Cprec is the deduced composition of the precipitate, Cdect is the measured composition,

kAg−Al is the Cliff-Lorimer k-factor between Ag and Al, Idect is the detected characteristic

intensities for quantification, t is the thickness of the matrix near the precipitate, d is

the diameter of the precipitate and θ is the tilting angle difference between that for the

thickness determination and the EDXS detection. We checked the k-factor by measuring

the composition of the as-water-quenched sample, as the theoretical value stored in the

quantification software may easily vary by >10% [130]. The measured composition of 1.8

at.% to 2.0 at.% Ag across the sample is in good agreement with the alloy composition

(Al-1.68 at.% Ag). Although errors of the deduced compositions arising from neglecting

the geometrical X-ray absorption and fluorescence remain, these errors were found not

to be significant for a thin foil: according to mass-energy X-ray absorption calculations

[131], about 2% of the major characteristic X-ray for Ag (Lα=3 KeV) is absorbed by the

Al matrix for a 100 nm-thick sample, Fig. 3.8. Thus, the results should still be comparable

between precipitate phases. Furthermore, the composition of one of the phases (GP zone

ε) is already known from the phase diagram [52] and many previous experiments (see for

example Ref.[61]).
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Fig. 3.8 Calculated X-ray transmission spectrum for Al with different thicknesses [131],
showing the absorption of Ag characteristic peak Lα=3 KeV is negligible in a thin Al foil (∼
2% for 100 nm or ∼ 5% for 200 nm).
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3.2.6 Image and Diffraction Pattern Simulations

Computer simulation is necessary for quantitative interpretation of images and diffraction

patterns in electron microscopy. The reason is simple: being a charged particle, an electron

is scattered very strongly by matters and usually for multiple times. The multiple scattering

brings the dynamic nature of electron diffraction. In addition, electrons are likely to lose

energy during the multiple scattering by exciting phonons or ionising atoms. Thus, it is not

straightforward to interpret the contrast quantitatively. There are two simulation approaches

that explicitly account for the dynamic scattering: (a) the Bloch wave method, derived in

Bethe’s original attempt [132] to interpret Davisson-Germer electron diffraction experiment

[119], and (b) the multislice method, pioneered by Cowley and Moodie [133].

Electrons are travelling fast in TEM (∼78% speed of light for the 300 KeV electrons).

Their wave functions should be solved by the Dirac equation to include relativistic effects.

However, the Dirac equation is difficult to work with. It has been shown that the Schrödinger

equation with the relativistically corrected mass and wavelength of electron yields accurate

results within the typical energy range of electron microscopy [134]. The Schrödinger

equation is listed for the scattering of fast electrons as:

− h̄2

2m
∇2ψ(x,y,z)− eV (x,y,z)ψ(x,y,z) = Eψ(x,y,z), (3.8)

where h̄ is the reduced Plank constant, m is the particle mass, ∇2 is the second derivative

in terms of position, V (x,y,z) is the atomic potential that varies with positions in space,

ψ(x,y,z) is a solution of the wave function and E is the kinetic energy of the incident beam

(determined by the accelerating voltage of the electron gun).

The Bloch wave method supposes the electron waves are scattered by the periodic atomic

potentials, which inherit the symmetry of the crystal. According to the Bloch theorem, the

periodic potential V (⃗r) is expanded as a 3D Fourier series as:

V (⃗r) = ∑
g

Vgexp[2π i⃗g · r⃗], (3.9)

where g⃗ is the reciprocal space vector and Vg is the potential Fourier coefficient. Similarly,

the electron wave solution ψ (⃗r) has the same crystal periodicity and is a sum of all those

Bloch waves as:

ψ (⃗r) = ∑
i

ciexp[2π i⃗ki · r⃗]∑
g

Ci
gexp[2π i⃗g · r⃗], (3.10)

where i is the index of a Bloch wave, ci is the coefficient of ith Bloch wave that contributes

to the overall solution and Ci
g is the coefficient of reflection g⃗ in ith Bloch wave. Substituting
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Eq. 3.9 and Eq. 3.10 into Eq. 3.8, we can get the high-energy electron diffraction equation as:

2KSgCg +∑
h

VghCh = 2KnγCg, (3.11)

where K is the incident wave number inside the crystal defined as K2 = k2
0 +V0 with k0

defined as the incident wave number in the vacuum. Sg is the excitation error defined as

Sg = (K2 − (K +g)2)/2K. Kn is the wave number in the surface normal direction n⃗ defined

as Kn = k⃗ · n⃗. Detailed derivation can be found in Ref. [135]. Eq. 3.11 can be written in

matrix form to solve the eigenfunctions and eigenvalues associated with Cg of all reflections

in all Bloch states. After resolving the incident wave at the entrance surface with t = 0, the

wave solution inside the crystal at thickness t can be found by applying the scattering matrix

S = Cexp[2πiγ it]C−1 to the incident wave function. The intensity of a particular Bragg

beam can be obtained by taking the modulus square of the wave function for that reflection.

The Bloch wave calculations were performed in the JEMS software [128] to simulate the

convergent beam electron diffraction patterns for thickness determination. The calculations

were performed for Al in both ⟨110⟩Al and ⟨112̄⟩Al directions with sample thicknesses

ranging from 20 nm to 200 nm with a step size of 2 nm, using a semi-convergence angle of

10 mrad and 96 electron beams.

Fig. 3.9 (a) Schematic diagram demonstrating the projection of atomic potentials within
each finite slice. (b) Schematic diagram demonstrating the propagation of electron wave
from one slice to the next. The wavefront at the depth Z is scattered by the projected atomic
potentials and emits a spherically outgoing wave, which contributes to the wave front of the
next slice. Reprinted from Ref. [136], p, 138 with permission from Springer.
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The intensity in HAADF-STEM is contributed heavily by the phonon-scattered electrons

[137]. The construction of phonon (atoms deviating from their equilibrium positions) breaks

the periodic potential conditions that underpin the Bloch wave method, making multislice

the option for STEM simulations as now described. One can transform this Schrödinger

equation to the travelling of the wave along, z, the beam transmission direction [136]:

∂ψ(x,y,z)

∂ z
= [

iλ

4π
(∇2

xy)+ iσV (x,y,z)]ψ(x,y,z), (3.12)

with ∇2
xy = ∇2

x +∇2
y and the interaction parameter σ = 2πmλ/h2. Adapted from Eq. 3.12,

the wave function evolves from one slice at thickness z to the next slice at z+∆z as:

ψ(x,y,z+∆z) = P(x,y,∆z)⊗T (x,y,z)ψ(x,y,z)+O(∆z2), (3.13)

where P(x,y,∆z) is the Fresnel propagator

P(x,y,∆z) =
1

iλ∆z
exp(

iπ

λ∆z
(x2 + y2)), (3.14)

and the convolution operator (⊗) is defined as:

f (⃗r)⊗g(⃗r) =
∫

f (⃗r′)g(⃗r− r⃗′)dr. (3.15)

The convolution of the Fresnel propagator comes from the term iλ
4π ∇2

xy in Eq. 3.12, propagat-

ing the wave from one slice to the next, Fig. 3.9(b). T(x, y, z) is the transmission function:

T (x,y,z) = exp(iσ
∫ z+∆z

z
V (x,y,z′)dz′), (3.16)

which comes from the term iσV (x,y,z) in Eq. 3.12, projecting the 3D atomic potentials into

2D potentials for each slice, Fig. 3.9(a). Detailed derivation can be found in Ref. [136].

The multislice algorithm divides materials into slices and treats multiple scattering as

a repetition of single scattering within each slice. Because atoms are vibrating slowly

(1012 ∼ 1013/s), through the eyes of fast travelling electrons, phonons are virtually frozen

during the electron transmission [136]. To simulate this effect, atoms are displaced from the

equilibrium position with a probability according to the Einstein model 8:

p(⃗r) ∝ exp[−(⃗r− r⃗0)
2/2⟨u2⟩], (3.17)

8Einstein model treats the atomic vibrations as a set of independent harmonic oscillators with the same
frequency.
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where ⟨u2⟩ is the mean-squared displacement, which relates to the Debey-Waller factor B as

B = 8π2⟨u2⟩.
HAADF-STEM simulations were performed using the µSTEM software [137], imple-

menting the multislice method with the quantum excitation of phonons to incorporate elastic

and inelastic electron scattering. The simulations used the crystal structures optimised by

the first-principles density functional theory methods. The supercells were constructed from

those crystal structures, tiling around 30 Å in the lateral directions to avoid the “wrap around”

error, that is the interference of the probe wave function with itself from the neighbouring

supercells. To offer a sufficient angular range for the HAADF detector, the pixel size is

determined by the following equation as:

pixel size =
1
3

λ

θmax
, (3.18)

where λ is the electron wavelength (1.97 pm for 300 KeV electron) and θmax is the outer

angle for HAADF detector (∼ 200 mrad in the Titan3) 9. Slicing was selected to go through

the centre of each atomic layer in the electron beam direction, which yielded a slice thickness

of 1.485 Å in a ⟨110⟩Al direction or 0.825 Å in a ⟨112̄⟩Al direction. To account for the effect

of phonons, atoms in each slice were displaced randomly into 40 different configurations

according to the probability in the Einstein model. The mean-squared displacement was

1.033×10−2Å
2

for Al and 0.942×10−2Å
2

for Ag at room temperature, calculated from the

experimentally fitted polynomials in Ref. [138]. The scattering within each slice was iterated

for 20 passes, with a new set of configurations at each pass to average the scattering within

each slice. The total sample thickness was modelled from 100 Å to 600 Å. Microscope

parameters were matched with the experimental settings of Titan3 as specified in Table 3.1.

3.2.7 Quantitative Scanning Transmission Electron Microscopy

The experimental and simulated images were analysed using the ImageJ software. For the

relative contrast comparison, the brightness of the simulated images was scaled linearly to

the same dynamic range as an experimental image. The contrast was then adjusted to that of

the experimental image by modifying the gamma correction value (Γ). The intensity was

given by I′ = IΓ, where I′ is the output intensity, and I is the input intensity. Except for the

brightness and contrast adjustments, no other image manipulation was performed.

For the absolute contrast comparison, we need to characterise the detector, determine

the sample thickness in the vicinity of a precipitate and perform multislice calculations.

9It is because the sampling frequency is limited by the Nyquist frequency, below which aliasing error shall
mix different frequencies and distort the image.
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Fig. 3.10 Mapping of the HAADF detector response with the efficiency normalised against
the averaged intensity of the active area.

(a) The experimental images were normalised to an absolute scale according to Inorm =

(Iraw− Idark)/(Idet − Idark), where Inorm is the intensity normalised against the incident beam,

Iraw is the raw image intensity, Idark is the dark current of the detector, Idet is the averaged

intensity of the detector with the incident beam scanned across the detector in real space

without specimen. In order to avoid saturation of HAADF detector, a smaller condenser

aperture (10 µm, convergence semi-angle of 3 mrad) was used for characterising the detector

instead of the one for imaging (50 µm, convergence semi-angle of 15 mrad). The probe

intensity difference bought by those two condenser aperture sizes was calibrated in the

vacuum with a CCD camera. Fig. 3.10 shows the inhomogeneous response of the HAADF

detector in the Titan3 FEGTEM, which needs to be averaged to compare with the simulations.

Care was taken to distinguish the active area of the detector from its physical size. Though

detector response is stable, the probe intensity and the imaging amplifier off-set value vary

with experiments. Thus, those calibration procedures were performed for each quantitative

STEM experiment. (b) The sample thickness was determined in the Al matrix adjacent to

a precipitate phase, by comparing an on-zone PACBED pattern with the simulations (via

JEMS or muSTEM). The experimental PACBED patterns were recorded using a 30 µm

condenser aperture (convergence semi-angle of 10 mrad) and an energy filtered CCD (GIF

Quantum filter). An energy slit of 10 eV was centred at the zero-loss peak in the electron

energy loss spectrum (EELS) to remove the diffusive diffraction background caused by the

inelastic scattering. (c) The thickness determined by PACBED was used as an input for
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multislice calculations. Images with different atomic occupancies at the precipitate interface

were simulated to determine the interfacial chemistry. The details of multislice simulation

were described previously. Both experimental and simulated images were normalised to the

incident beam for comparison.

3.2.8 Atomic Positions Refinement and Experimentally-informed Model

Building

The atomic positions at the interfaces may deviate from that of the bulk. Reconstruction at the

interface is common due to the interactions between solute and defects. We applied statistical

parameter estimation theory to locate the atomic positions at the interface, as implemented in

the software StatSTEM [139]. In the algorithm, Gaussian peaks are fitted atomic positions

according to:

fkl(θ) = ξ +
N

∑
n=1

τnexp(−(xk −βxn)
2 +(yl −βyn)

2

2ρ2
n

), (3.19)

where fkl(θ) is the parametric model for the intensity of the pixel (k,l) at the position (xk,yl),

ξ is the background constant intensity, ρn and τn are the width and height while βxn and

βyn are the refined coordinates of the nth Gaussian peak. θ is the vector space of unknown

parameters to be refined, as a function of β , ρ , τ and ξ . Atomic columns of the different types

may have different widths and heights. By minimising the cost function (the least square

of difference between experimental images and Gaussian peak models), the 2D coordinates

were obtained for each atomic column. The accuracy and precision of this method was

examined down to few pm [139].

Building 3D atomic models of complicated structures is always a practical barrier that

prevents the microscopy evidence to be implemented in atomistic calculations. The het-

erophase interfaces in this study involve specific chemistries and dislocations that makes the

model building even more formidable. After the 2D atomic column positions were retrieved,

we applied the known periodicities of FCC and HCP phases in the viewing direction to

build the experimentally-informed 3D interface models. This was achieved by exporting the

2D positions to the software QSTEM Model Builder [140], which can specify independent

crystal structures in arbitrary directions with arbitrary 2D outlines. The detailed atomic

positions at the interfaces were adjusted from the perfect positions of each phase to the

experimentally recorded positions. The models were expanded laterally to reach the periodic

boundary condition.



3.2 Transmission Electron Microscopy 77

3.2.9 Geometric Phase Analysis

Geometric phase analysis (GPA) filters a lattice image according to the peaks in its fast

Fourier transform (FFT) and compares that image to a reference lattice to resolve local strain

in real space [141]. GPA has demonstrated an excellent spatial accuracy in agreement with

classical strain theory [142, 143]. In this study, as the coherent precipitates have a super lattice

of FCC aluminium and are coherently embedded within the matrix, the value calculated by

GPA reflects the lattice displacements relative to FCC Al. An experimental STEM image

with 1024 × 1024 pixels was used as input, where Al matrix away from the precipitate in the

same image was used as the reference. The theoretical values of lattice displacements for bulk

precipitate phase were calculated by comparing the DFT-optimised structure of precipitate

phase (see details in DFT methods) in reference to the DFT-optimised Al lattice parameter

using elastic strain calculation [144] in the Ovito software [145]. The lattice parameter

values of aluminium obtained from both experimental measurements (4.04±0.05 Å) and

DFT optimisation (4.05 Å), as the reference for both calculations, were in good agreement.

The linear scanning distortion was corrected with a standard gold cross-grating sample before

imaging for geometric phase analysis. Because STEM moves the probe in a raster, scanning

artefacts arise due to the time delay between measurements and accumulated error in probe

position [146]. The noise, usually non-linear in nature due to the external field, is more

predominant in the slow scanning direction comparing to the fast scanning direction. The

non-linear scanning distortion was corrected with image pairs in orthogonal scan directions

using the algorithm described in Ref. [146]. The uncertainties in our GPA results were better

than ±1% after the distortion correction. Note that the atomic size difference between Al

and Ag is negligible (about 0.5%). Therefore, our geometric phase analysis is not sensitive

to the composition. However, it is sensitive to any structural change larger than 1%. All

the calculated images were colourised with the same scale from -7% (contraction) to 7%

(extension) for visualisation.
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3.3 Atomistic Calculations

The fundamental law necessary for the

mathematical treatment of a large part of

physics and the whole of chemistry are

thus completely known, and the

difficulty lies only in the fact that

application of these laws leads to

equations that are too complex to be

solved.

Paul A. M. Dirac

Quantum Mechanics of Many Electron

System, 1929

All materials properties (except nuclear irradiation) are determined by their electronic

structures. In quantum mechanics, we assume that all the information about a quantum

state is described by wave functions [147]. The eigenstate of a wave and the associated

eigenenergy are prescribed by the Schrödinger equation as follows:

[− h̄2

2m
∇2 +V (⃗r)]ψi(⃗r) = εiψi(⃗r), (3.20)

where h̄ is the reduced Plank constant, m is the particle mass, ∇2 is the second derivative in

terms of position, V is the potential, which varies with particle position r⃗ in space, ψi(⃗r) is

one eigenfunction and εi is the associated energy. The left side is the Hamiltonian operating

on wave function that involves the kinetic energy and the potential energy; the right side is

the eigenenergy of the wave function, so this is a typical linear algebra problem. Any state

observable in the system is a linear combination of the eigenfunctions with associated weights.

However, solving the Schrödinger equation is not easy because of particle interactions.

For instance, let one atom has a number of N electrons, each not just interacts with the

nuclei but between themselves. Due to the nature of fermion, two electrons cannot occupy

the same quantum state, known as the exchange interaction (or Pauli exclusion principle)

[148, 149]. The movement of one electron is inevitably influenced by the presence of all other

electrons, known as correlation interaction [150, 151]. The exchange-correlation interactions

of electrons suggest that the kinetic energy term and effective potential energy term have

many-body effects. The analytical solution to any many-electron element beyond hydrogen

is fundamentally difficult. Any practical material has many of them. Putting more atoms in a
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box adds the inter-atomic interactions to a new level of complexity. The wave function is

practically unsolvable.

The following sections describe the atomistic calculations and structure analyses used in

this study. In particular, density functional theory is the first-principles method that solves

many-body quantum mechanics, which is used for calculating accurate energetics. Embedded

atom method is the semi-empirical method that involves a first-principles calculated or

experimentally fitted potential, Newtonian mechanics and molecular thermodynamics, which

is often used for studying the dynamics of many-body systems.

3.3.1 Density Functional Theory

Density functional theory (DFT) tackles many-body quantum mechanics by electron density

functionals. A functional is a function of another function. In this case, the functional is the

variations of the system properties (i.e. energy) against the spatial distribution of electron

density; hence, the method is known as density functional theory. The ground state energy

and electronic structures are obtained via the Hohenberg-Kohn theorem [152]:

1. The wave function is uniquely determined by the electron density.

2. The ground state electron density is the one that minimises the wave function energy

and hence determines all the ground state properties.

Solving the wave function from the electron density perspective uses the Kohn-Sham equation

[153]:

[− h̄2

2m
∇2 +VE f f (⃗r)]ψi(⃗r) = εiψi(⃗r), (3.21)

VE f f (⃗r) =VEx(⃗r)+VH (⃗r)+VXC(⃗r), (3.22)

that involves the kinetic term and the effective potential term similar to that in the Schrödinger

equation. The effective potential is composed of the external potential VEX (⃗r) that includes

the ion-ion Coulomb interaction and electron-ion Coulomb interaction, the electron-electron

Coulomb interaction VH (Hartree term) and the exchange-correlation effect VXC. Rather than

directly solving the Schrödinger equation, DFT simplifies the problem by searching for the

electron density that yields the lowest energy, as long as those quantities are uniquely related.

The wave function is solvable if the electron density is known. Meanwhile, the electron

density is determined by wave function as n=Ψ∗ ·Ψ [147]. Their relationship implies the

density functional theory is a self-consistent calculation to solve the many-body quantum

mechanics [153].
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The essence of density functional theory is solving the Kohn-Sham equation with a

self-consistent electron density [154]. Thus, the workflow is iterative as shown in Fig. 3.11.

Though the formalism of DFT has been proven to be exact, the practice has to approximate the

exchange-correlation interactions because the exact expressions are unknown. Historically,

the first tempt is local density approximate (LDA) [155, 156], using local homogeneous

electron gas with simple analytical expressions to solve the Kohn-Sham equation. The

success of LDA was overwhelming that excited the development of ab-initio materials

simulation [157]. However, LDA is not a true representation of electron density. For instance,

localisation means a large gradient of electron density, hence an overestimated kinetic energy.

As a consequence, LDA usually has an over-binding problem with an underestimated bond

length and an overestimated bond energy. General gradient approximation (GGA) takes the

gradient of the charge density into consideration. As a more semi-localised functional, GGA

usually gives better ground state structures and energies than LDA [158]. Meta-GGA [159]

and hybrid method [160] exist but are less commonly used due to their computational costs.

Selecting the right exchange-correlation functional is crucial for DFT calculations. Be-

sides the density approximations mentioned above, one has to decide how to sample the

electron density: in the real space or the reciprocal space? For the real space sampling,

localised orbitals method treat electrons in their orbitals, which is advantageous for large

systems as the computation complexity scales linearly with the system size, N, as O(N).

However, the localisation sacrifices the accuracy. In addition, choosing the basis sets of the

orbitals is not trivial that their completeness and superposition errors are not guaranteed [161].

For the reciprocal space sampling, the plane wave method is a natural choice according to

the Bloch theorem. The detailed electronic structure in the real space can be easily explored

with the high-frequency waves in the reciprocal space, though the computation complexity

scales with the system size as O(N3). It is because the atomic potentials perturb increasingly

when approaching to the core. As a result, those nodal functions require a large basis set of

waves to construct. Given a significant computation effort, however, the core electrons do not

contribute to the bonding and hence most of the materials properties [162]. Thus, using pseu-

dopotentials is a common practice that only fits the potential beyond the selected "core radius"

and neglects the core. The core electrons are pre-calculated in an atomic environment and

kept "frozen" for further calculations. Historically, norm-conserving pseudopotential [163]

and ultrasoft pseudopotential [164] were used. However, those pseudopotential schemes

were found to be problematic if the atomic environment in an actual calculation deviates

away from the reference where the potentials were constructed [165]. This problem inspired

the development of the plane augmented wave method (PAW) [166, 167]. PAW approximates

the potential with the pseudopotential handling the valence electrons and exact potentials
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Input

atomic structure and calculation parameters

Inital guess of electron density n(r⃗)

Calculating effective potential

Veff (r⃗) = Vext(r⃗) + VH(r⃗) + VXC(r⃗)

Solve the Kohn-Sham equation

[− h̄2

2m
∇2 + Veff (r⃗)]ψi(r⃗) = εiψi(r⃗)

Evaluate electron density

n′(r⃗) = ψi(r⃗)
∗ψi(r⃗)

Self-consistent ?

Output

charge density, total energy, forces, eigenvalues and eigenvectors...

Mixing electron densities

n(r⃗) = βn(r⃗) + (1− β)n′(r⃗)

yes

no

Fig. 3.11 The workflow of density functional theory calculations. At first, a trial density n(⃗r)
is proposed with the input atomic structures, which is used to construct the effective potential
Ve f f (⃗r). The Kohn-Sham equation is solved with the effective potential, which yields the
wave function ψi(⃗r) and the corresponding energy Etot [n(⃗r)]. As long as the electron density
n′(⃗r) calculated from the wave function does not converge with the input ρ (⃗r), the procedure
is continued with the mixed electron density as the new input and loop again. When the two
electron densities are self-consistent, the calculation is finished with the output quantities.

handling the core electrons [167]. Recently, the DFT community has examined the reliability

of the Perdew-Burke-Ernzerhof (PBE) exchange-correlation density functional for various

elements [168], showing a good agreement in different code implementations. In particular,

PBE-PAW is highly efficient with an accuracy comparable with the result from all-electron

scheme [168].
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In a practical DFT calculation, the computation parameters need to be wisely chosen to

balance the accuracy and efficiency. For plane-wave DFT calculations, they determine the

sampling in the Brillouin zone (BZ): the primitive cell in the reciprocal space [154]. There

are several things to be considered:

(a) As the quantum state is uniquely related to the charge density, a great deal of the

calculations is about evaluating the charge density in the real space via integral in the

reciprocal space as:

n̄ =
Vcell

(2π)3

∫

BZ
n(⃗k)d⃗k, (3.23)

where Vcell is the volume of the primitive cell in the real space. Numerically, the integration

is simplified as the sum of discrete points, known as k-points, as:

∫

BZ
n(⃗k)d⃗k ≈

n

∑
j=1

C jn(⃗k), (3.24)

where C j is the coefficient for the j-th k-point. Therefore, for a calculation of a cubic crystal

with M×M×M k-points, the more k-points are, the more accurate results will be, though

with an increased computational cost. However, one can save some cost by considering the

fact that crystals have symmetries. It means that we can evaluate a reduced portion of the

zone – known as the irreducible Brillouin zone (IBZ) – to represent the entire BZ [154].

(b) There are two different approaches to distribute the k-points in BZ: the Monkhorst-

Pack method [169] and gamma method [154]. The difference between them is gamma

method always includes the origin of the BZ as the Γ point. In contrast, only odd k-points in

the Monkhorst-Pack method include the Γ point. The difference is important when sampling

the IBZ with even k-point mesh for a hexagonal lattice, in which case the Monkhorst-Pack

method results in non-equally distributed k-points in BZ after the rotation symmetry operation

[154].

(c) Metals have a sharp Fermi surface that separates the occupied and unoccupied electron

states [154]. The discontinuous function brings a complication for k-point sampling at the

Fermi surface. A number of methods have been developed to solve this problem. For example,

the smearing method smears the step function into a smooth function with a smearing factor

[170]. The tetrahedron method defines a set of tetrahedra that fill the reciprocal space

according to the discrete k-points [171]. The values within each tetrahedron are interpolated

for integration. The smearing method is fast for structure relaxations, while the tetrahedron

method yields accurate results for energy calculations.
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(d) According to the Bloch theorem, the solution to the Schrödinger equation for a crystal

has the form of [154]:

ψ⃗k(⃗r) = exp[i⃗k · r⃗]φ⃗k(⃗r), (3.25)

where φ⃗k(⃗r) has the same periodicity as the crystal structure, which can be expanded as:

φ⃗k(⃗r) = ∑
g

Cgexp[i⃗g · r⃗], (3.26)

where g⃗ is the reciprocal lattice vector. Combining Eq. 3.25 and Eq. 3.26, the wave function

is expressed as:

ψ⃗k(⃗r) = ∑
g⃗

c⃗k+g⃗exp[i(⃗k+ g⃗)⃗r]. (3.27)

Evaluating the wave function at each position in the real space involves summing all possible

G⃗ in the reciprocal space, which is computationally expansive. The kinetic energy for the

wave function in Eq. 3.27 has a simple form as:

Ekinetic =
h̄2

2m
|⃗k+ g⃗|2. (3.28)

The solution is largely characterised by low energy waves. Thus, it allows us to truncate the

infinite summation with a threshold energy, known as the energy cut-off [154] as:

Ecut =
h̄2

2m
g2

cut , (3.29)

ψ⃗k(⃗r) = ∑
|⃗k+g⃗|<gcut

c⃗k+g⃗exp[i(⃗k+ g⃗)⃗r]. (3.30)

Note that the Bloch wave theorem is universal in both electron diffraction simulation in

Section. 3.2.6 and in density functional theory calculation presented here. They all include

a finite number of electron beam reflections or energy cut-off for the calculation efficiency.

The only difference is that the electron diffraction simulation does not include the exchange-

correlation effects: (I) it treats the crystal potential as a superposition of independent atoms;

(II) the fast electron is scattered by such potential without exchanging or correlating with

the electrons belong to atoms. In contrast, density functional theory has to include the

exchange-correlation effects to yield accurate energy calculations or electronic structures.

There are other parameters that are beyond short description here. But in general, one

needs to check the convergence of the k-points and energy cut-off for accurate and efficient

DFT calculations.
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In this study, DFT calculations were performed using the Vienna Ab initio Simulation

Package (VASP) [172]. We used the potentials supplemented with the VASP, constructed

from the generalised gradient approximation of Perdew, Burke, and Ernzerhof (GGA-PBE)

[158] using the projector augmented wave (PAW) method [166, 167]. Geometrical relaxations

were performed to optimise the supercells until Hellmann-Feynman forces were less than 0.01

eV/Å, using Methfessel-Paxton method [170] with a smearing factor of 0.05 eV. All lattice

parameters and all internal coordinates were optimised if not stated otherwise. Single-point

energy calculations were performed using tetrahedron method with Blöchl corrections [171].

K-points in the Brillouin zone were sampled using the gamma method. The convergence

of the relevant energy differences with respect to energy cut-off (500 eV), k-point sampling

(∼2000/atom10) and supercell size (separation ≈ 2 nm for non-periodic structures) was better

than 1 meV/atom. Fig. 3.12 shows the convergence tests for FCC Al and Ag and HCP Ag2Al.
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Fig. 3.12 Cohesive energy as a function of energy cut-off and k-point sampling for (a) Al, (b)
Ag and (c) Ag2Al, where green shaded regions indicate a good convergence (« 1meV/atom)
with the selected energy cut-off (500 eV) and k-points (∼2000/atom).

The formation energies of different phases are given relative to the energy of FCC Al

and Ag in the ground state. For the Al-Ag system with n Ag atoms and m Al atoms, the

10The 4-atom unit cells of FCC Ag and Al were sampled with 20×20×20 k-points; the value was scaled
linearly for other systems. Note that our k-points are over-sufficient which can be reduced in a future study.
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Table 3.2 Lattice parameters and energetics of different phases in the Al-Ag alloy system.

Lattice Parameters (Å) Cohesive Energy (eV/atom) Formation Energy (eV/atom)
Phase

Experiment Previous DFT This work Previous DFT This work Previous DFT This work
Al 4.046a 4.039d , 3.98 f 4.050 −3.748d -3.745 0 0
Ag 4.079a 4.161d , 4.02 f 4.161 −2.832d -2.827 0 0

Ag2Al
a=2.858b

c=4.607b
a=2.922d , 2.850e

c=4.618d , 4.546e
a=2.890
c=4.600

−3.208d -3.209 −0.071d , −0.121e, f -0.075

AgAl
a=2.88c

c=27.35c N/A
a=2.97
c=26.88

N/A -3.331 N/A -0.044

a. X-ray measurements, taken from Ref. [173].
b. X-ray measurements, taken from Ref. [68].
c. Our HAADF-STEM measurements [174].
d. PBE-GGA calculations, taken from Materials Genome Project [175].
e. Ultrasoft-LDA calculations, taken from Ref. [176].
f. Ultrasoft-LDA calculations, taken from Ref. [87].

formation energy is defined as:

EnAg+mAl
F = EnAg+mAl

tot −nEAg
atom −mEAl

atom (3.31)

Where EnAg+mAl
F is the formation energy of certain structure, EnAg+mAl

tot is the total energy of

the system, EAg
atom and EAl

atom are the energy per atom for FCC Ag and Al lattices respectively.

The formation energy per Ag atom EAg
F is defined as:

EAg
F = EnAg+mAl

F /n. (3.32)

The defect energy of Ag in solid solution was calculated by an isolated Ag substitutional

point defect in an Al supercell containing 108 atoms, giving a substitutional defect energy

of 0.09 eV, in reasonable agreement with previous calculations of 0.02 eV using the local

density approximation (LDA) [88]. The formation energies of Ag clusters, including di-atom

clusters and tri-atom clusters, were also calculated using a 108-atom Al supercell with

Ag substitutions in different configurations. Planar Ag-Al structures were modelled using

tetragonal or trigonal supercells in which the precipitates were surrounded above and below

by Al (representing the infinitely wide two-dimensionally coherent Ag plane(s) surrounded by

Al matrix), containing the equivalent of 20-24 atomic planes ({001}Al, {110}Al or {111}Al).

Sufficient numbers of Al atomic layers were used to simulate the effect of an infinitely large

Al matrix. The newly discovered ζ phase was investigated by assuming each bilayer was

pure Ag or Al, which resulted in a composition of AgAl. The embedded γ ′ phase and ζ phase

were calculated by the sandwiched structure of AgAl with the Al matrix using the supercell
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as described above. The bulk γ ′ phase was calculated using the model by Neumann [68] with

lattice parameters constrained to experimental measurements [70]. The bulk phases of Al,

Ag, ζ (AgAl) and γ (Ag2Al) were fully optimised; their calculated lattice parameters and

formation energies were consistent with previous experiments [68, 69], calculations [88, 176]

and database of Materials Genome Project [175], see Table 3.2. In particular, Materials

Genome Project used the same exchange-correlation functional (PBE-GGA) as this study

and similar calculation parameters (energy cut-off of 520 eV and k-point ∼1000/atom) that

make the results comparable (energy differences < 5 meV/atom).

3.3.2 Embedded Atom Method

The embedded atom method (EAM) approximates the energy of a group of atoms by their

separations from neighbour atoms with an inter-atomic potential [177]. The inter-atomic

potential includes (1) an embedding term that embeds atom with the electron cloud, and (2) a

pair-wise term that accounts for the interaction between two or more atoms as follow:

Etot = ∑
i

Ei, (3.33)

∑
i

Ei = Fi(ρ̄i)+
1
2 ∑

j( j ̸=i)

φi j(Ri j), (3.34)

where Etot is the total energy of the system, Ei is the energy of atom i, Fi is the embedding

potential as a function of electron density, ρ̄i is the superposition of electron density at the

site of atom i, φi j is the pair wise potential between atom i and j, and Ri j is the distance that

separates them. Symmetries of s, p, d, f electrons were added to the modified embedded

atom method (MEAM), which gives the angular dependency to the inter-atomic potentials

[178]. EAM is particularly useful for studying defects in the metallic system [177].

In this study, EAM has been used to study the evolution of dislocation loops and precipi-

tate interfaces, which was implemented in Large-scale Atomic/Molecular Massively Parallel

Simulator (LAMMPS) [179]. We used the DFT-fitted inter-atomic potential of Al-Ag speci-

fied in Ref. [180]. For dislocation loops, the modelling cell consists of a rectangular box with

periodic boundary conditions, filed with FCC Al-1.7 at.% Ag (by random replacement). The

box had a size of 99Å × 98Å × 80Å, in [112̄]Al, [111]Al and [11̄0]Al respectively, containing

31360 atoms. A vacancy disk of trigonal shape and hexagonal shape were drilled at the

centre of the box, on {111}Al planes to simulate the Frank dislocation loop (⃗b = 1/3⟨111⟩).
The initial vacancy disk with over 100 vacancies can generate a reliable structure [181]. For

precipitate interfaces, the modelling cell consists of a rectangular box with periodic boundary

conditions, filed with FCC Al and HCP Ag2Al phases with atomic positions determined by
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HAADF-STEM experiments. Energy and force relaxations were performed for each structure

to study the evolution of dislocation loops and precipitate interfaces. The crystal structures

were recognised with common neighbour analysis [182], explained in Section. 3.3.3. Dis-

location analysis was performed using dislocation extraction algorithm [144], explained in

Section. 3.3.4. Both common neighbour analysis and dislocation extraction algorithm were

implemented in the Ovito software [145].

3.3.3 Local Structure Identification

Fig. 3.13 Illustrating the common neighbour analysis index for the FCC structure. Each
FCC atom has 12 nearest neighbours (coloured in green) and every neighbour has 4 bonds
(coloured in red) to other neighbours of the central atom. Those 4 bonded neighbour-
neighbour atoms have 2 bonds connecting between them (coloured in light blue), and the
maximum length of those two bonds is 1. Reprinted from Ref. [183], p.327 with permission
from Springer.

Understanding the atomic mechanisms of phase transformations requires identification of

the local, atomic-level structures. In other words, we need to know the classification of atoms

during phase transformations. This requires an algorithm to distinguish different phases and

lattice defects. Usually, contentious order parameters like centrosymmetry parameter are

used to evaluate the local arrangement of atoms. However, they become problematic when

different structures are mapped to the same value [183]. Discrete order parameters were
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developed to solve this problem and a popular choice is the common neighbour analysis

employed in this study.

Common neighbour analysis characterises the topology of local bond networks for each

atom and its neighbour atoms. The local bond networks are defined by atoms within a cut-off

distance. For close-packed structures (FCC and HCP), this cut-off distance is chosen to be

the half-way between the first and the second nearest neighbours atoms. For each atom, a

triplet index (ncn,nb,nlc) is computed, with

• ncn: the number of common neighbour between the central atom and it neighbour

atoms,

• nb: the number of bonds between the common neighbour atoms,

• nlb: the number of bonds in the longest continuous chain of bonds between the common

neighbour atoms

As shown in Fig. 3.13, FCC atoms have 12 neighbours yielding the same index of (4, 2, 1)

[183]. In contrast, HCP atoms have 6 neighbours with the index of (4, 2, 2) and 6 neighbours

with the index of (4, 2, 1) [183]. Using the common neighbour analysis, we can systematically

distinguish between FCC and HCP structures in complicated structures.

3.3.4 Dislocation Identification

Fig. 3.14 Burgers circuit method to identify a dislocation and its associated Burgers vector.
A closed circuit around a dislocation in (a) is mapped to the perfect crystal in (b). The closure
failure defines the Burgers vector. Reprinted from Ref. [183] p.331 with permission from
Springer.

As reviewed in Chapter 2, dislocation plays a critical role during the FCC-HCP phase

transformations in Al-Ag alloys and many other precipitation systems in general. It is
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important to identify the positions of dislocations and their associated Burgers vectors.

Traditionally, this is done by constructing Burgers circuit [184] on 2D lattice images obtained

from high-resolution electron microscopy or atomistic calculations. As shown in Fig. 3.14,

dislocation is essentially a failure of closing the Burgers circuit when mapping the vector

loop C in the dislocated crystal to the vector loop C′ in the perfect crystal. The Burgers vector

of the dislocation is thus defined as:

b⃗ =−∑
C′

∆X⃗ ′. (3.35)

However, it is tedious to manually construct Burgers circuit for each atom. Human intuition

is needed to identify dislocated regions from perfect crystals. For complicated heterophase

interface, this intuition is prone to errors. Therefore, we used the dislocation extraction

algorithm [144] to systematically identify dislocations in experimentally-informed interface

models (see Section. 3.2.8).

The core task of dislocation extraction algorithm is guiding the construction of Burgers

circuit efficiently [183]. In other words, the algorithm should be able to distinguish the

dislocated region and calculate the associated Burgers vector. The classification of perfect

crystal and defected crystal is assisted by common neighbour analysis described earlier. The

calculation of Burgers vector is performed by Delaunay tessellation, which connects the

discrete lattice points in space such that no point is inside the circumcircle/circumsphere of

any tessellation (triangle for 2D lattice, tetrahedron for 3D lattice) [183].

As shown in Fig. 3.15(a-c), common neighbour analysis identified atoms at the dislocation

core (coloured in black), which are excluded from perfect tessellation [183]. An interface

mesh is constructed as the boundary between the perfect region and defected region, which

encloses defects in the crystal. Trial Burgers circuits are constructed on the interface mesh

to measure the Burgers vector by summing the ideal lattice vectors defined in tessellation.

The algorithm tests all possible circuits up to a prescribed maximum length in the order of

increasing circuit length until a non-zero Burgers vector is found. Then this circuit length is

used to discover the rest of the dislocation line by sweeping the circuit along the interface

mesh, shown in Fig. 3.15(d). An 1D dislocation line is then located by calculating the centre

of mass for each circuit. The maximum circuit length is in place to prevent the algorithm

missing any dislocation details like kinks and junctions.

In summary, this chapter describes a combination of state-of-art techniques – including

alloy processing, electron microscopy and atomistic calculations – to study phase transforma-

tions in the Al-Ag system.
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Fig. 3.15 Illustration of dislocation extraction algorithm. (a) Delaunay tessellation of a
dislocated crystal with the core atoms coloured in black, as identified by common neighbour
analysis. (b) Delaunay tessellation is highlighted by coloured arrows indicating the corre-
sponding perfect lattice vectors. The grey region indicates the defected crystal which cannot
map to the perfect reference lattice in (c). (d) Sweeping of the Burgers circuit in a step-wise
manner – triangle by triangle on the interface mesh – resolves the continuous dislocation line.
Reprinted from Ref. [183] p.333,334 with permission from Springer.



Chapter 4

Modifying Phase Transformation

Pathways through the Interaction

Between Defects and Pre-existing Phases

4.1 Introduction

In the preceding review, it was highlighted that defects often assist phase transformations

in terms of both diffusion and structural transformations. In particular, the FCC-HCP

transformation requires the dissociation of defects into Shockley partial dislocations for the

formation of γ ′ phase in Al-Ag alloys. Thus, defects are added deliberately via thermal

and mechanical processing prior to or during artificial ageing to promote precipitation. In

addition, defects also trigger precipitation in the supersaturated solute solid matrix during

fatigue – known as dynamic precipitation. However, our current knowledge of the interactions

between defects and pre-existing precipitate phases are highly limited. This chapter examines

defects in an Al-Ag alloy and their role during phase transformations. Specifically, we used

HAADF-STEM to characterise alloy microstructures under different ageing conditions. We

accidentally found a rare layer-structured phase within a GP zone ε . An in-situ annealing

experiment of a pre-aged TEM alloy foil surprisingly reproduced this ordered structure from

pre-existing GP zones. This unusual phenomenon inspired us to develop a bulk processing

scheme to confirm the proposed mechanism of defect-induced phase transformation, which is

relevant to the thermomechanical processing in manufacture industry and the durability

of alloy components during their servicing. This study demonstrated that defects can

be manipulated to tailor the precipitation behaviours and even change the transformation

pathways in the classic Al-Ag alloy system.
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This chapter begins with the microstructure overview obtained from conventional heat

treatments in Section. 4.2.1, which involves the precipitate phase γ ′ and GP zones ε . Sec-

tion. 4.2.2 describes the geometries of the γ ′ precipitate assemblies with electron tomography

and atomistic simulations. Section. 4.2.3 describes GP zones in the as-quenched state and

during ageing with different heat treatments.

In Section. 4.3, defects were introduced in alloys with nanoscale and bulk processing,

where large GP zones were in place as a pre-existing phase. Section 4.3.1 describes the

nanoscale treatment by in situ annealing of the thin TEM foils. Section 4.3.2 describes the

bulk treatment through deforming the pre-aged alloys and performing secondary ageing. A

new ordered phase was found in both approaches.

Part of the results in this chapter was published in Ref. [174].

4.2 The Microstructure of Conventional Heat Treatments

4.2.1 Overview

An Al-1.68%Ag alloy aged at 200°C for times varying from as-quenched to 15 days exhibited

the microstructure expected from previous studies [77]: finely distributed Ag-enriched

coherent precipitates known as GP zones and sparsely distributed γ ′ precipitates. Fig. 4.1(a)

shows a typical view of the alloy quenched in water and aged at 200°C for 2 h. The γ ′

precipitates were present in the shape of structured assemblies, in agreement with previous

findings [77]. Fig. 4.1(b) confirms that γ ′ precipitates have an ABAB... stacking embedded

in the FCC aluminium matrix with ABCABC... stacking. The γ ′ precipitates displayed

the expected orientation relationship of {111}Al ∥ {0001}γ ′ and ⟨110⟩Al ∥ ⟨112̄0⟩γ ′ with an

exceptionally good lattice matching with aluminium [69, 185]. Fig. 4.1(c) shows chemical

inhomogeneity within the GP zones ε , where the darker columns correspond to Ag depletion

in Al. This observation is consistent with earlier X-ray [62] and STEM results [186] that

showed Ag depletes in the core and enriches in the shell. However, the detailed structure of

ε can be considered as a “sponge-like” distribution of Ag, rather than the simple model with

one core as proposed previously [62]. These GP zones ε are likely the growth product of

small Ag clusters. Fig. 4.1(d) shows that small Ag enriched clusters with few atoms readily

existed in the as-quenched state due to decomposition, in agreement with work published

over 50 years ago [53].

Ageing the alloy below the η-ε transition temperature revealed GP zone η with homo-

geneous Ag distribution and γ ′ precipitate assemblies which agree with previous studies

[61]. In contrast, ageing the alloy at 300°C (above the GP zone solvus at Al-1.7 % Ag) only
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Fig. 4.1 HAADF-STEM images of the typical microstructure for Al-1.68 at.% Ag aged 2 h
at 200°C after water quenching. (a) Low magnification image of γ ′ precipitate assemblies
and GP zones; (b) high magnification image showing a γ ′ precipitate with the enlarged inset
illustrating the characteristic stacking fault associated with a HCP precipitate (AB... stacking)
embedded within the FCC matrix (ABC... stacking); (c) high magnification images showing
the ε GP zones with the enlarged inset show the Ag depletion area inside a GP zone. (d)
High magnification image of small Ag clusters formed in the as-water-quenched state. The
electron beam is parallel to ⟨110⟩Al.
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Fig. 4.2 Simulations of dislocation reaction for Frank dislocation loops (⃗b = 1/3⟨111⟩) in an
Al-Ag alloy. (a) Formation of stacking fault quasi-bi-tetrahedron from a hexagonal vacancy
disk. (b) Formation of stacking fault tetrahedron from a trigonal vacancy disk. The local
crystal structure was recognised by common neighbour analysis [145]. Atoms at FCC sites
were deleted for visualising the defect structure, while atoms at HCP sites were colourised
in red, and atoms with the coordinate number other than 12 were colourised in white. The
Frank partial dislocations were colourised in blue, the Shockley partial dislocations were
colourised in green and Lomer-Cottrell dislocations were colourised in purple, as computed
by the dislocation extraction algorithm [144].

displayed quenched-in Ag clusters and large individual γ ′ precipitate plate which agrees with

Ref. [75]. Since those observations are well-recorded in the literature [61, 84, 187], we will

concentrate on the microstructure obtained by 200°C ageing in the following sections.

4.2.2 Nucleation and Growth of γ ′ Precipitate Phase

Previous TEM studies [78] using dark field imaging (⃗g · b⃗ analysis) showed that the γ ′

precipitate assemblies heterogeneously nucleate on the quenched-in Frank dislocation loop

(⃗b = 1/3⟨111⟩). The detailed dislocation reaction associated with the assembly nucleation is

now explained with the embedded atom method (EAM) simulations. A supercell of Al-1.7

at.%Ag in solid solution was constructed by randomly replacing Al with Ag according to

the composition. The hexagonal and trigonal vacancy disks were constructed by removing
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atoms on the close-packed planes. These two structures were optimised with EAM using a

semi-empirical potential at 0 K. As shown in Fig. 4.2, the collapse of the vacancy disks on

the close-packed plane gave rise to the Frank partials (⃗b = 1/3⟨111⟩). This process changed

the atomic stacking from FCC to HCP, which formed the central HCP plate. However, the

Frank partial dislocations were found to be not stable as associated with a larger strain energy

that they dissociated into the sessile Lomer-Cottrell dislocations (⃗b = 1/6⟨110⟩) and glissile

Shockley partial dislocations (⃗b = 1/6⟨112⟩) via:

1/3⟨111⟩ → 1/6⟨110⟩+1/6⟨112⟩.

The Shockley partial dislocations cross-slipped to new close-packed planes while Lomer-

Cottrell dislocations locked the junction between the central HCP plate and the peripheral

HCP plates. There was only one intrinsic stacking fault (relative to the FCC matrix) for each

HCP plate that determined the minimum thickness of γ ′ precipitate during nucleation. The

final geometry of the assembly depends on the initial shape of Frank dislocation loop. For a

hexagonal loop, Fig. 4.2(a), it evolved into a stacking fault quasi truncated bi-tetrahedron

with seven stacking fault plates: one hexagonal plate in the centre and three peripheral plates

facing up and alternating three plates facing down. Such quasi truncated bi-tetrahedron

displays a hexagonal symmetry (point group: 3̄2/m), which is the highest point symmetry

in the trigonal system [188]. The trigonal loop developed into a stacking fault tetrahedron

(point group: 332), Fig. 4.2(b). The results presented therein Al-Ag alloys agree with the

previous molecular dynamics study of Frank dislocation loops in pure Ag [188].

The atomic mechanisms of dislocation reaction determine the precipitation geometry

evolution during ageing the alloy. Fig. 4.3(a) shows an electron tomography reconstruction

of the microstructure after ageing at 200°C for 2 hr. Most of the precipitate assemblies were

indeed truncated bi-tetrahedron, such as one highlighted in the centre of the reconstruction.

The peripheral plates were fully developed into a hexagonal shape that impinged each other

and completed the truncated tetrahedron geometry. Interestingly, the corners of the geometry

were still open as triangular “windows”. This complicated geometry can be visualised as the

combination of two truncated tetrahedra with one sharing facet and 60° relative rotation, see

Fig. 4.3(a).

The tetrahedron assemblies, in contrast, were less common with two examples in

Fig. 4.3(a) and (c). This is because the defect formation energy associated with the trigonal

loop is much higher than the hexagonal loop [188]. Examination of the early stage mi-

crostructure revealed that the peripheral plates were still in development, as highlighted with

green arrows in Fig. 4.3(b). The driving force for the peripheral plate developments is the

formation of HCP precipitate phase that lowers the system enthalpy. The excellent agreement
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Fig. 4.3 The topology of the γ ′ precipitate assemblies. (a) Electron tomography of the
microstructure in an Al-1.68 at.% Ag aged 2 h at 200°C after water quenching. The precipitate
assemblies in the centre of the reconstructed volume are highlighted by rendering the
isosurface, showing a truncated bi-tetrahedron assembly labelled as BT, and a tetrahedron
assembly labelled as T in the image. The geometry of a truncated bi-tetrahedron is illustrated
with two truncated tetrahedron (one facing up, one facing down) with 60° rotation. (b-c)
Comparing the precipitate assemblies between the early stage microstructure (aged at 200°C
for 30 min) and the simulations viewed along a ⟨110⟩Al zone axis. The green arrows indicate
the precipitate plates tilting ±60° from the viewing direction.
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between the simulations and the experiments consolidates our proposed atomic mechanisms

for the heterogeneous nucleation of γ ′ precipitate assemblies on Frank dislocation loops.

The evolution of the γ ′ precipitate phase was examined as a function of time at 200°C.

Fig. 4.4 shows the precipitate assemblies were gradually replaced by large individual γ ′

plates, which grew in both length and thickness directions. Chapter 6 will characterise the

interfacial structures of the γ ′ plates in details.

The precipitate assemblies, in contrast, did not coarsen throughout the ageing time.

Fig. 4.5 shows the precipitate assemblies remained the same thickness by comparing the

microstructures of ageing at 200°C for 30 min and 24 hr. The precipitate thickening was

completely stopped. This is counter-intuitive given our current understanding of precipitation

kinetics (Appendix A). Interestingly, the precipitate-precipitate junctions were associated

with Ag depletion without exception. The detailed structures and chemistries of those

junctions will be investigated in Chapter 6.

4.2.3 Nucleation and Growth of GP Zones ε

In Al-Ag alloys, Al clusters form during quenching without further ageing, which is different

from most heat-treatable aluminium alloys [17]. We manipulated the morphology of the

quenched-in Ag clusters with different quenching media. Fig. 4.6 shows the water-quenched

and oil-quenched samples did not display a well-defined GP zone shape. In contrast, the air-

quenched Ag clusters had a truncated octahedron geometry with sharp {111}Al and {002}Al

facets. The formation of the faceted geometry is due to minimising the interfacial energy

during Ag clustering, known as Wulff construction (Appendix A). Slow quenching gives

the time for Ag atoms and vacancies to diffuse, which results in a state close to equilibrium.

With few quenched-in defects in oil- and air-quenched samples, the microstructures during

ageing were very different from the water-quenched sample with sufficient defects, Fig. 4.7.

For instance, the water-quenched samples had γ ′ precipitate assemblies nucleated on Frank

dislocation loops. But the oil-quenched and air-quenched alloys only showed GP zones

ε . This distinct contrast demonstrated the non-equilibrium nature of precipitation. With a

depletion of defects, the FCC-HCP phase transformation was suppressed.

In the water quenched samples, there were more types of quenched-in defects than merely

vacancies and Frank dislocation loops. Fig. 4.8 (a-b) shows the atomic resolution HAADF-

STEM images of a void embedded in a GP zone ε in both ⟨110⟩Al and ⟨110⟩Al directions.

Reconstructed from a HAADF-STEM tilt series, electron tomography revealed the core-shell

structure had a truncated octahedron void in the centre (about 5 nm in diameter) surrounded

by Ag enriched ε phase. The overall core-shell structure was about 8 nm in diameter, larger

than the nearby GP zones ε with sizes of 2∼5 nm. Besides the interactions with the GP zones
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Fig. 4.4 Evolution of the microstructure while ageing at 200°C as a function of time: (a) 30
min, (b) 2 hr, (c) 4 hr, (d) 24 hr. The γ ′ precipitate assemblies and GP zones are replaced by
large individual γ ′ plate. Electron beam along a ⟨110⟩Al zone axis.
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Fig. 4.5 Low and high magnification HAADF-STEM images showing the γ ′ precipitate
assemblies after ageing at 200°C for (a-b) 30 min and (c-d) 24 hr. The Ag depletions
precipitate-precipitate junctions are highlighted with purple asterisks. The inset images
show the thicknesses of the γ ′ precipitates are the same with 1 stacking fault for both ageing
conditions. The electron beam is parallel to ⟨110⟩Al.
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Fig. 4.6 The as-quenched Ag clusters obtained by quenching the alloy in different media: (a)
water; (b) oil and (c) air. The electron beam is parallel to ⟨110⟩Al.

Fig. 4.7 Low magnification HAADF-STEM images showing the microstructure for Al-1.68
at.% Ag aged 2 h at 200°C after quenched in (a)water, (b) oil and (c) air from the solid solution
temperature at 525°C. The differences in the microstructures between those conditions are
caused by the quenched-in vacancies and defects that provide heterogeneous nucleation sites
for γ ′ precipitates. The electron beam is parallel to ⟨110⟩Al.
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Fig. 4.8 Atomic resolution HAADF-STEM of the core-shell structure of a void embedded
with a GP zone ε , viewed along (a) ⟨110⟩Al and (b) ⟨100⟩Al directions. The truncated
octahedron geometries in those directions are shown as insert images at the corner. (c-f)
Electron tomography of a void and surrounding GP zones ε with orthogonal slices at the
centre. The sample was water-quenched and aged at 200°C for 2 h.
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Fig. 4.9 HAADF-STEM image of the rare occurrence of a γ ′ assembly nucleated inside a
GP zone with Ag depletion. The single stacking fault associated with the γ ′ phase is shown
in the enlarged orange-framed insert image. The formation of γ ′ introduces partial ordering
on the coherent interface of γ ′ plate, as indicated by yellow arrows. There is a fully ordered
structure ζ at the tail of the γ ′ assembly, as shown in the enlarged white-framed image. The
electron beam is parallel to ⟨110⟩Al. Image courtesy: Laure Bourgeois.
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Fig. 4.10 HAADF-STEM images of GP zones aged at 200°C after quenching in oil for
various ageing times: (a) as-oil-quenched (b) 1 h; (c) 2 h; (d) 24 h; (e) 7 days. The ordering
of Ag solute becomes increasingly defined on the {111}Al planes while the width of the Ag
depletion remains about two to four {111}Al layers. The electron beam is parallel to ⟨110⟩Al.

ε , voids seem to facilitate phase transformations within GP zones as well. As voids shrink

with the ageing time [189], the released vacancies may trigger the FCC-HCP transformation.

Fig. 4.9 shows a GP zone developed Ag depletion inside and formed γ ′ assemblies at its

edges. The Ag depletion region could originate from a collapsed void. Interestingly, γ ′

precipitates induced Ag ordering at their coherent interfaces as indicated by yellow arrows.

In addition, we found a fully ordered region of Al and Ag as highlighted in the enlarged view.

This ordered structure was exceedingly rare according to our observations, which is possibly

due to the low density of voids. However, it inspired us as a possible new phase within the

Al-Ag system, with a new pathway manipulated by defects. We name the structure as ζ for

the following experiments and analysis.

The chemical inhomogeneities within GP zones ε developed gradually by diffusion of Ag

atoms in the aluminium matrix. Fig. 4.10(a-c) shows ε GP zones were more homogeneous at

the early stage of ageing in the oil quenched samples than those in the water quenched samples.

Fig. 4.10(c-e) shows that the Ag distributions on {111}Al planes became increasingly ordered,

while the widths of the Ag depletion regions remained relatively constant at about two to four

{111}Al layers. This unique behaviour will be explained with first-principles calculations in

Chapter 5. The purpose of oil quenching was to reduce the quenched-in vacancy concentration

to suppress the formation of γ ′ thus preserve the growth of GP zones, as shown in Fig. 4.7.

This process enabled us to obtain large GP zones with diameters up to 25 nm that were

subsequently used as a pre-existing phase in the following nanoscale and bulk treatments.
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Fig. 4.11 HAADF-STEM images of the microstructure before and after in situ annealing
at 200°C for 3 min. The original sample is oil quenched and aged at 200°C for 7 days. (a)
Before in situ annealing, where the enlarged image shows the GP zone before transformation;
(b) after in situ annealing, where the enlarged image shows the GP zone shown in (a) now
containing γ ′ precipitates; (c) after in situ annealing in a different area from (a), where the
enlarged images show several examples of the transformed GP zones with a layered structure,
while other transformed GP zones are indicated with grey frames. The electron beam is
parallel to ⟨110⟩Al.
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Fig. 4.12 HAADF-STEM images showing the shrinkage of small GP zones during in situ
annealing at 200°C. The embedded void collapsed within a GP zone ε that resulted in the
nucleation of a small γ ′ precipitate assembly. The original sample was water quenched and
aged at 200°C for 2 h. The electron beam is parallel to ⟨110⟩Al.

4.3 Defects-induced Phase Transformations on Pre-existing

Phases

4.3.1 Nanoscale Processing: In-situ Annealing

Ageing the ultra-thin TEM samples demonstrated new transformations on pre-existing GP

zones. Fig. 4.11 shows the microstructure change of the alloy containing large GP zones after

7 days ageing at 200°C before and after the secondary ageing within the electron microscope.

A transformation occurred within a GP zone ε after a short time (3 min) annealing at 200°C,

as shown in Fig. 4.11(a-b). This transformation did not occur for every GP zone, and the

density was not uniform across the sample. Fig. 4.11(c) shows a different area of the same

sample with a much higher density of the transformed GP zones and a clear layered structure

inside (see insets), reproducing the minor presence of ζ phase in Fig. 4.9 on a large scale.

We tested different in situ annealing temperatures (100°C, 150°C and 200°C) and samples

with different GP zones sizes. The results indicated that the transformation needs large GP

zones and a relatively high annealing temperature (≥ 150°C). Interestingly, Fig. 4.12 shows

that small GP zones actually shrunk during in situ annealing, as a result of Ag diffusion to

the sample surface. In addition, the void embedded within a GP zone ε collapsed to assist the

formation of γ ′ precipitate, which confirms our previous hypothesis of the transformations

assisted by shrinking voids. In order to examine the potential effect of electron irradiation

on phase transformations, we performed in situ annealing experiments without the electron

beam. Results in Fig. 4.13 show that, without the interaction with the electron beam, newly

formed layered structure ζ and γ ′ precipitates were still found.

The phase transformations are possibly induced by a vacancy flux during in situ annealing.

Because a vacancy is more likely to form on the surface than the bulk. The difference in
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Fig. 4.13 HAADF-STEM images showing the ζ phase and γ ′ phase were found in a sample
in situ annealed at 200°C for 3 min without beam irradiation during in situ annealing. The
original sample was oil quenched and aged at 200°for 7 days. The electron beam is parallel
to ⟨110⟩Al.

Fig. 4.14 Vacancy flux from the surface as a function of temperature and distance for a thin
aluminium foil.
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vacancy concentration leads to a flux. Based on Fick’s law, the flux equation can be derived

as:
dn

dt
=

D

rΩ
(e

−Evs
kT − e

−Ev
kT )e

−Em
kT , (4.1)

where dn
dt is the vacancy flux (number of vacancy per second), D is the aluminium diffusivity

(1.76×1013nm2/s [190]), Ω is the atomic volume of aluminium (16.6 Å
3
), r is the distance

from the surface, Evs is the vacancy formation at the surface, Ev is the vacancy formation

energy of bulk aluminium (0.65 eV [191]), Em is the vacancy migration energy in aluminium

(0.65 eV [191]), k is the Boltzmann constant, T is the temperature. The vacancy formation

energies for pure aluminium surfaces of different crystallographic planes were calculated

by the first-principle calculations [192], which are indeed much lower than that in the bulk.

However, aluminium TEM foils are always covered with a thin amorphous alumina and

possibly Ag oxides for the Al-Ag alloys; an accurate estimation of Evs for this amorphous

surface is beyond the scope of this study. Thus, we chose Evs=0.5 eV as a dummy parameter

since the exact value should not change the quality of our results. As shown in Fig. 4.14,

the vacancy flux rises exponentially with temperature, which is significant for temperature

above ∼120°C (or 393 K). This result agrees with our experimental observations that

transformations occur with an in situ temperature above 100°C.

4.3.2 Bulk Processing: Deformation and Secondary Ageing

Fig. 4.15 BF- and HAADF-STEM images showing the microstructures during different
stages of the bulk processing scheme. (a-b) The microstructure before and after deformation,
with dislocation line visible in the BF image. (c-e) The microstructure as a function of
secondary ageing time at 200°C. The original sample is water quenched, aged at 200°C for 7
days. The electron beam is parallel to ⟨110⟩Al.
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Fig. 4.16 HAADF-STEM image showing the ordered structure ζ was also found with the
bulk treatment. The sample is water quenched, aged at 200°C for 7 days, deformed by 7%
and aged at 200°C for 10 min. The electron beam is parallel to ⟨110⟩Al.

The bulk treatment introduced defects directly by deforming the alloy, followed by the

secondary ageing. Fig. 4.15(a-b) compares the microstructures before and after deformation,

showing dislocations were introduced by deformation. Fig. 4.15(c-e) show the microstructure

evolution as a function of time while the secondary ageing at 200°C. The γ ′ precipitate plates

predominantly nucleated from GP zones with the assistant of dislocations. The precipitate

plates grew in length and thickness directions unless they formed junctions that impinged each

other. In addition, Fig. 4.16 shows the ζ phase was also found with the bulk treatment. The

density of the new ordered phase obtained by bulk treatment was lower than that obtained

by nanoscale treatment, but it was much higher than that obtained by conventional heat

treatments.

Small deformation was specifically chosen to generate dislocations with relatively low

density and high mobility to be captured by GP zones. Fig. 4.17(a-b) shows the gliding

of a dislocation that cut through GP zones within 20 s, as highlighted with yellow arrows.

Fig. 4.17(c-d) show the formation of γ ′ precipitate plates within GP zone on a dislocation

line. High-density dislocations, in contrast, form a dislocation network that acts as a barrier

to the dislocation movement, which is known as the origin of work hardening [21]. We

tested the high dislocation density condition with 70% deformation and secondary ageing at

200°C, Fig. 4.18. The preliminary results showed that the GP zones were severally elongated

after large deformation, similar to the microstructure processed by the equal-channel angular
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Fig. 4.17 BF-STEM images showing the gliding of dislocations and formation of γ ′ pre-
cipitate plates during in situ annealing at 150°C. (a-b) The gliding of a dislocation within
20 s, with the position of the dislocation indicated by yellow arrows. (c-d) Formation of γ ′

precipitate plates within GP zone ε on a dislocation line as indicated by red arrows. The
original sample was water-quenched, aged at 200°C for 7 days and deformed by 7% by cold
rolling. The electron beam is parallel to ⟨110⟩Al.

pressing (see Fig. 2.15) [50]. The γ ′ precipitates nucleated from the matrix, instead of

forming inside the GP zones as seen in the small deformation condition. The ordered

structure ζ was not found for those severely deformed samples. More systematic studies are
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needed to investigate the relationship between the extent of deformation and the resulting

microstructure.

Fig. 4.18 HAADF-STEM images showing the shearing of GP zones by large deformation
and nucleation of γ ′ precipitate plates in the matrix. The original sample was oil-quenched,
aged at 200°C for 24 hr and deformed by 70%, secondary aged at 200°C for 10 min. The
electron beam is parallel to ⟨110⟩Al.

4.4 Discussion

Defects are critical for phase transformations – they lower the critical transition barrier and

triggers the transition pathways. The nature of defects, as a consequence, directly determines

the precipitation behaviours. For instance, γ ′ precipitate phase heterogeneously nucleates

on the Frank dislocation loops and forms a topologically structured assembly, Fig. 4.3. The

atomic mechanisms associated with the assemblies formation was illustrated with atomistic

dislocation reaction simulation, Fig. 4.2. According to Frank’s Energy Criterion [21], the

Frank dislocation loop decomposes into Shockley partials and Lomer-Cottrell to lower the

strain energy. The topology of the decomposed loop acts as a template for γ ′ precipitate

phase nucleation. Interestingly, the precipitate-precipitate junctions are associated with Ag

depletions but the mechanisms are still not understood. Such understanding is important to

explain the impingement of the assemblies growth during ageing, as shown in Fig. 4.5. In
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contrast, individual γ ′ precipitate plates without junction were found to coarsen continuously.

Voids were also found as quenched-in defects, and together with GP zones ε , they form a

core-shell structure: a truncated octahedron vacuum core and Ag enriched shell. This may be

due to the favourable interaction between Ag and vacancies during clustering [9, 24]. Voids,

however, are not thermally stable in aluminium that they shrink during ageing [189], while

GP zones ε keep growing. The released defects may lead to the formation of γ ′ assemblies

and a new ordered structure ζ within a GP zone, as shown in Fig. 4.9. The ζ structure

has a fully ordered structure on the close-packed planes, which has not been reported in

Al-Ag alloys. Given the rare existence, we asked ourselves whether such structure is a non-

repeatable accident – since the Al-Ag system is well-established – or an actual precipitate

phase. Moreover, even it is an actual phase, the significance is negligible with such low

density.

Once the importance of defects was realised, we manipulated the microstructure with

different quenching rates and hence different amount of quenched-in defects. The variation

of quenched-in defects resulted in different morphologies of the as-quenched Ag clusters,

Fig. 4.6, and completely different microstructures during ageing, Fig. 4.7. Slow quenching

reduced the quenched-in defects, like Frank dislocation loops, and suppressed the γ ′ pre-

cipitation. The size of GP zones ε increased with ageing time, while the ordering of Ag on

{111}Al planes became increasingly clear. Large GP zones ε with local ordering acted as a

pre-existing, metastable phase for the next step heat treatment.

The sequence of introducing defects during phase transformations is important. There

are a wide variety of heat treatment codes (see Ref. [4]), but most of them introduce defects

prior to ageing by thermal and/or mechanical treatments. The philosophy of our treatment

is annihilating defects first to suppress phase transformations while preserving the growth

of metastable phases. Then we introduce defects with secondary ageing to trigger phase

transformations on pre-existing phases. This idea was demonstrated in both the nanoscale and

the bulk treatments. In particular, the hidden ζ structure was revealed by manipulating the

transformation pathways with defects. The ζ phase appears to be a fully ordered structure on

{111}Al planes, in comparison with the pre-existing phase GP zone ε with partial ordering.

The ε-ζ phase transformation is diffusional in nature, the kinetics of which depends on the

vacancy concentration.

For the nanoscale treatment, often the reaction within the thin TEM specimen differs

from that in the bulk, both due to the surface effect and the electron irradiation. Electron

irradiation indeed can substantially lower the energy barrier for vacancy diffusion, as we

quantitatively measured in our recent study of in situ annealing of voids in aluminium [189].

However, according to our in situ annealing experiment without the electron beam, ζ and γ ′
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were still found to form within GP zones, Fig. 4.13. This demonstrates that electron beam

irradiation is not responsible for those transformations. When considering surface effects,

there is a depth dependency of the vacancy formation energy at the Al surface [192]. In

general, a vacancy has a lower formation energy at the surface than in the bulk, which leads to

a vacancy flux from the surface to the bulk. Diffusion calculations using Fick’s law (Eq. 4.1)

suggested that such a vacancy flux can be significant for an ultra-thin sample at a temperature

higher than 100°C (see Fig. 4.14), as was the case for in situ annealing experiments. The

fact that small GP zones shrink during in situ annealing is an indication of such vacancy

flux, Fig. 4.12. The induced vacancies are also likely to be the source for Shockley partial

dislocations, which is required for γ ′ formation within GP zones ε . The oil quenched samples

with large GP zones after long ageing times are depleted of vacancies. When vacancies are

induced to mediate solute diffusion, those large GP zones with the local ordering of Ag on

{111}Al planes act as a template for ζ formation.

For the bulk treatment, the introduced defects are clearly dislocations. Such dislocations,

most likely to be the perfect dislocation (⃗b = 1/2⟨110⟩Al) for FCC crystals [21], can be

decomposed into two Shockley partial dislocations (one leading and one tailing) via

1/2⟨110⟩= 1/6⟨211⟩+1/6⟨121̄⟩.

Stacking fault forms in the region between the leading and tailing partial dislocations that

changes the local structure from FCC to HCP. Such dislocation decomposition is suppressed

in the matrix because of the high stacking fault energy associated with aluminium. As a result,

dislocations glide in the matrix until trapped by GP zones, as shown in Fig. 4.17. Within the

GP zones, however, the stacking fault energy is significantly reduced with the enrichment of

Ag [87]. The stacking fault region between the leading and tailing dislocations leads to the

formation of HCP γ ′ precipitate during the secondary ageing. In addition, dislocations may

cross-slip between the close-packed planes that form γ ′ assemblies, Fig. 4.16. Unlike the

assemblies nucleated on the Frank dislocation loop in Fig. 4.3, the topology of newly formed

assemblies is not fully impinged by precipitate plates. Thus, the γ ′ precipitate plate may grow

in both length and thickness as indicated by arrows in Fig. 4.16. Beside the decomposition of

dislocations, vacancies can also be generated during ageing. For instance, the climbing of

dislocations and gliding of dislocation jogs release vacancies during their movement [21].

Those vacancies may facilitate the ordering of Ag on {111}Al planes within GP zones ε ,

which enables the ζ -ε transformation.

The defects-induced phase transformations should not just provide theoretical insights

to precipitation in a simple system but may bear practical significance. In engineering

applications, defects are generated all the time during the servicing of alloys, i.e. under

the thermal and mechanical loading or even sometimes irradiation. As Chapter 2 reviewed,
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the microstructure in alloys is usually dominated by the metastable phases because the

equilibrium phases are not effective for strengthening. Those two conditions are the exact

requirements of our proposed treatments, namely, defect induced phase transformation on

pre-existing metastable phases. Thus, it is plausible that those phenomena happen in many

engineering applications. For instance, the under-aged alloys are known to offer a higher

fatigue strength than the peak-aged and over-aged alloys, even with a lower tensile strength

[4]. The reason is thought to be dynamic precipitation during fatigue, which states the

formation of precipitates in the solid-enriched matrix on dislocations that blocks the crack

propagation with newly formed precipitates. Despite preliminary studies (see Ref. [4]), the

mechanisms of dynamics precipitation are poorly understood. It is because the dynamic

precipitation theory was built on previous studies measuring the precipitate densities during

cyclic loadings. However, phase transformations may occur in pre-existing phases but not yet

investigated in detail. Depending on the nature of the pre-existing phase, dislocations either

cut through the phase that results in shearing, or bypass the phase that leaves a dislocation

loop. In both cases, the movement of dislocations creates defects for the pre-existing phase.

As reviewed in Chapter 2, diffusional phase transformations may include a structural change

from one crystal structure to another [193], which requires the dissociation of dislocations to

accomplish the transformation. Well-known examples are the shear partials (⃗b = a/2⟨100⟩Al)

for θ ′ phase in Al-Cu alloys [8], Shockley partials for the T1 phase in Al-Cu-Li alloys

[45] and for γ ′ phase in Al-Ag alloys [82]. It is important to note that the critical step

during diffusional phase transformation is the structural transformation. For instance, with

a depletion of defects, GP zones ε can grow into a significant size without the FCC-HCP

transformation. From our observations, dislocations are trapped by coherent GP zones

(probably also vacancies but they are not visible) that transform the metastable phase into γ ′

phase and sometimes a new precipitate phase ζ . This mechanism is not just limited to Al-Ag

alloys, but should be applicable for other precipitation systems with their transformation

triggers by defects. For example, the same treatments were applied to the metastable θ
′′

phase in Al-Cu alloys and an unreported precipitate phase was found as well (paper to be

submitted). The concept presented here hopefully points out a direction to revisit the phase

transformations in classic alloy systems. One should also examine the phase transformations

during the servicing of alloy components to confirm this mechanism in practice.

4.5 Conclusions

Defects provide heterogeneous sites for phase transformations. Based on the role of defects

during precipitation, we developed new heat treatment schemes – for both thin TEM samples
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and bulk alloys – to introduce defects to pre-existing phases and trigger phase transformations.

In such way, we revealed a new phase and new transformation pathways in the classic Al-Ag

system. The main conclusions are as follows:

1. Our simulations explained the atomic mechanisms associated with heterogeneous

nucleation of γ ′ precipitate assemblies on quenched-in defects. The simulated geometries

agree with the microstructure observations and electron tomography reconstructions. The γ ′

precipitate assemblies with such self-impinged geometry do not coarsen with ageing time at

200°C, while individual γ ′ plates grow both in length and thickness directions. The reason is

not yet well understood.

2. Small Ag enriched clusters are formed during the quenching of Al-Ag alloys. The

morphology of Ag clusters can be manipulated with different quenching media. Slow

quenching annihilates defects and suppresses the FCC-HCP transformation, which preserves

the growth of GP zones. The ordering of GP zones ε with inhomogeneous Ag distribution

increases with ageing time.

3. Annealing ultra-thin TEM samples or deforming bulk alloys introduce lattice defects

to pre-existing metastable GP zones ε . Those introduced lattice defects are likely in the form

of vacancies and dislocations that trigger new transformation pathways on pre-existing phase.

This mechanism may occur during the thermomechanical processing and the servicing of

alloy components for engineering applications.



Chapter 5

Atomic Structure and Phase

Transformations of The Bi-layered

Precipitate ζ Phase

5.1 Introduction

The preceding chapter reviewed the phase diagram and the FCC-HCP phase transformation

in the Al-Ag system. AgAl phases with FCC and HCP structures were predicted by first-

principles calculations but never confirmed in experiments. Using the heat treatment schemes

elaborated in Chapter 4, an ordered phase ζ with the layered structure emerges from pre-

existing GP zones ε . This chapter presents the characterisation of the atomic structure and

chemistry of the ζ phase using scanning transmission electron microscopy (STEM) and

energy dispersive X-ray spectroscopy (EDXS). The detailed phase transformations were

revealed by the in-situ STEM. We also investigated the stability of the ζ phase relative to

other phases with first-principles calculations.

Section. 5.2 describes the characterisation of the atomic structure of the ζ phase by

imaging in both ⟨110⟩Al and ⟨112⟩Al directions. We proposed a simple AgAl model with

alternating Al and Ag bi-layers for the ζ phase. Electron tomography in HAADF-STEM

mode allowed the reconstruction of a single ζ particle, showing different domains. Various

electron microscopy techniques were combined with simulations to examine the chemistry

and atomic positions of the ζ phase.

Section. 5.3 reveals the phase transformation pathways by the in-situ STEM. While the

overall transformation has been described in Chapter 4, the present section is concerned about

the detailed transformation process of individual precipitates. We revealed the time-resolved
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ε-ζ -γ ′ transformation at relatively high magnification. Those experiments also illustrated the

explicit role of defects that modify the transformation pathways.

Section. 5.4 analyses the energetics associated with the transformations of the phases

involved. Enthalpies of different solute configurations were calculated by density functional

theory, while entropy and strain energies were calculated with classical approximations.

Those calculations were performed to explain the unique behaviours of Ag atoms in the

aluminium matrix.

Part of the results in this chapter was published in Ref. [174].

5.2 Atomic Structure: HAADF-STEM Imaging, Simula-

tion and Analysis

The atomic structure of the ζ phase was studied using aberration-corrected HAADF-STEM.

Fig. 5.1(a) shows that the ordered phase is clearly distinct from GP zones ε or γ ′ plates. We

named this new phase as ζ . Specifically, the γ ′ phase has an ABAB stacking (see orange

inset) while the ζ phase follows the ABCABC stacking as the FCC Al and GP zone ε (see

white and green insets). In other words, the ζ phase is a coherent precipitate phase without

misfit dislocations as shall be demonstrated later. The ζ phase exhibits different domains

corresponding to different {111}Al variants, as viewed along a ⟨110⟩Al direction, Fig. 5.1.

Fig. 5.2 shows that Ag can be depleted in some atomic columns within the Ag-enriched

bi-layers, as viewed along ⟨112⟩Al (see yellow arrow in inset). But the depletion has no

periodicity, and the overall intensity is quite uniform. After imaging in the ⟨110⟩Al and

⟨112⟩Al directions, we conclude that the new phase has a super-lattice structure of FCC

Al and consists of alternating Ag-enriched bi-layers and Al-enriched bi-layers on {111}Al

planes.

In many cases, γ ′ precipitates formed inside GP zones ε and introduced Ag depletion at

their coherent interfaces ({111}Al/ε ∥ {0001}γ ′). As shown in Fig. 5.3, the widths of the Ag

depletion region are about two to three atomic layers. Away from the coherent interfaces of

γ ′ precipitates, Ag enriches and then depletes again in a specific frequency that is similar to

the modulation of ζ , suggesting these regions are poorly ordered version of ζ phase. Yellow

arrows indicate such chemical ordering at the γ ′-ε coherent interface using both the new

processing schemes, Fig. 5.3, and the conventional heat treatment, Fig. 4.9.

Precipitation of the ζ phase accompanied the γ ′ phase in most cases, but some isolated

examples of the ζ phase without the γ ′ phase were also found. As shown in Fig. 5.4, a

tilt series was performed for a given ζ precipitate. Fig. 5.4(a) shows the ζ precipitate
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Fig. 5.1 HAADF-STEM images of the bi-layered phase formed on {111}Al planes and
viewed along ⟨110⟩Al, where the green framed region shows in which the bi-layered phase
has an ABCABC stacking as the white framed region of FCC aluminium matrix, while the
orange framed region shows the characteristic stacking fault of γ ′.
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Fig. 5.2 HAADF-STEM images of the bi-layered phase formed on {111}Al planes and
viewed along ⟨112⟩Al, where the white framed region shows the uniformly enriched Ag
layers while the red framed region shows non-uniformly enriched Ag layers as indicated by
a yellow arrow. Image courtesy: Laure Bourgeois.
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Fig. 5.3 γ ′ plates formed inside a GP zone introducing ordering at their coherent interfaces as
indicated by yellow arrows

viewed along the ⟨110⟩Al zone axis with different domains of {111}Al bi-layers and their

domain boundaries on {001} planes. Fig. 5.4(b-i) shows the tilt series of the same precipitate

in an angular range of -73° to 64°. The layered contrast can be seen in Fig. 5.4(e) and

(g), corresponding to the {111}Al bi-layered variants. Throughout the tilt series, no γ ′

precipitate is visible. Fig. 5.4(j-k) shows the electron reconstruction based on the tilt series,

revealing the ζ phase with a domain structure in 3D. It is worth noting that the tilt series

did not visit a ⟨110⟩Al zone axis, but electron tomography (see Fig. 5.4(k)) successfully

reconstructed the main features that are comparable STEM image obtained using double-tilt

holder along a ⟨110⟩Al direction, Fig. 5.4(a). In particular, the layered pattern with different

domains of the ζ phase is visible in the reconstruction, which corresponded to distance

smaller than 5Å. However, some fine details are missing, which was probably due to small

misalignment and limitation of the tilting angles. The drift-corrected tilt series can be found

in the Supplementary Movie11, revealing the structural difference between the ζ phase and

surrounding GP zones ε during tilting.

It is important to characterise the precise chemical composition and crystal structure

of the ζ phase. However, determining the composition of each layer is challenging for an

embedded precipitate, particularly having matrix above and below in the electron beam

direction. Thus, we proposed the simplest model in which each layer is pure Al or Ag

11Supplementary Materials in Ref. [174]. Link: https://doi.org/10.1016/j.actamat.2017.04.061

https://youtu.be/RVi_m8JsDrQ
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Fig. 5.4 (a) HAADF-STEM images of a bi-layered phase viewed along the ⟨110⟩Al zone
axis, showing domains formed by two variants of {111}Al bi-layers. (b-i) HAADF-STEM
tilt series of the same bi-layered precipitate phase for a tilt range from -73° to 64°. The tilt
angles are as labelled in each image. (j) Electron tomography reconstruction, where the
blue-framed precipitate is ζ phase while other precipitates are GP zones ε . (k) An enlarged
view of the ζ phase along the ⟨110⟩Al zone axis.
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and examined the validity of the model in terms of EDXS analysis, HAADF-STEM image

simulations, atomic positions and energetics deduced from first-principles calculations.

We examined 8 different GP zones ε and 10 different ζ precipitates from 3 different

grains with sizes ranging from 10 nm to 25 nm and the thickness of each surrounding matrix

ranging from 20 nm to 100 nm with two different EDXS systems (see Section. 3.2.5 for

EDXS details). The deduced compositions are essentially the same for both GP zone ε (38

at.% Ag at 200°C) and ζ (40 at.% Ag at 200°C) with a small standard deviation between

different datasets (3 at.% Ag for each phase). The uncertainties are 6 at.% Ag for each phase

when quantified spectrums using the Cliff-Lorimer ratio method. Together with other errors

from the K-factor (11%), the thickness (PACBED accuracy and amorphous oxides 4-8%)

and the absorption (2-5%) described in Chapter 3, the overall uncertainty is estimated to be

∼20%. Notably, the measured ε composition is in excellent agreement with previous X-ray

results (38 at.% Ag at 200°C) [62] and atom probe tomography (40 at.% Ag at 200°C) [61].

The compositional analysis strongly suggests that the ε-ζ transformation involves a minimal

chemical change if any, and only rearrangement of the solute atoms within GP zones.

Fig. 5.5 shows an embedded ζ phase and nearby Al matrix from a HAADF-STEM image,

where both regions had approximately the same thickness. The experimental images were

compared with simulated images for bulk ζ (AgAl) and Al without matrix (see Section. 3.2.6

for multislice simulation details and Section. 3.2.7 for relative contrast comparisons). The

peak positions of Al or ζ (AgAl) determined in the experiments and simulations match

reasonably well. The shoulders in the experimental intensity profile of ζ phase correspond to

the Al columns in the AgAl model. In the experimental images, the Al-enriched columns

in ζ are brighter than the Al matrix. However, it does not necessarily mean there is Ag

within those columns, as the simulated images also show the same phenomenon. This means

that the recorded intensities corresponding to Al columns actually contain a contribution

from the scattering by neighbouring Ag columns. It is hard to preclude the presence of Ag

in the Al-enriched columns, but there is a distinct possibility that beam spreading [194]

causes the increase in intensity. The matrix above and below the precipitate would result in

a lower contrast between the Ag-enriched and Al-enriched layers compared to the model.

Besides, the atomic positions of bulk Al differ from that of ζ in both experiments and

simulations, which distorts the pathways for electron scattering and confounds the projected

atomic column positions. The µSTEM algorithm takes no account of source size, which

limits the ultimate resolution of experimental STEM image compared to simulations. But the

HAADF-STEM intensity is dominated by Ag, and hence those effects should not change

the validity of our results. We are still exploring quantitative STEM to determine the exact

composition of an embedded ζ phase.
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Fig. 5.5 Atomic-resolution HAADF-STEM images obtained from experiments and simu-
lations for a ζ precipitate: (a) raw image section of embedded ζ precipitate; (b) simulated
image of bi-layered AgAl [thickness: 30 nm] with the atomic structure overlaid [grey: Ag,
blue: Al]; (c) raw image section of the matrix near the embedded ζ shown in (a); simulated
image of Al [thickness: 30 nm] with the atomic structure overlaid. (e) The intensity profile
of the experimental and simulated images in ζ compared to that of the Al matrix. The
orientation of the intensity profile is aligned with images (a) and (c). The electron beam is
parallel to ⟨110⟩Al.



5.2 Atomic Structure: HAADF-STEM Imaging, Simulation and Analysis 123

Table 5.1 Atomic coordinates of the precipitate ζ phase. The listed coordinates are fractional
in respect to the simplest trigonal cell with a space group of P3. It is equivalent to a trigonal
cell with a space group of R3̄m (hexagonal axis) and Wyckoff positions of Ag at (0 0
0.878) and Al at (0 0 0.375). The experimental parameters are aexp=2.88± 0.05 Å and
cexp=27.35±0.05 Å. The DFT-optimised parameters are aDFT=2.97 Å and cDFT=26.88 Å
for the bulk ζ phase and aemb

DFT=2.92 Å and cemb
DFT=27.26 Å for the embedded ζ precipitate

phase. The uncertainty in the experimentally determined z coordinates is 0.005.

Site Experiment DFT
x y z x y z

Al(1) 1/3 2/3 0.086 1/3 2/3 0.081
Al(2) 2/3 1/3 0.165 2/3 1/3 0.163
Al(3) 2/3 1/3 0.417 2/3 1/3 0.414
Al(4) 0 0 0.500 0 0 0.496
Al(5) 0 0 0.741 0 0 0.747
Al(6) 1/3 2/3 0.836 1/3 2/3 0.830
Ag(1) 0 0 0 0 0 0
Ag(2) 0 0 0.248 0 0 0.244
Ag(3) 1/3 2/3 0.336 1/3 2/3 0.333
Ag(4) 1/3 2/3 0.580 1/3 2/3 0.577
Ag(5) 2/3 1/3 0.668 2/3 1/3 0.667
Ag(6) 2/3 1/3 0.917 2/3 1/3 0.910

The modulation in the chemical composition by 4 (2 Ag and 2 Al) and the stacking

ordering by 3 (ABCABC) require at least 12 close-packed planes to achieve the periodicity

of ζ , as shown in the atomic structure in Fig. 5.5(b). The bi-layered AgAl model of ζ

is a trigonal crystal with a space group of R3̄m (hexagonal axes). The lattice parameters

for the bulk ζ phase are aDFT=2.97 Å and cDFT=26.88 Å after DFT optimisation, which

agree reasonably well with the experimental measurements for embedded ζ precipitates

of aexp=2.88± 0.05 Å and cexp=27.35± 0.05 Å. The embedded ζ precipitate calculation

gives a much better match with aemb
DFT=2.92 Å and cemb

DFT=27.26 Å, which means ζ precipitates

are deformed to accommodate the change in lattice parameters compared with Al. When

embedded within the Al matrix, ζ is coherent with the matrix displaying an orientation

relationship of {111}Al ∥ {001}ζ and ⟨110⟩Al ∥ ⟨100⟩ζ . Table 5.1 lists the coordinates of Ag-

and Al-containing sites in ζ , showing an exceptionally good agreement between experiments

and calculations.

Close inspection of the lattice sites reveals that the spacings of the basal planes (including

Ag-Ag, Ag-Al and Al-Al) vary along ⟨001⟩ζ ∥ ⟨111⟩Al. This is further demonstrated in

Fig. 5.6 using geometric phase analysis (GPA) of a distortion-corrected HAADF-STEM

image in order to map these lattice displacements (see Section 3.2.9 for GPA details).

Theoretical displacements of ζ relative to Al were calculated based on the DFT-optimised

structure of the AgAl model and compared with GPA results in each direction. The effect
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Fig. 5.6 Lattice displacements mapping of a ζ precipitate in aluminium. Original (a) BF-
STEM and (b) HAADF-STEM images for geometric phase analysis (GPA). The GPA results
were compared with simulations based on the DFT-optimised structure of the bi-layered
AgAl model (in the white box) in the following directions (c) normal, (d) parallel and (e)
sheared with respect to the ζ basal planes.
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Fig. 5.7 Nonlinear drift correction for geometric phase analysis, in comparison to simulations
of bulk AgAl structure. HAADF images (with enlarged inserts), Fourier transform amplitudes
and strain field measurements for (a) vertical scan direction, (b) horizontal scan direction,
(c) drift-corrected images. (d) Simulations (µSTEM and elastic lattice strain calculations)
of bulk AgAl structure respectively. The arrows in (a) and (b) indicate the fast scanning
directions for each case. The electron beam is parallel to ⟨110⟩Al. There is noticeable noise
in the direction normal to the fast scanning direction as shown in the GPA results, which
corresponds to the strikes in Fourier transformations. The kinematic diffraction pattern
was calculated by CrystalMaker SingleCrystal software, based on bulk AgAl structure after
optimisation by DFT calculations. Red circles highlight the reflections of AgAl that are
overlapped with Al (the reflections are indexed).

of scanning noise is demonstrated in Fig. 5.7. Fig. 5.6(c) shows that the displacements

in the direction normal to ζ basal planes have a clear modulation in both the GPA result

and the DFT-optimised structure. Within the ζ phase, the local contraction of the lattice

is significant at the Al sites as deduced from both GPA and DFT (GPA: -6.5% and DFT:
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Fig. 5.8 Contour plots of deformed charge density ∆ρ on {110} plane section for (a) Al, (b)

Ag and (c) proposed AgAl model. Contours are at 0.01e−Å
−3

interval, with the first dark
line showing ∆ρ = 0e−Å

−3
.

-6.6%), but less at the Ag sites (GPA: 0% and DFT: -1.9%). This remarkable lattice variation

between the bi-layers of a ζ precipitate is not due to the atomic size difference between

Al and Ag; instead, it is a result of different spacings of the basal planes in ζ phase. For

instance, the inter-planar distance between Al-Ag in ζ phase is significantly decreased to

2.26 Å compared to the spacing of 2.34 Å between {111}Al planes, as shown in Fig. 5.5.

DFT calculations of the electronic structures (Fig. 5.8) suggested that the variation in spacing

is caused by strong interaction between Al and Ag on the close-packed planes. Fig. 5.8 shows

the {110} cross-section of deformed charge densities12 of pure Al, Ag and AgAl. In AgAl

crystal, the charge densities between Al and Ag close-packed planes layers are significantly

increased as indicated by white arrows. Specifically, the maximum ∆ρ at the tetrahedron

centre of Al lattice is 0.037e−Å
−3

, in excellent agreement with previous Wien2K calculation

and quantitative CBED experiments [195], while the maximum ∆ρ is 0.014e−Å
−3

in Ag

lattice and 0.041e−Å
−3

in AgAl lattice. The decreased interplanar spacing between Al and

Ag are associated with an increased electron density. The chemical compositions ought to

be significantly different between the sequential bi-layers to cause a change of the bond

length, which also demonstrates the validity of our model regarding the atomic positions. The

experimentally observed displacements are small in the direction along the basal planes of ζ

(GPA: 0.8% and DFT: 1.8%) in Fig. 5.6(d) and negligible in the shear direction in Fig. 5.6(e),

which represents a good agreement between GPA and DFT. Finally, the ζ precipitate is

coherent within the matrix without any misfit dislocation as evident from the BF-STEM

12The deformed charge density ∆ρ is defined as ∆ρ = ρtotal −ρIAM , where ρtotal is the total charge density
and ρIAM is the charge density of unbonded atoms in superposition, also known as independent atom model
(IAM) [195].
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image (see Fig. 5.6(a)). The remaining GP zone ε (as labelled in Fig. 5.6(b)) is almost

strain-free in all directions, as shown in Fig. 5.6(c-e).

5.3 Transformation Pathways: In-situ Scanning Transmis-

sion Electron Microscopy

Fig. 5.9 Time-resolved HAADF-STEM images showing the ε-ζ -γ ′ transformation while in
situ annealed at 150°C. The original sample was oil quenched and aged at 200°C for 7 days.
The recording was started 560 s after in situ annealing began, giving time to correct drift and
reorientation of the crystal due to heating. We should note that the distortions in the images
and movie were due to the thermal drift during acquisition. The electron beam is parallel to
⟨110⟩Al.

The atomic mechanisms associated with phase transformations constitute a cornerstone of

modern metallurgy. However, the dynamics of phase transformations are rarely characterised

at the atomic scale because of the experimental difficulties in performing such studies.

Indeed, studies often focus on the atomic structures before and after phase transformations

(for example, against different ageing times), which provides important clues about phase

transformations. But this indirect approach may miss many intermediate states. Recently, in

situ imaging has been successfully applied to resolve many dynamic processes at nano-scale

[196]. In the present study, we combined heating in the TEM with an automatic image

acquisition script in STEM mode to resolve the in situ phase transformations associated with

the newly discovered ζ phase (see Section. 3.2.3 for details).

Fig. 5.9 shows the microstructure evolution inside a GP zone ε during in situ annealing at

150°C. The ζ phase originated from the local ordering of ε and grew in size. Later, γ ′ assem-

blies nucleated and grew beside the ζ phase, thus resulting in a complicated microstructure
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Fig. 5.10 Time-resolved BF- and HAADF-STEM images showing the nucleation of γ ′

assemblies on defects inside of a GP zone ε . The nucleation of a stacking fault is indicated
by yellow arrows in BF-STEM images.

consisting of the ε , ζ and γ ′ phases (see Supplementary Movie13). It is worth noting that the

contrast change was not simultaneous in BF- and HAADF-STEM images. Fig. 5.10 shows

that dark contrast clearly formed inside of a GP zone ε in BF-STEM images as indicated by

yellow arrows. In contrast, there did not have a noticeable change in corresponding HAADF-

STEM images. The places where dark contrast initiated in BF-STEM were proven to be the

nucleation sites of γ ′ precipitate phase, suggesting the change of contrast in BF-STEM is

related to the formation of stacking faults. It is reasonable to suspect that Ag atoms need time

to diffuse from GP zone ε (38% Ag) to the stacking fault regions where γ ′ precipitates (67%

Ag) were supposed to form. Thus, the contrast change in BF-STEM images was ahead of

HAADF-STEM images. However, it is difficult to ascertain the atomic resolution dynamics

due to thermal drifting.

The ζ phase proved to be relatively robust against electron irradiation and heating, for

instance, it survived in situ annealing at 150°C for 1.5 hr shown in Fig. 5.9. But the ζ phase

is a metastable phase in a long run compared to γ ′/γ phases. This is evident in Fig. 5.11

13Supplementary Materials in Ref. [174]. Link: https://doi.org/10.1016/j.actamat.2017.04.061

https://youtu.be/TyzZnbJs1cI
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Fig. 5.11 HAADF-STEM images showing the evolution of ζ into γ ′ during in situ annealing
at 200°C for times as labelled. The original sample was oil quenched and aged at 200°C for
24 h. The electron beam is parallel to ⟨110⟩Al.
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Fig. 5.12 HAADF-STEM images of the ζ -γ ′ transformation under electron irradiation at
room temperature. The electron beam is parallel to ⟨110⟩Al. The change of stacking is
indicated by orange arrows, while the depletion of Ag is indicated by blue arrows.
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where the ζ -γ ′ transformation during in situ annealing was recorded. Fig. 5.11(a) shows both

the ζ phase and the γ ′ phase formed inside a GP zone ε . Fig. 5.11(b-d) shows that ζ and the

remaining GP zone shrunk gradually with increasing ageing time until their full dissolution,

to the benefit of the growing γ ′ precipitates. This suggests that Ag atoms diffuse from the

metastable phases to the more stable HCP phase which is richer in Ag.

The atomic mechanisms associated with the ζ -γ ′ transformation were studied by in

situ electron irradiation experiments, revealing the explicit role of stacking faults during

transformation. The electron beam was scanning with a constantly high current density

(≈ 5.6× 105e− · nm−2s−1 in the Titan3). As shown in Fig. 5.12(a-b), irradiation induced

an extrinsic stacking fault between the Al-enriched bi-layers as indicated by an orange

arrow (stacking change from ABC-ABC to ABC-B-ABC). The insertion of an extra close-

packed plane induced a significant compression strain around the extrinsic stacking faulting

in [111]Al ∥ [001]ζ direction, Fig. 5.12(b). Meanwhile, the faulted region grew in length

and became increasingly enriched in Ag, probably due to the diffusion of Ag atoms from

nearby Ag-enriched bi-layers in the ζ phase. Fig. 5.12(c) shows that the Ag-enriched bi-

layers evolved into Ag-enriched mono-layers indicated by blue arrows. The transformation

is accomplished with the extrinsic stacking fault (ABC-B-ABC) replaced by the intrinsic

stacking fault (ABC-BC-BC), Fig. 5.12(d).

5.4 Thermodynamics: First-principles Calculations, Strain

Energy and Entropy

The clustering process during the decomposition of the solid solution is governed by the

energy of different solute configurations and the barriers between them. To understand the

clustering of Ag in Al, we calculated the formation energy of various Ag clusters by DFT

as summarised in Table 5.2. The solid solution is not energetically stable, with a defect

energy of 89 meV/Ag atom, which drives the solid solution to decompose. For bi-atom

Ag clusters, the nearest neighbours along ⟨110⟩Al are preferred compared with the second

nearest neighbours along ⟨001⟩Al. A tri-atom cluster on either {110}Al or {111}Al planes

is almost as stable as segregated Al and Ag in bulk. The calculated formation energy of

Ag monolayer aggregation on {111}Al is -65 meV/Ag atom, which is significantly lower

than for Ag on the other low-index crystallography planes. This energy is substantial, given

the thermal energy at 200°C is 40 meV. Not surprisingly, {111}Al planes become the basal

planes for the metastable ζ phase and the equilibrium γ ′/γ phases.
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Table 5.2 DFT calculations for the preference of Ag clustering in Al matrix. EAg
F is the

formation energy per Ag atom. The 1st nearest neighbour stands for two Ag atoms in the
nearest neighbour configuration in a ⟨110⟩Al direction in FCC Al lattice. Similarly, the 2nd

nearest neighbour is two Ag atoms next to each other in a ⟨001⟩Al direction.

Number of Ag Atoms Configurations EAg
F (meV)

1 Ag (Solid Solution) N/A 89
2 Ag 1st nearest neighbour 44

2nd nearest neighbour 99
3 Ag {001}Al 27

{110}Al -1
{111}Al -1

Ag plane {001}Al 431
{110}Al 66
{111}Al -65

Fig. 5.13 DFT calculations illustrating the preference of {111}Al planes for Ag aggregation
in aluminium. (a) The energetics of two Ag {111}Al planes separated by a varying number
“n” of Al planes. For instance, “2” means there are two Al atomic layers between two Ag
layers as shown in the schematic diagram. (b) Energetics of different periodic arrays with a
composition of AgAl. For instance, “1-1” means the modulation of one Ag layer and one Al
layer as shown in the schematic diagram.
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Fig. 5.14 Energetics of Ag clustering from the solid solution to the equilibrium γ phase.
Different configurations of Ag on {111}Al planes are shown in blue while configruations
of Ag clustering on other crystallographic planes are shown in red. The phases in the
transformation sequence are highlighted with a bold unbroken line with their corresponding
names and atomic structures, while other configurations calculated are shown as dashed lines.

With Ag placed on {111}Al planes, we investigated the preferential distance between

two Ag layers in aluminium. A series of calculations were performed with varying Al layers

between two Ag layers as shown in Fig. 5.13. Interestingly, a distance ranging from two

to four {111}Al Al layers between the two Ag layers is favourable, as a closer spacing

yields a considerably higher energy state. The lowest energy structure corresponds to two Al

layers between two Ag layers. The energy is further lowered when Ag layers are assembled

according to a periodic layered array as shown in Fig. 5.13(b). For a fixed composition of

AgAl and ABCABC stacking, the bi-layered array is the most stable, which demonstrates

the validity of our model for the ζ phase from an energetics perspective. As summarised in

Fig. 5.14, each phase transformation is accompanied by a decrease in energy. From clusters

containing only a few atoms to the equilibrium phase γ , the Al-Ag system lowers its energy

by ordering Ag solute on {111}Al planes in the Al matrix. The formation energy of the

complex GP zone ε is about 72-81 meV/Ag atom, as approximated by the energy range of

layered Ag aggregation with favourable spacings. The formation energy of the new phase ζ

(AgAl) is 89 meV/Ag atom, the lowest in terms of ordered Ag planes on {111}Al prior to the

FCC-HCP transformation, which agrees with our in situ observations (see Fig. 5.11).

The enthalpy difference between the GP zone ε and the ζ phase is as little as 8-17 meV/Ag

atom. The free energy difference between those two phases should be even smaller: the strain
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energy and configurational entropy do not favour the ε-ζ transformation. Specifically, GP

zones ε are coherent with almost no strain in the Al matrix, as evident in Fig. 5.6. In contrast,

ζ precipitates are still coherent but displaying alternating strain along ⟨111⟩Al directions

according to our experiments and simulations (see Fig. 5.7), which gives ζ precipitates

a higher strain energy comparing to GP zones ε . Based on elastic theory for a spherical

precipitate with anisotropic strain, the strain energy contribution Ee of an embedded ζ

precipitate is estimated using the following equation:

Ee = µδ 2V, (5.1)

where µ is the shear modulus, which is assumed to be the same for both the ζ precipitate

and aluminium matrix; δ is the averaged strain along ⟨001⟩ζ ∥ ⟨111⟩Al, given the strains in

other directions are negligible. Here we assume that Poisson’s ratio is 1/3 for both the matrix

and the precipitate. V is the atomic volume of ζ , i.e. the ratio of the unit cell volume and

the number of atoms within the cell. The strain energy is estimated to be 3 meV/atom, or 6

meV/Ag atom with the composition of AgAl. Also, GP zones ε have a higher configurational

entropy due to the chemical inhomogeneities, in contrast to a well-ordered phase like the ζ

phase. The entropy of GP zones ε is difficult to estimate given their complex and disordered

structure, but the value should be in between that for a well-ordered phase and a well-mixed

alloy using the equation

∆Smix =−kB(XlnX +(1−X)ln(1−X)), (5.2)

where ∆Smix is the mixing entropy of the binary alloy, kB is the Boltzmann constant, X is the

composition of the binary alloy. For GP zones ε with the composition of Al-40 at.%Ag, the

configurational entropy is 0.67 kB/atom. In practice, the Bragg-Williams approximation of

Eq. 5.2 overestimates the configurational entropy as it neglects any ordering. The short range

and long-range order can be incorporated into the equation by considering the probabilities

of bonds between Al-Al, Ag-Ag and Al-Ag [197]. According to thermodynamics, such

probabilities can be calculated based on the bond energies, usually between nearest neigh-

bours. The bond energies are assumed to be constant while the bond fractions are varying

for different configurations, no matter whether solute atoms are isolated or clustered. This

simplification violates our DFT calculations that Al-Ag bond is unstable in solid solution

but the bond becomes stable when Ag atoms are placed on {111}Al planes with surrounding

Al close-packed planes. An accurate 3D reconstruction of the chemical distribution from

the tilt series should be useful for the direct measurement of ordering. New numerical

computation techniques need to be used for the purpose of entropy estimation. Nevertheless,
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the contribution from configurational entropy must be small during phase transformations in

the Al-Ag system, as it would otherwise prevent any kind of ordering and phase separation.

We have not considered vibrational entropy in this study.

5.5 Discussion

The bi-layer phase first reported herein is a new phase in the Al-Ag system. We propose to

name it the ζ phase, by analogy with the patterned skin of the zebra. HAADF-STEM images

revealed the Ag ordering on {111}Al planes, starting from a small cluster to a large GP zone

(see Fig. 4.10). The positive defect energy of Ag in aluminium is consistent with previous

calculations [24] that explains the driving force for the decomposition [53]. For comparison,

Au has almost an identical size to Ag, yet Au displays a very negative defect energy in Al

[33]. It is the electronic difference between Ag and Au in aluminium that leads to completely

different clustering and precipitation behaviours, either in the binary alloys [33][this work] or

when they are added to Al-Cu alloys [31, 85]. Our DFT calculations illustrate the preference

of Ag aggregation on {111}Al planes in Al-Ag binary alloys, which also occurs at the early

stage of ageing in Al-Cu-Mg-Ag alloys [37, 104] and Al-Cu-Li-Mg-Ag alloys [198]. During

ageing, {111}Al planes enriched in Ag within GP zones ε begin to move away from each

other and form Ag depletion regions as shown in Fig. 4.10. The ordering of Ag clearly

increases with ageing time, while the depletion width remains about two to four {111}Al

layers. The unique clustering behaviour can be understood from our DFT calculation that

Ag prefers to be on {111}Al planes but not with the {111}Al planes close to each other

(see Fig. 5.13). The favourable spacing is around two to four Al {111}Al planes, which is

in excellent agreement with our experiments. The chemical ordering within GP zones ε

develops faster in the water-quenched sample than the oil-quenched sample, because more

quenched-in vacancies are present to mediate diffusion at the early stage of ageing. Ag also

needs diffusion in the late stage of ageing to transform the mid-range order exhibited by

GP zones ε to the long-range order exhibited by the bi-layered ζ phase. The requirements

of vacancies at different ageing stages inspired us to manipulate thermal and mechanical

histories of alloys.

The free energy landscape can reveal the transformation pathways between different

phases. But based on DFT alone, one cannot rationalise the difference in ζ phase formation

between conventional heat treatments and in situ annealing experiments. After considering

the strain energy and the entropy contribution, there is almost no energy difference between

GP zone ε and the ζ phase. But the rearrangement of Ag atoms associated with the ε-ζ

transformation is expected to have a high energy barrier. Therefore, the local energy minimum
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state of ζ is hardly visited during precipitation in Al-Ag alloys. However, the experimental

fact that GP zones ε transform to the ζ phase and eventually γ ′ phase demonstrates that the

free energy of ζ phase is indeed lower than that of ε phase. It means that their thermal and

mechanical histories must be taken into account to understand different phase transformation

pathways. We may appreciate this phenomenon by considering that the ζ phase evolves

through the chemical ordering of GP zone ε on {111}Al with the assistance of induced

defects.

Our in situ STEM microscopy revealed many intermediate steps during phase transfor-

mations that couldn’t otherwise be accessed. The existence of the ζ phase is associated

with new phase transformation pathways that gives a more gradual change in terms of the

chemical compositions and atomic structures. A ζ precipitate (50 at.% of Ag in the AgAl

model) develops from the increased local ordering of a GP zone ε ( 38 at.% of Ag at 200°C)

before transforming into HCP γ ′/ γ ( 67 at.% Ag). Fig. 5.9 and Fig. 5.11 clearly show that ζ

is an intermediate phase between GP zone ε and γ ′. The absence of shear in ζ minimises the

energy barrier for its formation, which restricts γ ′ nucleation [81]. Previous calculations also

have shown that pure Ag layers lower the stacking fault energy in Al [80], which may offer a

pathway for a ζ to γ ′ transformation. As shown in Fig. 5.9 and Fig. 5.12, stacking faults are

critical for the nucleation of a γ ′ phase. However, some questions are still open regarding

the relationship between ζ and γ ′. Although our electron tomography indicated that ζ can

form independently from γ ′ (See Fig. 5.4), the two metastable phases were generally seen

in association with one another (Fig. 5.9, 5.11). We have seen ζ absorbed by an existing γ ′

assembly in Fig. 5.11, instead of initiating new γ ′ precipitates. In contrast, electron irradiation

experiments revealed the direct ζ -γ ′ transformation at the atomistic level in Fig. 5.12. The

energy barrier associated with the ζ -γ ′ transformation has not been calculated yet but should

be feasible in a future study. In the currently available Al-Ag phase diagram [52], there is no

intermediate phase in the composition range between Ag2Al and Al except the metastable

GP zones. Several possible structures with the composition of AgAl were predicted us-

ing cluster expansions of DFT results [74, 88]. However, all predictions either have HCP

stacking rather than the FCC stacking displayed by ζ phase [74], or have FCC stacking

but with bi-layers aligned in ⟨110⟩Al directions [88] (see Fig. 2.31). The large periodic size

of ζ along ⟨001⟩ζ ∥ ⟨111⟩Al means such structures are difficult to predict via the cluster

expansion method. This points out the importance of atomic resolution electron microscopy

for providing critical structural information for atomistic calculations.

The ζ phase in the Al-Ag system has structural similarities with layered Ag segregations

to precipitate interfaces in various aluminium alloys. They have a deeper connection regard-

ing the transformation mechanisms as well. It is very interesting that Al-Ag alloys have a
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poor mechanical performance but numerous aluminium alloys with a minor addition of Ag

constitute the strongest and most thermally stable series [17]. Taking the famous example

of Al-Cu-Mg-Ag alloys, the Ω phase is responsible for their outstanding mechanical perfor-

mance and thermal stability [17]. The Ω phase can be considered as a distorted θ (Al2Cu) on

{111}Al, which is originally body-centred tetragonal forming on {100}Al planes [199, 200].

To reorient Cu atoms from {100}Al planes to {111}Al planes, Mg is essential to minimise

the misfit of the Ω phase along its c-axis, which can be as large as -9.3% matching half unit

cell of the Ω phase with multiples of {111}Al d-spacing [13]. Indeed, the Ω phase has not

been found in Al-Cu or Al-Cu-Ag alloys [85], and only very few Ω precipitates appear in

Al-Cu-Mg alloys where the dominant precipitate phase is the S phase [17]. However, this fact,

as well as our unpublished DFT calculations [201], suggest Mg itself does not have much

tendency to drive the segregation of Cu atoms on {111}Al planes. As we have shown above,

Ag prefers to aggregate on {111}Al planes in aluminium (see Table 5.2). Furthermore, Ag

and Mg are known to interact strongly with each other [36]. The addition of Ag attracts Mg

to the {111}Al planes, which greatly promotes the Ω phase and suppresses the S phase. This

is evident by the existence of a monolayer of Ag associated with a mono-layer of Mg at the

coherent interface of Ω-Al; such interfacial phase can independently exist at the early stages

of precipitation [13]. Precipitates nucleate from solute clusters, and hence the determination

of the location of the clusters is important. As Ag decomposes quickly from the solid solution

and interacts strongly with other solute elements and quenched-in vacancies, the preference

of Ag aggregation provides a special kind of heterogeneous nucleation site. The nucleation

sites are strongly biased on {111}Al planes, thus giving Ag the ability to modify subsequent

precipitation. Interestingly, Ag also aggregates on {0001} planes in Mg ({0001}/{111}

planes are the close-packed planes in HCP/FCC), stimulating precipitation in magnesium

alloys [202, 203]. It is not the purpose of this work to unify the microalloying mechanisms

of Ag in aluminium, but we hope the present study on the Al-Ag binary system may provide

a useful reference for the phase transformations of complicated aluminium alloys containing

Ag. Particularly, the preference of specific crystallographic planes for Ag aggregation may

shed light on its microalloying effects in aluminium.

5.6 Conclusion

We performed scanning transmission electron microscopy to characterise the atomic structure

of ζ phase and associated phase transformations. The energetics of Ag clustering within

aluminium were studied by density functional theory. The main conclusions are as follows:
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1. We discovered a new precipitate phase which we named ζ in the Al-Ag system. The

ζ phase is an intermediate precipitate phase between GP zone ε and γ ′/γ phases in the

Al-Ag precipitation sequence. The structure of ζ is characterised by the long-range order of

bi-layers enriched in Al and Ag on alternating {111}Al planes. The ζ phase is coherent and

displays alternating lattice displacements relative to the aluminium matrix in ⟨111⟩Al. The

composition of ζ is close to AgAl.

2. The detailed ε-ζ -γ transformations were revealed by in situ scanning transmission

electron microscopy. The ζ phase originates from the local ordering of GP zones ε on

{111}Al planes. The ordering of Ag atoms leads to both ζ phase and γ ′ phase. In particular,

the formation of the ζ phase is often in association of the γ ′ phase. The ζ -γ ′ transformation

is initiated by stacking faults.

3. The fast decomposition from the solid solution can be explained by the positive defect

energy of Ag atoms in the aluminium matrix. The chemical inhomogeneities within GP zones

ε is caused by Ag aggregation on {111}Al planes with favourable spacing. The fast decom-

position and the preferred close-packed planes for aggregation are intrinsic properties of Ag

in aluminium. Those properties provide heterogeneous nucleation sites on {111}Al planes

when Ag is microalloyed in aluminium alloys and fundamentally influence precipitation.



Chapter 6

Interfacial Structures of the HCP

Precipitate γ ′/γ Phases

6.1 Introduction

Precipitation takes place through nucleation and growth, which are accompanied by the

formation and migration of heterophase interfaces between matrix and precipitates. Ap-

pendix A reviews the importance of interface during phase transformations in terms of

thermodynamics and kinetics. However, little is known about the atomic mechanisms of

interface motion even for the simplest phase transformations. Textbooks [10, 15] often

choose the γ precipitate in Al-Ag alloys as an example of simple precipitate-matrix interfaces.

Yet a previous TEM study [84] and a recent STEM study [70] demonstrated a far greater

complexity than expected: the coherent interface has Ag segregation and the semicoherent

interface is saw-toothed (see Fig. 2.29). In particular, the dislocation structure cannot be

determined at the saw-tooth semicoherent interface. Thus, it is the purpose of this chapter

to characterise the interfacial structures of γ ′/γ precipitates with atomic-resolution STEM

and resolve the interfacial dislocations. We also estimated the associated interfacial energies

using first-principles calculations. In Chapter 4, we found that individual γ ′ plates grow with

increasing ageing time while γ ′ assemblies resist coarsening (Fig. 4.5). These mysterious

precipitation behaviours can be rationalised through the atomic-scale structures of the inter-

facial dislocations. This chapter also explores the complicated coupling between defects and

chemistry confined at interfaces, which gives new insights into the atomic mechanisms of

solid-state precipitation.

Section. 6.2 presents a characterisation of the coherent interface of γ ′/γ precipitates. Ag

segregation at the coherent interface was confirmed by comparing STEM experiments and
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multislice image simulations. The driving force for Ag segregating at the coherent interface

was explained by first-principles calculations of embedded γ ′ precipitates with different

thicknesses.

Section. 6.3 presents a characterisation of the semi-coherent interface of γ precipitates.

The saw-tooth interface was explained with interfacial energy calculations. In addition to the

one reported in Ref. [70], a new type of semicoherent interface was discovered. The atomic

positions of each individual column were determined at the interfaces, which gave reliable

models for atomistic calculations. A dislocation extraction algorithm was used to analyse

those models and revealed the dislocation structures at interfaces. We proposed an interfacial

dislocation reaction model that may explain the occurrence of both types of interfaces.

Section. 6.4 presents a characterisation of the γ precipitate-precipitate junctions. These

junctions were found to introduce the coupling between defects and chemical segregations.

In situ experiments revealed the role of the interfacial dislocations during precipitate growth.

The results in this chapter are not yet published.

6.2 The Coherent Precipitate-Matrix Interface

The broad interface of γ ′ precipitates has an excellent coherency with the aluminium matrix,

matching the close-packed planes between HCP and FCC ({0001}γ ′ ∥ {111}Al). For the

HCP γ ′ phase, the nearest neighbour distance is 2.89Å within the close-packed planes and the

close-packed planes spacing is 2.30Å. For comparison, those two distances for FCC Al are

2.85Å and 2.33Å respectively, leading to 1.4% strain on the close-packed planes and -1.3%

strain normal to the close-packed planes. A previous STEM study showed that a mono-layer

of Ag segregates at the coherent interface; this Ag-rich layer has the FCC stacking outside

of the thin HCP γ ′ precipitate [70]. But the reason behind the Ag segregation is yet to be

resolved. This section focuses on characterising the interfacial chemistry and calculating

the associated energetics. Fig. 6.1 shows the microstructure of γ ′ precipitates at an early

and a late stage of ageing, viewing along the ⟨110⟩Al directions. Blue arrows indicate the

mono-layer Ag segregation as reported in Ref. [70] (see Fig. 2.28 for comparison). However,

apart from this known segregation, a close inspection of the next layer inside the precipitate

also showed Ag segregation, as indicated by red arrows. As shown in Fig. 6.1(b) and the

corresponding line profile, the intensity is higher at the interface than the centre of precipitate,

suggesting that the Ag composition at this layer is higher than that of γ ′ phase (Ag2Al).

Fig. 6.2 shows the precipitate at different stages of ageing, as viewed in a ⟨112⟩Al direction.

It is clear that interfacial Ag segregation is far more pronounced for γ ′ precipitates with
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Fig. 6.1 HAADF-STEM images of γ ′ coherent precipitate-matrix interface viewed in a
⟨110⟩Al direction. (a-b) Low magnification and high magnification images of the alloy aged
at 200°C for 30 min, where blue arrows indicate the Ag segregation as reported in [70]
while red arrows indicate the Ag segregation found in this study. (c-d) Low magnification
and high magnification images of the alloy aged at 200°C for 7 days, where the interfacial
Ag segregation was not clear. Intensities across the precipitates are plotted for both high
magnification images.
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Fig. 6.2 HAADF-STEM images of the γ ′ coherent precipitate-matrix interface viewed in a
⟨112⟩Al direction. The alloy aged at 200°C for (a) 30 min, (b) 8 hr and (d) 24 hr, where the
blue arrows indicate the Ag segregation as reported by previous authors in [70], while the
red arrows indicate the Ag segregation identified in this study.

a small thickness than precipitates with a large thickness. For more than 100 precipitates

examined, this observation was consistent when viewing in both directions.

Image simulations were performed to compare the contrast of the same precipitate with

and without interfacial Ag segregation. Fig. 6.3(a-c) shows a brighter contrast with the

interfacial layers occupied by 100% Ag compared to Ag2Al (66% Ag) in a ⟨110⟩Al direction.

This result qualitatively agrees with the experiments. Quantitative STEM studies are still

on-going to determine the exact composition at the coherent interface. The simulation of the

γ ′ precipitate in a ⟨112⟩Al direction also demonstrates a similar effect and gives additional

opportunity to examine the short-range order of the γ phase on its close-packed planes. As

shown in Fig. 2.18, in the Neumann’s model, each Al atom is surrounded by 6 Ag atoms on

the close-packed planes. There are two variants, corresponding to two different orientation

along ⟨112⟩Al. Simulations were performed for both ⟨112⟩Al variants and for the thinnest

(1 unit-cell thick14) embedded γ ′ precipitate with pure Ag interfacial segregation. The

ordering in Neumann’s model shown in Fig. 6.3(c-d) was not observed in experiments in

Fig. 6.2(a). Although Fig. 6.2(b) shows some inhomogeneity of the Ag distribution inside

the γ ′ precipitate, the column contrast was largely uniform throughout different ageing time

at 200°C. A mixed model with random occupancy of Ag2Al yields a better match with

experiments as shown in Fig. 6.3(e). We, therefore, conclude that the γ ′/γ phase does not

possess the regular short-range order suggested by the Neumann’s model at 200°C. However,

precipitates aged at a lower temperature (i.e. 100°C) should be examined, as an order-disorder

14We followed the convention that the γ ′ precipitate thickness is structurally defined by the HCP stacking
instead of by the chemical composition [78]. It is because different interfacial segregations may cause ambiguity
to the thickness definition. In this structure definition, the precipitates shown in Fig. 6.1(b) and Fig. 6.2(a) are 1
unit-cell thick.
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Fig. 6.3 Simulated HAADF-STEM images of an embedded γ ′ precipitate. (a) Precipitate
with and (b) without interfacial Ag segregation, as viewed in a ⟨110⟩Al direction. (c) Plots of
intensities across the precipitates with and without interfacial Ag segregation shown in (a-b).
(d-f) Two variants of the Neumann’s model and the randomly mixed model for a precipitate
with interfacial Ag segregation, when viewed in a ⟨112⟩Al direction.
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Fig. 6.4 Energetics of Ag segregation at the coherent interface of γ ′ precipitate as calculated
by DFT. (a) Energy reduction associated with interfacial Ag segregation as a function of
precipitate thickness, compared to the energy state of Ag in solid solution. The energy
of an Ag mono-layer on {111}Al planes (-0.15 eV/Ag atom) is displayed as a dashed line
for comparison. (b) The interfacial energies of models with and without interfacial Ag
segregation as a function of precipitate thickness.

transition at 124°C has been suggested in previous reports on the basis of diffusive X-ray

experiment [73] and first-principles calculations [74].

Our first-principles calculations support interfacial Ag segregation for thin precipitate

from an energetics perspective. Fig. 6.4(a) shows the energy reduction associated with Ag

segregation at the coherent interface relative to Ag in solid solution. Ag atoms are not stable

in solid solution, with a substitutional defect energy of 0.09 eV/Ag atom shown in Table 5.2.

In contrast, segregation at the coherent interface significantly reduces the energy by 0.5

eV/Ag atom for the thinnest γ ′ precipitate. This explains the presence of Ag segregation as

shown in Fig. 6.1(a) and Fig. 6.2(a). The energy reduction associated with interfacial Ag

segregation quickly decreases with increasing γ ′ precipitate thickness and converges to 0.13

eV/Ag atom, which is similar to the energy reduction associated with a mono-layer of pure

Ag on {111}Al planes in the aluminium matrix. Fig. 6.4(b) shows the interfacial energies

for coherent interfaces with and without Ag segregation. For the thinnest embedded γ ′

precipitate, the interfacial energy is much lower when Ag segregation is present (43 mJ/m2)

than that without segregation (368 mJ/m2). Note that the calculated interfacial energies vary

with different γ ′ thickness. This is not an error but a reasonable result due to the electronic

interactions between two adjacent interfaces for a thin precipitate, which is not taken into

account in the classical definition of interfacial energy. Calculations for thick γ ′ precipitates

should produce a better value for the “classical” interfacial energy. Indeed, the energy for
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with/without Ag segregation is found to converge to almost the same value ≈ 48mJ/m2.

Again, the trend in the interfacial energy calculations is consistent with our experimental

observations that the interfacial Ag segregation is clear for thin γ ′ precipitates.

6.3 The Semicoherent Precipitate-Matrix Interface

The orientation relationship of the γ ′ semicoherent interface ({11̄00}γ ′ ∥ {112}Al) is pre-

served with a saw-tooth reconstruction. Previous TEM and STEM studies [70, 84] presented

images of the saw-tooth interface morphology but did not explain its formation. Little is

known about this interfacial reconstruction. As reviewed in Chapter 2, the semicoherent

interface is expected to contain three equivalent Shockley partial dislocations in a periodic

fashion to minimise the overall shear strain. However, the atomic dislocation structure is

difficult to reveal for such complicated heterophase interface. Those gaps are critical for un-

derstanding the fundamental mechanisms that underpin the FCC-HCP phase transformation.

Therefore, this section focuses on characterising and analysing the dislocations confined

at the γ ′ semicoherent interface. First-principles calculations were performed to reveal the

energetics associated with interfacial reconstruction. Moreover, embedded atom method

calculations were performed to reveal the reaction from three equivalent Shockley partial

dislocations to a different dislocation structure.

There are two types of saw-tooth semicoherent interfaces. The reported saw-tooth

interface was also found in our study as shown in Fig. 6.5(a), here denoted as the Type-

I interface. Specifically, this interface is composed of nano-steps parallel to low-index

{002}Al and {111}Al planes. A close inspection showed that the orientation relationship of

{11̄00}γ ′ ∥ {112}Al was periodically reconstructed by a four-layer step of {101̄1}γ ′ ∥ {111}Al

and a two-layer step of {101̄1}γ ′ ∥ {002}Al as illustrated in Fig. 6.5(c). The Type-I interface

has hexagonal features consisting of 1 column enriched in Al surrounded by 6 columns

enriched in Ag at the periodic nano-step ridges, as indicated by white asterisks. This unique

chemical distribution was suspected to indicate the core of Shockley partial dislocation in

a previous STEM study [70]. Fig. 6.5(b) shows another type of semicoherent interface

not reported before, here denoted as the Type-II interface. This interface also displays a

saw-tooth morphology and a periodic solute distribution. The top half of the interface (above

the white dashed line) had the same {111}Al- and {002}Al-steps ratio (4:2) as that of the

Type-I interface. However, the bottom half of the interface (below the white dashed line) had

a different ratio (5:1) that produced an interface macroscopically tilted away from {112}Al

planes. As shown in Fig. 6.5(b), the Type-II interface has a one-column Ag depletion region

near a three-column Ag depletion region, which are periodically spaced along the interface
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Fig. 6.5 (a-b) Two types of semicoherent interfaces of the γ ′ precipitate plate. The blue
lines indicate steps parallel to {111}Al planes and the red lines indicate steps parallel to
{002}Al planes. The white asterisks are near to the 1-column Ag depletion at the ridges
of the interface, while the purple asterisks are near to the 3-column Ag depletion. The
insets show the enlarged sections of the Ag depletion features at the two types of interfaces.
(c) Schematic diagram illustrating the reconstruction of the {11̄00}γ ′ ∥ {112}Al orientation
relationship by a four-layer step parallel to {111}Al planes and a two-layer step parallel to
{002}Al planes. The electron beam is parallel to a ⟨110⟩Al direction.
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Fig. 6.6 HAADF-STEM images of semicoherent interfaces at two sides of a γ ′ precipitate.
(a) Low magnification image where the arrow indicates a two-layer-thick ledge. (b-c) High
magnification images of semicoherent interfaces at both sides, where a red line indicate the
same close-packed layer that runs through the precipitate. The electron beam is parallel to a
⟨110⟩Al direction.
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every six close-packed planes. The three-column Ag depletion is similar to the pattern at

the γ ′ precipitate-precipitate junctions (see Fig. 4.5). Fig. 6.6 shows that the structure of

semicoherent interfaces was the same at different sides of a γ ′ precipitate plate, but the

exact sequence was different. A red line indicates that the locations of the ridges and the

associated Ag-depletion features differ between two sides of a precipitate. Note that a ledge

was identified in Fig. 6.6(a), which resulted in a two-layered thickness difference between

the two sides. Thus, the precipitate did not display a mirror symmetry or a rotation symmetry

in a ⟨110⟩Al direction.

We performed first-principles calculations to deduce the interfacial energies associated

with different orientation relationships, including the traditionally considered atomic sharp

{11̄00}γ ′ ∥ {112}Al interface and the experimentally observed reconstruction with {101̄1}γ ′ ∥
{111}Al and {101̄1}γ ′ ∥ {002}Al interfaces. As shown in Fig. 6.7(a-c), we used periodic

conditions for those orientations relationships along the interfaces and an equal number

of atomic planes of Al and Ag2Al (Neumann’s model) normal to the interfaces. All atom

positions, as well as the supercell parameters, were fully optimised to obtain the total energy

of each structure. The formation energy ∆E f relative to the bulk Al and Ag2Al (Neumann’s

model) phases can be written as ∆E f = E(Al,Ag2Al)+2γA, where E(Al,Ag2Al) is the strain

energy associated with matching the two phases that scales with the volume and hence the

number of atomic planes; A is the interfacial area and γ is the interfacial energy per unit area,

which are constant with varying supercell sizes. Thus, the interfacial energy per unit area for

a given interface can be deduced by plotting ∆E f vs 1/n and measuring the slope as shown in

Fig. 6.7(e). For the atomically sharp {112}Al interface, the interfacial energy is 331mJ/m2, in

good agreement with the values obtained from previous experimental estimation (350mJ/m2)

[204] and DFT calculations (325mJ/m2) [87]. The interfacial energies for the {111}Al and

{002}Al interfaces are 175mJ/m2 and 183mJ/m2 respectively. The reconstruction can be

expected to have an energetic origin: it is energetically favourable if the sum of the interfacial

energies of the steps is lower than that of the sharp {11̄00}γ ′ ∥ {112}Al interface. After

computing the interfacial energies per unit area times the associated areas of those nano-steps,

Fig. 6.7(d), the reconstruction criterion is simplified as:

γ112 >
1√
2

γ111 +
1√
6

γ002, (6.1)

where γ112 is interfacial energy per unit area associated with sharp {11̄00}γ ′ ∥ {112}Al

interface, while γ111 and γ002 are those associated with {101̄1}γ ′ ∥ {111}Al and {101̄1}γ ′ ∥
{002}Al interfaces respectively. The interfacial energies deduced from our DFT calculations

satisfy this energetics-based reconstruction criterion.
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Fig. 6.7 Atomic models of (a) {11̄00}γ ′ ∥ {112}Al, (b) {101̄1}γ ′ ∥ {111}Al and (c) {101̄1}γ ′ ∥
{002}Al interfaces, viewed in a ⟨110⟩Al direction. Each supercell contains an equal number
of atomic layers n for both FCC Al and HCP Ag2Al phases. The crystallographic directions
are indicated by the projected unit cell of FCC and HCP phases. (d) Atomic model of
{11̄00}γ ′ ∥ {112}Al interface reconstructed by nano-steps parallel to {101̄1}γ ′ ∥ {111}Al and
{101̄1}γ ′ ∥ {002}Al planes. (e) Variation of formation energy per plane ∆E f /n vs. 1/n for
deducing the interfacial energies.
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Fig. 6.8 Resolving dislocation structures at the FCC/HCP semicoherent interface. (a) Original
HAADF-STEM image of a γ ′ semicoherent interface (Image Courtesy: Laure Bourgeois,
taken from Ref. [70]). (b) Refined atomic column positions by parameter estimation theory
as indicated by green and red plus signs. (c) The composition used in the 3D model. (d)
Dislocation structure in the 3D model as identified by dislocation extraction algorithm. Three
pairs of Shockley partial dislocations are periodically located at the FCC/HCP interface,
where red atoms are HCP, green atoms are FCC and white atoms are those at the dislocation
cores.
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To understand the detailed atomic structure at the FCC/HCP semicoherent interface,

parameter estimation theory was applied to locate the precise positions of each atomic

column. A 3D model was built based on the experimentally determined 2D positions and

the known periodicities of FCC Al and HCP γ (Neumann’s model Ag2Al) in the ⟨110⟩Al

electron beam direction. Fig. 6.8(a-b) show the original HAADF-STEM image and the

refined column positions as highlighted by the green and red plus signs. In the enlarged

view in Fig. 6.8(b), it is clear that the FCC/HCP transition region has a shift normal to

the close-packed planes as indicated by yellow lines. By comparing the stacking of FCC

(ABCABC) with that of HCP (ABABAB), we identified two layers (highlighted in red)

that have their stacking exchanged when crossing the FCC/HCP interface. The exchanged

stacking results in the atomic column in one close-packed layer aligned on top of the next

close-packed layer in the transition zone, as indicated by the yellow rectangular frames on

HAADF-STEM images. Fig. 6.8(c) shows the composition map that was used in building

the 3D model. By performing a Burgers vector analysis for each atom in the experimentally

informed 3D model (see Section. 3.3.4), dislocation extraction algorithm identified three

pairs of Shockley partial dislocations periodically located at the FCC/HCP interface, Fig. 6.8.

Specifically, a 90° Shockley partial dislocation is located in between the “exchanged” layers

as described above, while two 30° Shockley partial dislocations are located above and below

the ridges with 1-column Ag depletion. Each Shockley partial dislocation is separated by

two layers of close-packed planes as expected. Common neighbour analysis distinguished

the FCC and HCP phases correctly (see Section. 3.3.3), which analyses the topology of

bonds between the nearest neighbours for each atom. The atoms having the number of

nearest neighbour other than 12 are identified as atoms at the dislocation cores. The locations

of Shockley partial dislocations and their Burgers vectors are labelled in reference to the

composition map in Fig. 6.8 for the ease of understanding.

In addition to the Shockley partial dislocations as described above, we surprisingly

found another option of dislocations at the FCC/HCP interface. EAM structure optimisation

calculations were performed for a precipitate inside a sufficiently large matrix (≈ 40,000

atoms) by minimising the total energy. As shown in Fig. 6.9(a), the starting structure involves

Shockley partial dislocations in three directions located at the FCC/HCP interface. Note that

the dislocation directions are opposite at the two sides of the precipitate. The final optimised

structure involves a 90° Shockley partial dislocation, a Lomer-Cottrell dislocation and a Hirth

dislocation periodically spaced at the interface, Fig. 6.9(b). We propose this is a result of

the interfacial dislocation reaction. The two 30° Shockley partial dislocations climb by one

close-packed plane towards each other to form a 90° anti-Shockley partial dislocation (with

the opposite Burger vector relative to that of 90° Shockley partial dislocation), which then
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Fig. 6.9 Proposed dislocation reaction at the FCC/HCP semicoherent interface. (a) Input
structure viewed near a ⟨111⟩Al direction, where Shockley partial dislocations are periodically
spaced along the interfaces. (b) EAM optimised structure viewed near a ⟨111⟩Al direction,
where a 90° Shockley partial, a Lomer-Cottrell and a Hirth dislocation are periodically spaced
along the interface. (c) Detailed dislocation reaction process during EAM optimisation,
viewed in a ⟨110⟩Al direction, where only the Burgers vectors are shown. Step 1 shows
the initial structure with three pairs of Shockley partial dislocations. Step 2 shows the
climbing of two 30° Shockley partial dislocations. Step 3 shows the combining of two 30°
Shockley partial dislocations into a 90° anti-Shockley partial dislocation. Step 4 shows the
decomposition of the 90° anti-Shockley partial dislocation into a Lomer-Cottrell dislocation
and a Hirth dislocation. Step 5 shows the separation of the Lomer-Cottrell dislocations and
the Hirth dislocations to the original positions of the two 30° Shockley partial dislocations.
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Fig. 6.10 Demonstration of the change of stacking for an atom at the FCC/HCP interface
viewed in a ⟨111⟩Al direction. The Burgers vectors of the three Shockley partial dislocations
are coloured in green while the Burgers vector of the anti-Shockley partial dislocation is
coloured in orange. The accommodation sites of the close-packed layers are labelled as
AB/ABC for HCP/FCC respectively.

decomposes into a Lomer-Cottrell dislocation and a Hirth dislocation. The detailed reaction

process is demonstrated in Fig. 6.9(c). The spatial relationship of Shockley and anti-Shockley

partial dislocations are illustrated on close-packed planes, Fig. 6.10. An atom at the interface

on the HCP side (ABAB...) could change its stacking to that of FCC (ABCABC...) along

three directions, known as Shockley partial directions (indicated by green arrows). The

combination of two 30° Shockley partial dislocations, Fig. 6.9(c), corresponds to a vector

addition from a geometric perspective and results in a 90° anti-Shockley partial dislocation

(indicated by orange colour). However, this dislocation shifts interfacial atoms from an A

site to a B site; the B site is directly on top of the atom of the FCC close-packed plane

below. Thus, the 90° anti-Shockley is expected to exhibit a high energy and should not be

stable. To appreciate this dislocation reaction at the interface, the spatial relationship of

their Burgers vectors was examined in three dimensions. Three Shockley partial dislocations

(⃗b = 1/6⟨112⟩) and the 90° anti-Shockley partial dislocation (⃗b = 1/6⟨112⟩) are on the

close-packed {111}Al ∥ {0001}γ planes, Fig. 6.11(a). The Shockley partial dislocations

are separated by 120°, while the 90° anti-Shockley partial dislocation is 60° tilted away

from the two 30° Shockley partial dislocations that constitute it. After decomposition, the

remaining 90° Shockley partial dislocation (⃗b = 1/6⟨112⟩), the Lomer-Cottrell dislocation
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Fig. 6.11 The spatial relationship between Burgers vectors of different dislocations at the
FCC/HCP interface. (a) The Shockley partial dislocations (green) before reaction and
the metastable anti-Shockley partial dislocation (orange). These vectors are co-planar on
{111}Al ∥ {0001}γ planes. (b) The remaining 90° Shockley partial dislocation (green),
Lomer-Cottrell dislocation (purple) and Hirth dislocation (yellow) after the reaction. Those
vectors are co-planar on {110}Al ∥ {12̄10}γ planes. (c) Perspective view of all Burgers
vectors involved in the interfacial dislocation reaction. The lengths of the Burgers vectors are
computed from the modulus of vectors (| b⃗ |) times the lattice parameter of aluminium, units
in Å.
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(⃗b = 1/6⟨110⟩) and the Hirth dislocation (⃗b = 1/3⟨001⟩) are still co-planar but on the

{110}Al ∥ {12̄10}γ planes, Fig. 6.11(b). The Lomer-Cottrell dislocation is tilted by 60° away

from the close-packed planes while the Hirth dislocation is tilted by 30°. Note that the

Lomer-Cottrell dislocation is perpendicular to the Hirth dislocation, while both are normal to

a ⟨110⟩Al direction.

6.4 Precipitate-Precipitate Junctions

The formation of a γ ′ precipitate requires Shockley partial dislocations to change the stacking

from FCC to HCP at the matrix-precipitate interfaces. In Chapter 4, we have shown that γ ′

precipitate assemblies are constructed from precipitates on different close-packed planes. The

associated Shockley partial dislocations react at the precipitate-precipitate junctions. This

section examines the atomic structures and chemistries at those junctions and reveals their

role in controlling precipitation growth. Fig. 6.12(a-b) shows a precipitate assembly in the

binary Al-Ag alloy, which is composed of γ ′ precipitates on close-packed planes tilted 70.5°

relative to each other. Their junctions have three atomic columns depleted in Ag as suggested

by the contrast in the HAADF-STEM image. Using the model building software developed

by Koch [140], the experimentally-informed 3D structure was built by aligning the column

positions of FCC and HCP phases to the refined atomic positions on a HAADF-STEM image.

We performed the common neighbour analysis (Section. 3.3.3) and the dislocation extraction

algorithm (Section. 3.3.4) for the experimentally-informed 3D structure, which yielded the

correct assignment of FCC/HCP phases and the presence of Lomer-Cottrell dislocation at

the junction as expected, Fig. 6.12(c). A HAADF-STEM image was simulated based on the

experimentally-informed 3D structure to compare with experimental images, Fig. 6.12(d).

The precipitates have four atomic layers in thickness with a stacking fault (relative to the

FCC Al) in the centre and Ag segregation at the precipitate-matrix interface, as indicated

by the dashed lines. The intersection of stacking faults leads to a precipitate-precipitate

junction. We followed the right-hand start-to-finish convention around a junction to manually

construct the Burgers circuit on the simulated HAADF-STEM image, which can be well

approximated as a projection of the 3D structure. The vector analysis from this circuit

suggests that such junction consists of a Lomer-Cottrell dislocation (⃗b = 1/6⟨110⟩). A

Lomer-Cottrell dislocation is an edge dislocation. In an edge dislocation, an extra plane is

inserted into the crystal, which distorts the arrangement of surrounding planes of atoms. The

Lomer-Cottrell dislocation is on the (001)Al plane with an extra 1/6(110)Al plane indicated

by the “⊥” symbol. However, because of the small magnitude of its Burgers vector, the

associated strain is barely measurable in both experimental and simulated images.
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Fig. 6.12 The atomic structure and chemistry of Lomer-Cottrell dislocations at the precipitate-
precipitate junctions of γ ′ phase viewed in a ⟨110⟩Al direction. (a-b) HAADF-STEM images
showing precipitates are on the close-packed planes tilted 70.5° relative to each other. The
junctions have three-column Ag depletion at the dislocation cores. The sample was water
quenched and aged at 200°C for 30 min. (c) Dislocation extraction analysis based on the
experimentally informed 3D model with the colour representation of the local crystal struc-
tures and dislocations as labelled. (d) Simulated HAADF-STEM image with Burgers vector
analysis. Stacking faults are indicated by dashed lines. The position of the Lomer-Cottrell
dislocation as an edge dislocation is indicated with a “⊥” symbol. The crystallographic
directions are indicated by an Al unit cell in a ⟨110⟩Al direction.
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Fig. 6.13 The atomic structure and chemistry of Hirth dislocations at the precipitate-
precipitate junctions of γ ′ precipitates viewed in a ⟨110⟩Al direction. (a-b) HAADF-STEM
images showing precipitates are on the close-packed planes tilted 109.5°relative to each
other. The junctions have a pair of two-column Ag depletion at the dislocation cores. The
sample is an Al-0.85at.%Ag-0.85at.%Cu alloy water quenched and aged at 200°C for 4
hr. Alloy courtesy: Julian M. Rosalie (fabrication details are recorded in Ref. [78]). (c)
Dislocation extraction analysis based on the experimentally informed 3D model with the
colour representation of the local crystal structures and dislocations as labelled. (d) Simulated
HAADF-STEM image with Burgers vector analysis. Stacking faults are indicated by dashed
lines. The position of the Hirth dislocation as an edge dislocation is indicated with a “⊥”
symbol. The crystallographic directions are indicated by an Al unit cell in a ⟨110⟩Al direction.
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Beside the Lomer-Cottrell dislocation described above, two Shockley partial dislocations

on different close-packed planes can react into a Hirth dislocation. Fig. 6.13(a-b) shows a

precipitate assembly in a ternary Al-Ag-Cu alloy, which consists of γ ′ precipitates on close-

packed planes tilted 109.5° relative to each other. A symmetric pair of 2-column Ag depletion

region were found at each junction as suggested by the contrast in the HAADF-STEM image.

Similarly, the experimentally-informed 3D model was built and the dislocation extraction

algorithm was used to reveal the presence of Hirth dislocation (⃗b = 1/3⟨001⟩), Fig. 6.13(c).

The zig-zag morphology of the precipitate assemblies is accompanied with Hirth dislocation

pairs with the opposite Burgers vectors. Fig. 6.13(d) shows the simulated HAADF-STEM

image based on the experimentally informed 3D structure. Each γ ′ precipitate is four atomic

layers in thickness with a stacking fault in the centre (relative to FCC Al) and Ag segregation

at the precipitate-matrix interface. Burgers vector analysis was performed manually on the

2D image that confirms the dislocation extraction algorithm result. A Hirth dislocation is

also an edge dislocation. Because the associated Burgers vector is twice the modulus of

that of a Lomer-Cottrell dislocation, there is noticeable distortion around the dislocation

core in both experimental and simulated images. It is interesting to note that the 109.5°

angle associated with a Hirth dislocation junction plus the 70.5° angle associated with a

Lomer-Cottrell dislocation junction makes 180°, which corresponds to the two choices of

close-packed planes in a ⟨110⟩Al direction (see the inserted image in Fig. 6.13(a)). Their

Burgers vectors are normal to each other as illustrated in Fig. 6.11.

The junctions described above were found at precipitate assemblies nucleating on

quenched-in dislocation loops. The growth and impingement of individual γ ′ precipitate

plates also lead to an intersection. However, the interfacial structures and chemistries are

very different. Fig. 6.14(a-b) shows that the central region of the precipitate-precipitate

intersection was distorted to form a twin relative to lattices of those two precipitate plates.

The red lines in Fig. 6.14(b) indicate the basal planes of the γ phase while the blue lines

indicate the twin boundaries. Interestingly, Ag was depleted at every second column on

the twin boundaries, resulting in a ring of hexagonal features decorating the twin bound-

aries. A close-up inspection of the twin structure showed that the twinning occurred in

the ⟨1̄012⟩{101̄1} system (where {101̄1} is the twinning plane and ⟨1̄012⟩ is the twinning

direction in the twinning plane), Fig. 6.15. Al was clearly enriched in the compressed site

(A site) while Ag was slightly enriched in the expansion site (B site) at the twin boundary.

Not every intersection has a twin in the centre. In most cases without in situ annealing, one

precipitate plate penetrated another, displaying defects with accompanied Ag depletions at

the joining lines, Fig. 6.14(c-d). No periodicity of those defects was observed. It is possible

that in situ annealing transforms the non-periodic defects at the intersection into a twin
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Fig. 6.14 Intersections of individual γ ′ precipitate plates in over-aged samples. (a-b) Twinning
at the centre of the precipitate-precipitate junction. The twin boundaries are indicated by
blue lines while the basal planes of the HCP γ ′ phase are indicated by red lines. The sample
was aged at 200°C for 7 days and in situ annealed at 200°C for 3 min. (c-d) Penetration of
one precipitate through another at the precipitate-precipitate junction. The sample was aged
at 200°C for 7 days.
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Fig. 6.15 Periodic segregation of Al in {101̄1} γ twin boundary. (a) An enlarged view of
HAADF-STEM image in Fig. 6.14(b). (b) Atomic model of the {101̄1} twin structure. (c)
Schematic illustration and (d) [12̄10]-perspective view of HCP γ structure.
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Fig. 6.16 In situ STEM showing the growth behaviours of γ ′ assemblies and individual γ ′

plates while annealing at 200°C. The original sample was water-quenched, aged at 200°C for
2 hr.

structure, which also forms ζ phase beside γ precipitates, Fig. 6.15(a). This needs to be

examined in a future study.

The different defect structures and chemistries at the precipitate interface may lead to

completely different precipitation behaviours. Fig. 6.16 shows the microstructure evolu-

tion of a pre-aged alloy during in situ annealing at 200°C. The γ ′ precipitate assemblies

were associated with Lomer-Cottrell dislocations at the precipitate junctions, as revealed

in Fig. 6.12. The growth in both length and thickness of those precipitate assemblies was

completely inhibited in the duration of the in situ annealing experiment. In contrast, a single

γ ′ precipitate grew in both length and thickness directions with no restriction, which even

consumed precipitate assemblies in its growth path, Fig. 6.16(c). The in situ observations

are consistent with the findings from the bulk treatment in Fig. 4.5: namely, γ ′ precipitation

assemblies resist coarsening during ageing at 200°C until replaced by individual γ precipitate

plates.

6.5 Discussion

The structures and chemistry at the interfaces are different from the composing bulk phases.

Similar to the Cu segregation at the coherent interface of θ ′ (Al2Cu) precipitate, the coherent

interface of γ ′ (Ag2Al) precipitate is clearly enriched in Ag for the early stages of growth.

Viewing in both ⟨110⟩Al and ⟨112⟩Al directions, the strong contrast in HAADF-STEM

images suggested that the Ag composition at the interface is higher than that within the

precipitate (Ag2Al). But the Ag segregation was no longer visible for thick γ ′ precipitate. This

observation motivated us to investigate the energetics associated with interfacial segregation
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for different precipitate thicknesses. DFT calculations showed that the interfacial segregation

energy varies during precipitate thickening. For the thinnest precipitate (1c-thick), Ag

segregation at the coherent interface is associated with a significant energy reduction of

0.5 eV/Ag atom compared to the solid solution state. This value should be compared with

the thermal energy at 200°C (0.04 eV), which implies that once an Ag atom hopped to the

coherent interface, it has a low probability of diffusing back to the matrix. The interfacial

energy is consequently lowered by Ag segregation, Fig. 6.4(b). As reviewed in Appendix

A, the interfacial energy is the critical factor that dominates the nucleation energy barrier.

Thus, the interfacial Ag segregation is likely to be strongly favoured for the γ ′ nucleation.

This energy reduction caused by Ag segregation decreases with precipitate thickness and

converges to 0.13 eV/Ag atom. Note that this value (-0.13 eV/Ag atom) is comparable

with that of an Ag monolayer on {111}Al planes (-0.15 eV/Ag atom) or GP zones (-0.16

eV/Ag atom). Thus, there is almost no enthalpy benefit for Ag atoms to diffuse from nearby

GP zones to segregate at γ ′ coherent interface at the late stage of ageing. Of course, Ag

atoms still diffuse towards γ phase as the equilibrium phase (-0.20 eV/Ag atom). The results

presented here are aligned with earlier work of coherent interfaces in other aluminium alloys

[11, 13, 33]. Those studies demonstrate that we can understand the interfacial segregation

behaviours reasonably well with the combination of atomic structure characterisations and

first-principles calculations.

A key feature of the semicoherent interface is the fact that the original high-index planes

are reconstructed by nano-steps parallel to low-index planes. Such reconstruction is a

common phenomenon for solid-solid interfaces in materials. Well-known examples are the

reconstructed BCC-FCC interfaces in steels and Ti-Al alloys [205]. It is often postulated

that the steps form on low-index planes due to the associated low interfacial energies [205].

In this study, we explained the nano-steps formation with the DFT deduced interfacial

energies and an energetics-based reconstruction criterion, Fig. 6.7. Specifically, though

reconstruction increases the interfacial area, the overall interfacial energy is compensated

with the significantly decreased interfacial energies associated with low-index nano-steps.

This approach is hopefully applicable to the interfacial reconstructions in other systems.

Dislocations are confined to the semicoherent FCC/HCP interfaces, but their exact types

and locations have not been resolved until now. It is well accepted that Shockley partial

dislocations are present at the FCC/HCP interface with three equivalent directions. However,

we observed two types of semicoherent interfaces with distinct chemical distributions, Fig. 6.5.

It naturally raises the question whether those two interfaces share the same dislocation

structure. Type-I interface involves one column depleted in Ag surrounded by six column

enriched in Ag as previously reported [70]. The Burgers vector analysis was performed
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on the experimentally informed 3D interface model, which shows three Shockley partial

dislocations are indeed periodically in place along the interface. Since there are two 30°

Shockley partial dislocations and one 90° Shockley partial dislocation every 6 close-packed

layers, one may well suspect that such hexagonal feature echoes the periodicity of 90°

Shockley partial dislocation. However, our detailed analysis shows that it is not the case. A

90° Shockley partial dislocation is located in between the layers that exchange the stacking,

Fig. 6.8. Meanwhile, the Ag depletion is in between two 30° Shockley partial dislocations,

which has the same periodicity every six close-packed planes. This phenomenon should be

based on an energetics reason. The first-principles calculations have not been performed

yet due to the size of the interface model. But we have attempted structural optimisation

of the interface model using EAM method. Surprisingly, the calculation suggests that three

periodic Shockley partial dislocations will decompose further into another periodic structure

that involves a 90° Shockley partial, a Lomer-Cottrell and a Hirth dislocation, Fig. 6.9.

The transition state consists of a 90° Shockley partial dislocation and a 90° anti-Shockley

partial dislocation, which are on the intersection line of {111}Al and {110}Al planes (see

Fig. 6.10 and Fig. 6.11). Overall, the reaction proceeds by reconstructing dislocations on the

close-packed {111}Al ∥ {0001}γ planes into their perpendicular planes {110}Al ∥ {12̄10}γ .

The dislocation reaction can be written as:

1/6[12̄1]+1/6[2̄11]→ 1/6[1̄1̄2]→ 1/6[1̄1̄0]+1/3[001]. (6.2)

The driving force for the dislocation reaction involves a reduction in strain energy. Assuming

the strain energy associated with dislocations is proportional to the sum of the square of their

Burgers vectors [21], this reaction reduces the strain energy by 50%. Of course, the exact

energy may involve other electronic interactions, where calculations are out of the scope of

this work. Though proven to be challenging, DFT calculations are still on-going to investigate

the energetics associated with different stages of the dislocation reaction at the interface. A

Lomer-Cottrell dislocation is associated with a 3-atomic-column region depleted in Ag as

shown in Fig. 6.12. And Type-II interface consists of the periodic chemical distribution that

involves a 3-atomic-column region depleted in Ag in adjacent to a 1-atomic-column region

depleted in Ag. This is evidence that Lomer-Cottrell dislocations are involved in the Type-II

interface, which could evolve from the Type-I interface with three periodic Shockley partial

dislocations. Higher quality STEM images of the Type-II interface are needed to enable the

dislocation analysis to support this hypothesis.

Different types of dislocations are associated with unique chemistries at their dislocation

cores. In this study, a periodic one-column Al enrichment is present in between of two 30°

Shockley partial dislocations at the Type-I FCC/HCP semicoherent interface. In addition,
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a pair of two-column Al enrichment is present above and below a Hirth dislocation at the

junction of two γ ′ precipitates tilted 109.5° relative to each other. In parallel, a 3-column Al

enrichment is present at the Lomer-Cottrell dislocation at the junction of two γ ′ precipitates

tilted 70.5° relative to each other, and at the Type-II FCC/HCP semicoherent interface. Those

two contacting angles are results of the heterogeneous nucleation of γ ′ precipitates on different

quenched-in dislocation loops. The addition of Cu to Al-Ag alloys changes the quenched-in

dislocation loops from {111}Al planes to {110}Al planes as studied previously in Ref. [78],

which consequently changes the type of dislocation present at the precipitate junctions. This

interesting phenomenon shows the controllability of the interfacial dislocations that may also

occur with other elements but yet to be studied. The chemical segregation at dislocations

is a common phenomenon in materials science. The concept of Cottrell atmosphere was

proposed in 1949 [206], before the first observation of dislocations in TEM in 1956 [207].

It suggested the dislocation motion is impeded by the capturing of small interstitial atoms,

like carbon and nitrogen, which consequently improves the yield strength of alloys. This

theory has been verified by TEM and ATP experiments [208]. A recent example showed

that Mn atoms segregate at the dislocations in a Fe-Mn alloy that retains the austenite state

(FCC) at the dislocation core in martensite (BCC/BCT) [209]. A cubic meter of martensite

contains such an enormous number of dislocations that their total length can be up to a light

year. The confined chemical and structural states at the dislocation cores are expected to

change the mechanical properties of alloys. Apart from the role of dislocations in determining

the plasticity of metals, dislocation cores can also change the local electronic and optical

states, which is particularly important for semiconductors. In a II-VI semiconductor CdTe,

Lomer-Cottrell dislocations are either enriched in Cd or Te, while Hirth dislocations consist

Cd-Te atomic dumbbells [210]. Similarly, in a III-V semiconductor GaAs, Lomer-Cottrell

dislocations are either enriched in Ga or As [211]. In both cases, first-principles calculations

showed reduced band gaps at the dislocation cores compared to the bulk materials, which

add intermediate energy states for electron excitation [211, 212]. In addition, the alternative

elements enriched at the Lomer-Cottrell dislocation core are associated with different charge

transfer [211, 212]. The development of charge creates linear channels along the dislocations

and strong electric field between the channels [211]. We have to note that those observations

are very recent thanks to the development of aberration-corrected TEM. The fundamental

mechanisms behind the unique chemistry at the dislocation cores are largely unknown.

One of such mechanisms for solute segregation at defects could be the strain. For

example, Bi is known to be hazardous for alloys because their segregation embrittles the

grain boundaries. First-principles calculations showed that the segregation of Bi at Cu grain

boundaries is purely a size effect [213]. Another example is periodic segregation of Gd
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and/or Zn at coherent twin boundaries in Mg alloys, which pins the movement of twin

boundaries during annealing [115]. Gd atoms (which is larger than Mg) prefer to segregate

at the expansion sites, while Zn atoms (which is smaller than Mg) prefer to segregate at

the compression sites at the twin boundaries. First-principles calculations together with

invariant plane strain calculations showed that those segregation choices reduce the strain

energy. It is interesting to note that the segregation at {101̄1}Mg twin boundary is similar

to our observation of {101̄1}γ twin boundary, where Al enriches at the compression site.

In fact, Al also tends to segregate at the compression site for Lomer-Cottrell dislocation.

Because a dislocation imposes an anisotropic strain field in the crystal (particularly around

the core), a solute atom with a different atomic size may preferentially segregate at one side

of dislocation core to mitigate the strain energy. Different dislocations are expected to display

different symmetries of the strain field that may result in unique chemistries at the dislocation

cores. However, the atomic size difference between Al and Ag is negligibly small (≈ 0.5%).

Further detailed computation and analysis are needed to elucidate the contribution of strain

for solute segregation at those interfacial dislocations.

Interfacial dislocations directly determine the interface mobility and hence the growth

behaviours of precipitates. Hirth and Lomer-Cottrell dislocations are both called stair-rod

dislocations, as they are located at the interaction of two close-packed planes, similarly to

the rods that hold the carpet down a stair. Because the Lomer-Cottrell dislocations and Hirth

dislocations are not on the close-packed planes, they cannot move unless a significant energy

penalty is paid. Therefore, they are also called sessile dislocations. Fig. 6.12 and Fig. 6.13

have shown that two sessile dislocations form at the precipitate-precipitate junctions and

are associated with unique Al segregations. With the coupling between atomic structures

and chemistries at the sessile dislocation cores, the growth of precipitate assemblies are

stopped, Fig. 6.16. It is intuitive that the lengthening is inhibited with the impingement of two

precipitates. Moreover, the thickening is immobilised as well. This is possibly caused by the

difficulty in initiating a new ledge at the precipitate-precipitate junction, which requires the

formation of new Shockley partial dislocations and possibly de-locking of pre-existing sessile

dislocations. In contrast, an individual γ ′ precipitate plate has no restriction in lengthening

and thickening with the movement of glissile Shockley partial dislocations. This is still a

hypothesis waiting for future examination. Nevertheless, our atomic-resolution dislocation

characterisations are in good agreements with the precipitation behaviours observed in bulk

heat treatments (Fig. 4.5) and in situ experiments (Fig. 6.16). It demonstrates different

thermal stabilities for the same precipitate phase with different types of dislocations at the

interfaces. This study points out a direction for controlling precipitation via engineering their

interfacial defects.
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6.6 Conclusion

In this chapter, the atomic structures of various γ ′/γ interfaces were characterised by scan-

ning transmission electron microscopy. First-principles (DFT) and semi-empirical (EAM)

calculations were performed to explore the energetics associated with different interfaces.

The main conclusions are as follows:

1. Ag segregates at the coherent interface of the γ ′ precipitate phase during nucleation and

the early stages of growth. The interfacial segregation can be understood from the associated

energy reduction for a thin precipitate.

2. The semicoherent interfaces of γ ′ precipitate plate are reconstructed by nano-steps

parallel to {111}Al and {002}Al planes. The nano-steps formation can be explained from

an energetic perspective with our interfacial energies calculations. There are two types

of reconstructed semicoherent interfaces with different chemical distributions. For the

Type-I interface, the precise positions of Shockley partial dislocations were determined

in an experimentally-informed 3D model. EAM optimisation of the 3D model suggested

dislocation reaction of three Shockley partial dislocations into a Shockley partial dislocation,

a Lomer-Cottrell and a Hirth dislocation periodically spaced along the interface. The periodic

chemical distribution associated with the Type-II interface supported the hypothesis that

Lomer-Cottrell dislocations are present at the interface.

3. Stair-rod dislocations were identified at precipitate-precipitate junctions with unique

chemistries. Depending on the contacting angle of the precipitates on different close-packed

planes, the dislocation can be either Lomer-Cottrell (⃗b = 1/6⟨110⟩) or Hirth (⃗b = 1/6⟨110⟩).
Both dislocations are sessile so that they impede γ ′ precipitate growth during ageing at 200°C.

In contrast, a precipitate with Shockley partial dislocations at its interface can grow freely.
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Conclusions and Future Work

Starting from the Wright Brothers’ flight and Wilm’s discovery, precipitation-hardened

aluminium alloys have been used for every generation of aircraft and spacecraft. Alloy

innovation requires a deep understanding of the art and science of precipitation. However, the

atomic mechanisms associated with precipitation are not fully understood, thus preventing

a rational alloy design based on first principles. The main purpose of this project was to

understand the role of interfaces and defects associated with precipitate nucleation and growth

in Al-Ag alloys. With such an understanding, new ways to tailor microstructures and hence

the mechanical properties of alloys may be developed. The present study developed new

processing schemes to manipulate phase transformation pathways through the interaction

between defects and pre-existing phases. Using this strategy, we discovered new precipitation

behaviours and a new precipitate phase ζ in the textbook Al-Ag system. The ζ phase has

a bi-layered structure analogous to the Ag interfacial segregation in various high-strength

aluminium alloys. Interfaces of the known HCP γ ′/γ phases were also investigated in detail,

including coherent and semicoherent precipitate-matrix interfaces and precipitate-precipitate

junctions. The coupling between dislocations and chemistry confined at the interfaces enables

new atomistic insight into the precipitation growth behaviours.

In summary, this study demonstrates controlling precipitation by manipulating precipitate

interfaces and lattice defects in the textbook Al-Ag system. The phase transformations

revealed in this binary system are richer than previously established, with a new precipitate

phase ζ and the associated transition pathways. In addition, the proposed processing strategy

is expected to lead discoveries of new phases in other systems and provides a platform for

engineering the metastable alloy microstructure against environmental degradation. This

study also showcases manipulating precipitation growth behaviours through the nature of

interfacial structures. In the following sections, we will conclude each result chapters and

point out directions for future work.
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7.1 Modifying Phase Transformation Pathways through the

Interaction Between Defects and Pre-existing Phases

Lattice defects – such as dislocations, stacking faults, vacancies and solute clusters – adjust

the kinetics of precipitation by providing heterogeneous nucleation sites for precipitate

phases. The local environment of a defect differs from the bulk: the lattice is distorted in

a way that may activate structural transformations; solute segregation may provide a local

compositional enrichment favourable to precipitation. Thus, defects are often deliberately

introduced to alloys to promote precipitation during processing. In the Al-Ag system, γ ′

precipitates are known to heterogeneously nucleate on stacking faults decomposed from

dislocation loops. Our embedded atom method simulations agree very well with electron

tomography reconstructions, revealing the associated atomic mechanisms of dislocation

reactions. A core-shell Ag-rich structure was also observed, composed of a quenched-in void

embedded in an Ag-enriched GP zone ε . By changing the quenching media and hence the

quenched-in defects, we manipulated the microstructure evolution of the alloy during ageing.

Slow quenching reduced quenched-in defects and hence suppressed γ ′ precipitation.

This study highlighted the importance of the timing and manner in which defects are

induced to an alloy. After the FCC-HCP phase transformation was suppressed, vacancies and

dislocations were introduced into a pre-aged alloy. This was performed in two ways: in the

TEM foils by in situ annealing or in the bulk alloy by deformation and secondary ageing. The

introduced defects triggered phase transformations on pre-existing metastable GP zones, i.e.

nucleation of the γ ′ phase and that of a new ordered ζ phase. This phenomenon is possibly

due to the vacancy flux generated from the surface of a thin TEM foil during in situ annealing

or from the movement of introduced dislocations. Direct observations of dislocation motion

in association with γ ′ phase nucleation supported our proposed mechanism.

This work demonstrated the feasibility of manipulating phase transformation pathways

through the interaction between defects and pre-existing phases. There are two core require-

ments of the proposed processing strategy: (a) the alloy must have metastable pre-existing

phases; (b) lattice defects must be introduced and secondary ageing should be performed.

We suggested that these conditions are widely available during the servicing of engineering

alloys. Thus, this mechanism could be important in determining the stabilities of alloys

against environmental degradation, such as during fatigue and creep, which usually involve

metastable microstructures.
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7.2 Atomic Structure and Phase Transformations of The

Bi-layered Precipitate ζ Phase

We characterised the atomic structure of the newly discovered metastable ζ phase. The ζ

phase differs from the known FCC and HCP structures with Ag- and Al-enriched bi-layers

on alternating close-packed planes. Our EDXS analysis suggests that the ζ phase has a

composition close to AgAl, which also suggests the ε-ζ transformation simply involves

rearrangement of atoms. This composition hypothesis is supported by comparing the experi-

mental HAADF-STEM intensities with multislice image simulations of the DFT-optimised

AgAl model. The experimental and calculated atomic positions were found to be in excellent

agreement. It is worth noting that the ζ phase inherits the stacking of FCC and is fully coher-

ent with the Al matrix. However, the alternating chemistry results in noticeable alternating

displacements in the direction normal to the close-packed planes, which is associated with

the electronic structures between close-packed planes. The displacements are inherent to the

ζ phase, revealed by comparing the results from geometric phase analysis (GPA) of HAADF-

STEM images with the calculated displacements of the DFT-optimised structure. The space

group is R3̄m with experimentally-measured lattice parameters of a = 2.88± 0.05Å and

c = 27.35±0.05Å and atomic positions of Ag at (0 0 0.878) and Al at (0 0 0.375).

By imagining the ζ phase transformations under heating and/or irradiation within a

transmission electron microscope, we revealed the time-resolved phase transformations at

nano and even atomic scale. A clear ordered contrast emerged from a GP zone ε due to the

formation of the bi-layered ζ phase during in situ annealing. The γ ′ precipitate assemblies

nucleated beside the ζ phase and formed a complex morphology. In situ STEM experiments

clearly showed that the ζ phase is an intermediate phase between the GP zone ε and the

equilibrium γ ′/γ phases. Stacking faults were found to be critical for the nucleation of the

HCP γ ′ structure.

Various configurations of Ag atomic clusters in aluminium were analysed, showing that

the ζ phase is a local energy minimum state during Ag clustering in the aluminium matrix.

Ag atoms are not stable in the solid solution and prefer to aggregate on the {111}Al close-

packed planes. The chemical ordering inside GP zones ε can be explained by the favourable

spacing between the Ag layers in aluminium, which leads to the formation of the ζ phase.

Theoretically, precipitates with high-aspect ratios on {111}Al planes are most effective in

strengthening FCC alloys. The fast decomposition from solid solution, the strong preference

on {111}Al planes, and the intimate interactions with defects are intrinsic properties of Ag

in Al. These properties are expected to provide heterogeneous nucleation sites on {111}Al
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planes at the very early stage of ageing, which may explain the microalloying effects of Ag

in high-strength aluminium alloys.

7.3 Interfacial Structures of the HCP Precipitate γ ′/γ Phases

Resolving the FCC/HCP interfaces of the γ ′/γ phases is another classic topic re-examined in

this project. It is well accepted that the broad interface of the γ ′ phase is coherent, matching

the close-packed planes between FCC and HCP. The coherent interface was found to be

enriched in Ag at the early stage of γ ′ thickening but not at the late stages. This segregation

phenomenon was explained with the energy reduction per Ag segregated as a function of

precipitate thickness.

The semicoherent interface of the γ ′/γ phase is reconstructed by nano-steps parallel to

low-index planes. In every six close-packed layers, {112}Al ∥ {12̄10}γ facets are decomposed

into a four-layered step parallel to {111}Al ∥ {101̄1}γ and a two-layered step parallel to

{002}Al ∥ {101̄1}γ . The observed interfacial reconstruction was explained with DFT-deduced

interfacial energies and an energetics-based reconstruction criterion. By locating the atomic

positions on HAADF-STEM images and applying the periodicity of FCC and HCP in the

viewing direction, we built experimentally-informed 3D models of the precipitate-matrix

interfaces. Burgers vector analysis was performed for each atom in the 3D model and

Shockley partial dislocations in three equivalent directions were identified as expected.

However, our atomistic calculations showed that the three Shockley partial dislocations can

decompose into a 90° Shockley partial dislocation, a Lomer-Cottrell dislocation and a Hirth

dislocation. The two different models of interfacial dislocations are possibly associated with

two types of chemical distributions observed at the semicoherent interfaces.

It is the nature of interfacial dislocations which control the growth behaviour of the

γ ′/γ phases. The presence of sessile dislocations was identified at the precipitate-precipitate

junctions of γ ′ assemblies. Depending on their contacting angles, two glissile Shockley partial

dislocations on different close-packed planes can react into a Lomer-Cottrell dislocation or a

Hirth dislocation. Moreover, twins found to exist at the precipitate-precipitate intersections

for thick γ plates. Interestingly, each type of defect is associated with unique chemical

segregation. As revealed by bulk heat treatment and in situ annealing, the thickening of

precipitate assemblies was hindered by sessile dislocations at their junctions, while the

growth of individual precipitate plates had no restriction with glissile dislocations at their

semicoherent interfaces. This study demonstrates different thermal stabilities of the same

precipitate phase with different interfacial structures.
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7.4 Future Work

On the basis of the work presented here, we suspect that interactions between defects

and pre-existing phases could be a general phenomenon across many alloy systems. To

confirm our hypothesis, it is worthwhile to re-investigate the phase transformations of other

well-known alloy systems using the proposed processing strategy. Future work should not

be limited to textbook alloy system but also be extended to include alloy systems with

engineering significance, for example, high-strength aluminium alloys and magnesium alloys.

The defects-induced phase transformations could influence the durability of engineering

applications where defects are generated in alloys under thermal, mechanical, or even

irradiative conditions. In other words, phase transformations may never stop during the

servicing of alloys. It is important to confirm the associated mechanisms in engineering

applications and develop the theory of dynamic precipitation. Such knowledge is critical

to developing new strategies to enhance the stabilities of alloys against environmental

degradation.

The bulk processing scheme developed in this project involves deforming a pre-aged alloy

and performing secondary ageing. It is interesting that small deformations yielded phase

transformations within GP zones as the pre-existing phase. In contrast, large deformations

sheared the GP zones and resulted in γ ′ precipitate nucleation in the matrix. A systematic

study is needed to correlate the extent of deformation and the change in microstructure during

secondary ageing. In particular, one should determine the dislocation density, the degree of

shearing for pre-existing phases, the density and distribution of newly formed precipitate

phases and the ageing response. Such study should be a useful reference for developing new

thermomechanical processing that utilises defects to engineer microstructures and mechanical

properties.

Complicated phase transformations are difficult to study at the atomic scale. With the

development of aberration-corrected instruments and stable in situ holders, it is possible to

reveal the dynamics of phase transformations at a high temporal and spatial resolution. In this

study, electro-polished TEM samples were in situ annealed and the resolution was limited to

the nanoscale due to thermal drifting. In the future, one could try to use a focused ion beam

microscopy (FIB) to manufacture alloy lamellae for protochip in situ heating holders. The

significantly improved in situ stability should yield detailed transformation mechanisms.

The growth behaviour of a precipitate can be manipulated by engineering the interfacial

structures. For instance, the growth of γ ′ assemblies is stopped with sessile dislocations

at the precipitate-precipitate junctions. Improved thermal stability of a precipitate phase is

an interesting feature for thermal resistant applications. Thus, it is interesting to generalise

this mechanism to the other systems. For example, the T1 phase in Al-Cu-Li alloys, the
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Ω phase in Al-Cu-Mg-Ag alloys and the η phase in Al-Zn-Mg-Cu alloys are promising

candidates for reproducing the phenomenon, as they all precipitate on the {111}Al planes.

In particular, the T1 phase and the η phase have HCP structures that should give Shockley

partial dislocations at the FCC/HCP interfaces. Inevitably, those Shockley partial dislocations

on different close-packed planes are expected to react into sessile dislocations. It shall be

interesting to verify this dislocation reaction in those systems and even expand the mechanism

beyond FCC/HCP transformations. The mechanisms governing unique chemical segregation

at sessile dislocation cores are still unknown. Advanced atomistic calculations and strain

quantification are needed at those precipitate-precipitate junctions to resolve the mystery. By

understanding the role of interfacial dislocations and ways to generate them, we should be

able to tailor the microstructures and hence the mechanical and thermal properties during

artificial ageing.

Despite its textbook status, the Al-Ag system still has not revealed all its secrets. Atomic

resolution HAADF-STEM is required to confirm the short-range ordering suggested by

Neumann’s model and the order-disorder transformation. One can examine the phase aged

at low temperatures (i.e. 100°C) viewing along a ⟨112⟩Al direction. For the FCC/HCP

semicoherent interface, a high-resolution HAADF-STEM image with the better quality

of the Type-II interface is needed for a dislocation analysis, which is critical to support

our interfacial dislocation reaction model. The interfacial energies of the two types of

semicoherent interfaces and two types of precipitate-precipitate junctions could be calculated

by DFT. We may use the first-principles deduced interfacial energies to predict precipitate

growth kinetics and compare with experiments.

Precipitation is more than what has been exposed; so is our journey in the universe.
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Appendix A

Thermodynamics and Kinetics of

Interfaces during Precipitation

A.1 Interfaces in General

An interface is the critical boundary that distinguishes two different phases. Its existence is

widely spread in the universe: a black hole has the event horizon within which light cannot

escape; deep-focus earthquakes occur exclusively at the oceanic-continental boundaries;

neurons exchange electrical and chemical signals at their cell surface. All these interfaces,

from radically different fields, share the same questions:

1. What is the interface structure?

2. How does the interface form and evolve?

High-strength light alloys often involve nanometre-seized precipitate phases with high

aspect ratios, which correspond to a large area of precipitate-matrix interfaces. The nature of

interfaces directly determines the precipitation behaviour. More challenging but practical

questions for the precipitate interface are:

3. Can we control the interface?

4. Can we do the above at the atomic scale?

In contrast to the wide existence and critical role that the interface has in determining

precipitation, we have a limited understanding of the atomic mechanisms. In the following

sections, we will review the thermodynamics and kinetics of precipitation in alloys. The

role of the precipitate-matrix interface is examined through different stages of precipitation,

including nucleation, growth and coarsening.
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A.2 Nucleation

Starting from the homogeneous nucleation theory for simplicity, the free energy change is

associated with three contributors [15]:

1. The precipitate phase is more stable than the matrix in supersaturated solid solution.

The transformation causes a volumetric free energy decrease of V ∆Gv, where V is

the volume of phase changed and ∆Gv is the enthalpy difference per unit volume.

2. The precipitate-matrix interface is created, which gives an interfacial free energy

increase of Aγ , where A is the area of interface and γ is the interfacial energy per unit

area.

3. In general, the transformed precipitate volume does not fit perfectly with the original

matrix region, which gives a volumetric free energy increase due to strain V ∆Gs.

Note that the classical nucleation equation does not include the shear strain energy

associated with transformations, which is also volumetric [193].

Assuming a spherical precipitate with radius of r and summing those three contributors,

the total free energy change ∆G can be calculated as:

∆G =−4
3

πr3(∆Gv −∆Gs)+4πr2γ. (A.1)

The critical nucleus size r∗ is taken at the peak of free energy when ∂∆G
∂ r = 0, which yields:

r∗ =
2γ

∆Gv −∆Gs
. (A.2)

And the energy barrier ∆G∗ against nucleation is derived as:

∆G∗ =
16πγ3

3(∆Gv −∆Gs)2 . (A.3)

As shown in the Eq. A.3 and Fig. A.1, the nucleation stage is dictated by interfacial energy

while the growth stage is dominated by volumetric energy (enthalpy and strain energy) [15].

However, this equation treats interfacial energy isotropically which gives a spherical

geometry. For non-spherical precipitates with more engineering significance, the orientation

dependence of interfacial energy has to be considered. When ignoring the strain energy and

only considering interfacial energy, an equilibrium geometry and orientation is obtained

when [10]:
∫

γdA = minimum. (A.4)
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Fig. A.1 The free energy change associated with homogeneous nucleation. The nucleation
energy barrier emerges as the competition between the interfacial energy term and volumetric
energy term. Adapted from Ref. [15], p. 264 with permission from Taylor & Francis.
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Fig. A.2 (a) A possible [110] section through the γ-plot of an FCC crystal. The length OA
represents the free energy of a surface plane whose normal lies in the direction OA. Thus
OB=γ(001), OC=γ(111) etc. Wulff planes are those such as that which lies normal to the vector
OA. In this case, the Wulff planes at the cusps (B, C, etc.) give the inner envelope of all
Wulff planes and thus the equilibrium shape. (b) The equilibrium shape in three dimensions
showing {100} (square faces) and {111} (hexagonal faces). Reprinted from Ref. [15], p. 121
with permission from Taylor & Francis.

Fig. A.3 A section through a γ-plot for a precipitate showing one coherent or semicoherent
interface, together with the equilibrium shape (a disc). The Wulff theorem would then predict
the equilibrium shape to be a disc with a thickness/diameter ratio of γb/γe where γb and γe are
the specific interfacial energies of the board and edge interfaces respectively. Reprinted from
Ref. [15], p. 154 with permission from Taylor & Francis.
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This criterion was first proposed by Gibbs in 1878 [214] and again by Curie in 1885 [215].

The solution to the equilibrium shape was found by Wulff in 1901 [216], thus it is known

as Wulff construction, though with a wrong proof. The most general proof was given by

Herring in 1951 [217]. Wulff construction is a crystal geometry encloses in a way that:

γi

ri
= constant, (A.5)

where γi is the interfacial energy per unit area for an arbitrary facet, and ri is the distance

from the origin of geometry to that facet. The γ-plot represents the orientation dependence

of surface energy so that the equilibrium shape is determined by drawing tangent lines at

the cusps in such γ-plot. For an FCC crystal like aluminium, the Wulff construction is a

truncated octahedron bounded by {111} facets and {001} facets, see Fig. A.2. The solution,

though simple, gives a reason for our common intuition: the higher the interfacial energy in

one orientation, the further those facets are separated and the smaller the corresponding area

should be. The equilibrium shape of a precipitate requires strict conditions as following [10]:

1. The interfacial energy is dominating.

2. Other factors (like the strain) that can potentially modify the shape are not significant.

3. The diffusivity is sufficiently high or the diffusion distance is short.

The shape observed experimentally may be different from the Wulff construction as the

precipitate nuclei are hard to be captured; we often see precipitates in their growth stage. And

a growing precipitate often deviates from the equilibrium due to : (a) the strain cannot be

ignored, (b) the mobility of interface is not isotropic [15]. If the equilibrium shape concerns

just the equilibrium state, we may have fewer interests as the precipitation is a process

away from equilibrium. But one should also realise that nucleation satisfies the equilibrium

conditions exactly. Because of the large surface to volume ratio, the shape and orientation

relationship of nuclei are determined primarily by the anisotropic interfacial energy. For a

nucleus adopts the equilibrium shape of a circular plate with diameter d and thickness t, we

can obtain the following equations [9]:

the critical diameter:

d∗ =
4γe

∆Gv −∆Gs
, (A.6)

the critical thickness:

t∗ =
4γb

∆Gv −∆Gs
, (A.7)
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and the nucleation energy barrier:

∆G∗ =
8πγ2

e γb

(∆Gv −∆Gs)2 , (A.8)

where γe and γb is the specific interfacial energy of the edge surface and broad surface

of the plate, respectively. This equation can be further modified to adapted the detailed

plate geometries, like the tetragonal plate on {001} planes [31] or the hexagonal plate on

{111} planes [87]. The broad surface of the precipitate – also known as the habit plane

of a precipitate – corresponds to the orientation with the lowest interfacial energy in the

γ-plot, Fig. A.3. Precipitates share such broad surfaces with the matrix to minimise the total

interfacial energy. Moreover, the nucleation energy barrier directly influences the nucleation

rate as (assumed a spherical geometry):

dN

dt
∼= N0Zβexp(−∆G∗

kT
) (A.9)

where N is the number of nuclei, t is the time, N0 is the number of atoms per unit volume (∼
NA/Vm); Z is Zeldovich’s factor (∼ 1/20); k is Boltzmann’s constant and T is temperature;

and β is the frequency factor:

β =
4πr∗Dα

B X0

a4
0

. (A.10)

The term r∗ is the critical radius of the nucleus, Dα
B is the diffusivity of the solute B in the α

matrix, X0 is the solute content of the alloy, a0 is the lattice parameter. It implies the interface

dominates the nucleation kinetics, with the critical energy barrier ∆G∗ in the exponential

function.

Overall, interfacial energy takes a critical role in the nucleation process – controlling

the critical size, orientation relationship and geometry, the nucleation energy barrier and the

nucleation rate of precipitate phases. Recognising the significance that interfaces acquired

during nucleation, we suspect it is possible to adjust the precipitation sequence by lowering

the interfacial energy of the favourable phase and hence the corresponding nucleation bar-

rier. No fundamental studies of such phase manipulation have been performed up to date.

However, in practice, microalloying elements sometimes modify the interfacial structures

and change the phase that forms, which was reviewed in Section. 2.1.2 and Ag in particular

in Section. 2.2.2.
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Fig. A.4 Schematic diagrams illustrating diffusional precipitate growth. (a) The lengthening
and thickening directions of a precipitate plate. The edge curvature has a radius of r. The
dashed line circles the solute depletion field around the precipitate. (b) Plot of the solute
composition against the distance away from the precipitate-matrix interface, with the orange
line represents the lengthening direction and the blue line represents the thickening direction,
respectively. (c) Gibbs free energy against composition for the broad and edges interfaces,
illustrating the Gibbs-Thompson effects, reprinted from Ref. [15], p.44 with permission from
Taylor & Francis.
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A.3 Growth

After precipitates nucleated, they start to grow. The growth of a precipitate plate includes

both thickening and lengthening, displaying a complicated, non-equilibrium, anisotropic

kinetics. During the growth stage, the role of interface is manifested through two aspects:

Gibbs-Thomson effects and interfacial mobility [10]. In the following analysis, we will

consider the disordered interface first to discuss the Gibbs-Thomson effects and then the

ordered interface to discuss the interfacial mobility. Among different kinetics models, the

simplest equations are taken in this review. We are taking the convention of solute-rich

precipitate in the following analysis. Let it be the precipitate β with the composition of AxBy

formed within the α matrix with the alloy composition of X0 (in term of B). Xp is noted

as the molar concentration of B in the β phase: Xp = y/(x+ y). Dα
B is the diffusivity of B

in the α matrix. For the disordered interface, the thickening of a plate is controlled by the

bulk diffusion. As shown in Fig. A.4, the precipitate develops a solute depletion field at its

broad interface. Xp is the precipitate composition and XI is the solute concentration at the

interface. Note that XI varies with conditions. For instance, at the board interface which can

be assumed to be infinitely large, the solute concentration reaches local equilibrium Xeq,∞.

The linearised gradient approximation gives the thickening rate as:

Vt =
(X0 −Xeq,∞)

(Xp −Xeq,∞)1/2(Xp −Xeq,∞)1/2

√

D

2t
, (A.11)

which does not have any interfacial energy term. The lengthening of a precipitate plate,

however, is strongly influenced by Gibbs-Thomson effects [10]. The finite size and high

curvature at the plate edge are associated with high interfacial energy. As shown in Fig. A.4,

this extra interfacial energy shifts up the Gibbs free energy of the precipitate phase and yields a

solute concentration XI at its interface higher than the infinite equilibrium solution Xeq,∞ [15].

For a spherical particle with 100% solute, the solubility at its interface is known as Xeq,r =

Xeq,∞ exp(2γV
rkT ), where V is the atomic volume of the particle. The edge of β plate can be

approximated as a hemicylinder with of radius of r that gives Xeq,r = Xeq,∞ exp(
γVβ

rkT
1−Xeq,∞

Xp−Xeq,∞
),

where Vβ is the atomic volume of β phase [10]. If the solid solution is diluted, Xeq,∞ ≪ 1, the

equation is simplified into Xeq,r = Xeq,∞ exp(
γVβ

XprkT ) [218]. Using the Zenner-Hillert equation,

the lengthening rate is:

Vl =
Dα

B

2r

X0 −Xeq,∞

Xp −X0
(1− rc

r
), (A.12)

where r is the radius of curvature, rc is the critical radius of curvature whereat Xeq,r is identical

to Xeq,∞ and growth stops (a growth counterpart to r∗ in nucleation). The stable lengthening
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rate is taken when the curvature maximises the kinetics [10]:

r = 2rc =
2γVβ

XpkT

1

ln( X0
Xeq,∞

)
, (A.13)

The lengthening rate is controlled by the solute content gradient at the interface. As the

Gibbs-Thomson effects increase the solute content at the edges of a precipitate, it slows down

the lengthening kinetics. This effect is significant with large interfacial energy, particularly

for edges with the semicoherent or non-coherent interface. Once the lengthening rate reaches

the stable state, the radius of curvature is proportional to the interfacial energy. The higher the

interfacial energy, the lower the lengthening rate, according the diffusion-controlled growth

model.

Fig. A.5 Typical plots of thickness (or half-thickness) vs. time for precipitate plates in (a)
Fe-0.22% C [219], reprinted with permission from Springer and (b) Al-15% Ag [49] (in
weight percent), reprinted with permission from Elsevier.

Fig. A.6 Schematic illustration of migration of an interphase boundary by lateral motion of
ledges. Adapted from Ref. [15], p. 283 with permission from Taylor & Francis.
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However, the precipitate interfaces are ordered in reality, often fully or partially coherent

with the matrix. Their kinetics are beyond the descriptions of bulk diffusion because of

the interfacial mobility. In various alloy systems, Fig. A.5, the thickening of precipitate

plates is discrete, rather than continuous in the diffusion-controlled growth model [10]. This

phenomenon is operated by ledge mechanism, Fig A.6, where the broad interface is assumed

to be immobile while the thickness still can be increased with lateral movement of ledges

as “raisers” [10]. Consider a set of parallel linear ledges with h as their height and s as their

spacing, the thickening rate has a relationship with the lengthening rate as:

Vt =Vl
h

s
. (A.14)

The lengthening rate of ledge Vl is described by Zenner-Hillert equation in Eq. A.12 with

radius r equals to the ledge height h. It is obvious that the thickening of a plate is dependent

on the availability of the ledge. Because the broad interface is usually coherent with scarce

edges, thickening is prohibited by the interface. This slowed kinetics is described by the

interfacial mobility as:

V = M(
∆µ

Vβ
), (A.15)

where V is the interfacial velocity for either lengthening or thickening, M is the corresponding

interfacial mobility, ∆µ is the driving force. For a dilute solution, the driving force ∆µ is

given by the potential energy difference of B solute in solid solution and in the precipitate

phase ∆µ = kT
XI−Xeq,∞

Xeq,∞
. If the kinetics is interface controlled, the local equilibrium cannot

prevail at the interface. The overall kinetics is determined by the solute transportation across

the interface, instead of the long-range bulk diffusion from the solid solution matrix to the

interface. In other words, solutes are segregated at the interface waiting for its movement.

The interfacial mobility is purely determined by interfacial structure, but the mechanisms are

unknown. It is challenging to resolve the atomic structure of a precipitate-matrix interface.

Even one resolved the interfacial structure, the above equations give no clue how to calculate

the mobility from the first principles; rather, it serves as a fitting parameter for kinetics results.

A qualitative experience tells that coherent interfaces (with low interfacial energies) have

a low mobility, while semicoherent or incoherent interface (with high interfacial energies)

have a high mobility, due to the supply of ledges [10]. This conclusion is opposite to that

from the Gibbs-Thompson effects; often, the interfacial mobility dominates the growth in

aluminium alloys.
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A.4 Coarsening

Once the solutes in the matrix are largely consumed by growing precipitates that their

associated solute depletion fields overlap with each other, precipitates starts coarsening driven

by Gibbs-Thomson effects [10]. Small precipitates have a higher solute concentration at

their interfaces while large precipitates are associated with a lower value. The solute gradients

between the particles with different sizes lead to the abnormal growth: the large grow larger

and the small shrink smaller. For simplicity, consider spherical precipitates with negligible

volume fraction and no elastic interaction, the process is fully bulk diffusion controlled. The

analytical solution is given by the Lifshitz-Slyozov-Wagner (LSW) coarsening equation:

r̄3 − r̄3
0 =

8
9

Dα
B Xeq,∞V 2

β γ

kT
t, (A.16)

where

r̄ is the mean particle radius

r̄0 is the mean particle radius at the starting of coarsening

γ is the interfacial energy

Dα
B is the diffusivity of solute B in matrix α

Xeq,∞ is the composition at the infinite large interface

Vβ is the atomic volume of precipitate phase β

t is the coarsening time

The LSW equation suggests a kinetics relationship of dr
dt ∼ t1/3, with a coefficient that is

proportional to the interfacial energy [10]. Doherty derived the coarsening equation for a

precipitate plate, which gives a similar relationship [76]. The higher the interfacial energy,

the faster coarsening proceed. The coarsening usually occurs during the overageing of alloys.

However, sometimes, it may happen at the early stage, like the coarsening of GP zones in the

Al-Cu and Al-Ag alloys. Coarsening of the alloy microstructure is not favoured in general –

it threats the thermal stability of alloy products, particularly at high temperature.
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a b s t r a c t

The Al-Ag system is thought to be a well-understood model system used to study diffusional phase
transformations in alloys. Here we report the existence of a new precipitate phase, z, in this classical
system using scanning transmission electron microscopy (STEM). The z phase has a modulated structure
composed of alternating bilayers enriched in Al or Ag. Our in situ annealing experiments reveal that the z

phase is an intermediate precipitate phase between GP zones and g0 . First-principles calculations show
that z is a local energy minimum state formed during Ag clustering in Al. The layered structure of z is
analogous to the well-known Ag segregation at the precipitate-matrix interfaces when Ag is micro-
alloyed in various aluminium alloys.
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1. Introduction

Al-Ag alloys have been studied extensively since last century
and now serve as a textbook alloy system [1e4]. It is a model sys-
tem to study solid-solid phase transformations for several reasons.
First, one of the transformations associated with the decomposition
of the supersaturated solid solution involves a structural change
from face-centred cubic (FCC) to hexagonal close-packed (HCP) that
is straightforward to understand [2,3]. Second, the atomic size
difference between Al and Ag is negligible, which gives a minimal
volumetric strain associated with the solute clustering and phase
transformations [5]. In addition, the large difference between the
atomic numbers (ZAl ¼ 13 and ZAg ¼ 47) is particularly favourable
for Z-contrast imaging in the transmission electron microscope
[6e8]. Thus, Al-Ag alloys are often chosen to demonstrate advanced
electron microscopy techniques, such as in situ annealing to
observe the atomic mechanisms of precipitates growth in real time
[9,10] and electron tomography to reconstruct embedded pre-
cipitates with high spatial resolution [11,12].

The precipitation sequence in the Al-Ag alloy system is

commonly recognised as [2,3]:

a0/GP zonesðε or hÞ/g0=g;

where a0 represents the supersaturated solid solution. Guinier-
Preston (GP) zones are the early-stage solute enriched regions.
Unlike most aluminium alloys, GP zones in the Al-Ag system form
immediately after quenching [13]. Given an asymmetric miscibility
gap [13], two types of GP zones are proposed, with their compo-
sitions depending on ageing temperature: ε forms at high tem-
perature (>170 $C) with relatively low Ag concentration (below
44 at.%) while h forms at low temperature (<170 $C) with relatively
high Ag concentration (44 at.%-60 at.%) [13e15]. GP zone h is
thought to be uniform in compositionwhile GP zone ε is believed to
have a core-shell structure and there has been much debate as to
whether Ag enriches the core or the shell [5,16]. The g0 phase is a
metastable precipitate phase formed before the equilibrium g

phase. Both phases display the same composition (Ag2Al) and the
same atomic structure (HCP with space group P63=mmc) but with
slightly different lattice parameters [17,18]. The nucleation and
growth of g0 require Shockley partial dislocations to accommodate
the shear associated with the FCC to HCP transformation [19].
However, Al has a particularly high stacking fault energy [20],
which means HCP precipitates are generally hard to nucleate. The
difficult nucleation inevitably gives a low precipitate number
density of g0/g. As a consequence, Al-Ag alloys have a poor me-
chanical performance [21].
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Though binary Al-Ag alloys only have limited structural appli-
cations, Ag is a popular microalloying element in aluminium alloys.
A small amount (from 0.1 at.% to 0.5 at.%) of Ag was found to exert
dramatic improvements on the mechanical properties, thermal
stability and stress-corrosion cracking resistance of aluminium al-
loys [22,23]. This effect is widely seen in aluminium systems,
particularly in the high-strength alloys for advanced aerospace and
defence applications, including Al-Cu-Mg based alloys and Al-Zn-
Mg based alloys [24,25]. The underlying mechanisms, however,
seem different from case to case. For instance, Ag incorporates
within existing precipitate phases and accelerates their nucleation
kinetics in Al-Zn-Mg based alloys [26] or Al-Mg-Si based alloys
[27e29]. But in Al-Cu based alloys, Ag segregates at the precipitate-
matrix interfaces, which changes precipitation behaviour and also
modifies the type of precipitates that form [30]. Field ion micro-
scopy [31,32] and atom probe tomography [33,34] have shown that
Ag clusters with other solute elements (particularly Mg) at the start
of ageing and segregates to f111gAl planes, thus, initiating the U
phase but suppressing the S phase in Al-Cu-Mg-Ag alloys. Positron
annihilation lifetime spectroscopy (PALS) has also suggested that
Ag binds with Mg, Cu and vacancies during ageing [35]. Studies by
scanning transmission electron microscopy (STEM) have confirmed
that Ag segregation is via one or two layers at the precipitate-
matrix interfaces for various precipitates with different alloying
compositions, including U in Al-Cu-Mg-Ag [36,37], q0 in Al-Cu-Ag
[38] and T1 in Al-Cu-Li-Mg-Ag [39]. Ag segregation at interfaces is
believed to lower the interfacial energy [37,38]. Ag atoms are also
suspected to cluster on f111gAl planes whereas Cu GP zones form
on f001gAl planes [40]. However, what drives Ag to cluster before
formation of a precipitate is still a mystery. Moreover, how the
early-stage clustering modifies the nucleation of precipitates is
largely unknown. Accurate descriptions of solute clustering are
essential to address one of the most intriguing questions in Al al-
loys: why does the minor addition of Ag play a crucial role in pre-
cipitation in a wide variety of Al alloy systems [30]?

With the evidence that Ag facilitates phase transformations for a
broad range of aluminium alloys, we hypothesise that this is due to
some intrinsic properties of Ag in aluminium. Therefore, we
revisited the Al-Ag system and characterised the atomic structures
of the different precipitate phases using scanning transmission
electron microscopy (STEM). In particular, we examined the
ordering of GP zones and g0 precipitates. Surprisingly, we found a
new metastable precipitate phase consisting of a bi-layered struc-
ture, which we named z. Based on our experiments and first-
principles calculations, z is a metastable phase that forms before
transforming into HCP phases. The layered structure of z on f111gAl
planes is analogous to Ag segregation at the precipitates-matrix
interfaces. We find that Ag naturally prefers to decompose from
the supersaturated solid solution and aggregate on f111gAl planes.

2. Experimental and computational methods

2.1. Sample preparation

The alloy composition used in this work was Al-1.68 at.% Ag, as
cast from high-purity aluminium (Cerac alloys, 99.99% purity) and
silver (AMAC alloys, 99.9þ%). The pure metals were melted in air at
700 $C in a graphite crucible, stirred and poured into graphite-
coated steel moulds. The compositions were measured by induc-
tively coupled plasma atomic emission spectrometry, showing very
low levels of impurities [41]. The cast ingots were homogenised at
525 $C for 7 days, then hot- and cold-rolled to 0.5 mm alloys sheets.
The samples were in the form of disks 3 mm in diameter and
0.5mm in thickness, punched from an alloy sheet after rolling. They

were solutionised at 525 $C for 30 min in a nitrate salt bath and
quenched to room temperature. Different quenching media,
including water and oil, were tested tomanipulate the quenched-in
vacancy concentration before ageing. Then the samples were aged
at 200 $C in an oil bath for a range of times (from 30 min to 7 days).
The TEM specimens were made by mechanically grinding the disks
and electro-polishing them in a 67% methanol-33% nitric acid
mixture at &25 $C and 13 V with a current average of 200 mA.

2.2. Electron microscopy

The alloy microstructure and precipitate atomic structures were
characterised by scanning transmission electron microscopy
(STEM). In particular, high-angle annular dark-field (HAADF) STEM
was performed to exploit the large difference in the atomic
numbers between Ag and Al. Preliminary investigations of the
microstructures were carried out on a JEOL JEM 2100F field-
emission gun transmission electron microscope (FEGTEM) and a
FEI Tecnai G2 F20 Super-Twin lens FEGTEM. The JEOL 2100F was
operated at 200 kV and has a STEM probe size of 2 Å. The semi-
convergence angle used was 10 mrad and the HAADF detector
had an inner collection semi-angle of 65 mrad and an outer
collection semi-angle of 185 mrad. The in situ annealing experi-
ments were conducted in the JEOL 2100F using a Gatan 652 double-
tilt heating holder at various temperatures (100 $C, 150 $C and
200 $C) for a short amount of time, ranging from 3min to 70min. In
these experiments, samples were imaged either during in situ

annealing or after cooling down to room temperature. The Tecnai
F20was operated at 200 kV and also has a STEM probe size of about
2 Å. The semi-convergence angle usedwas 9.3mrad and the HAADF
detector had an inner collection semi-angle of 41 mrad and an
outer collection semi-angle of 220 mrad. A tilt series was per-
formed in the Tecnai F20 using a Fischione model 2020 single-tilt
axis high-tilt sample holder. Higher resolution HAADF-STEM im-
aging was conducted in a dual-aberration-corrected FEI Titan3 80-
300 FEGTEM. The Titan3 was operated at 300 kV and a convergence
semi-angle of 15 mrad, which gave a probe size of about 1.2 Å.
HAADF imaging used an inner collection semi-angle of 55mrad and
an outer collection semi-angle of 200 mrad. BF imaging used an
inner collection semi-angle of 13 mrad. The spherical aberration
coefficient Cs is about 1 mm in this Titan3.

Compositional analysis was performed on the JEOL 2100F and
the Tecnai F20 using energy-dispersive X-ray spectroscopy (EDS).
The JEOL 2100F has a JEOL 50 mm2 Si(Li) detector with ultra-thin
window. The Tecnai F20 has a Bruker XFlash 6120T 30 mm2 sili-
con drift windowless detector. The composition measured by EDS
across the sample thickness is contributed by the Ag enriched
precipitate and the Al matrix. The precipitates examined in this
study have a roughly spherical geometry. Thus, the diameter of a
precipitate in the electron transmission direction is approximated
to be equal as its averaged diameter on the HAADF image. The
thickness of the specimen in the vicinity of a precipitate was
determined by comparing on-zone position-averaged convergent-
beam electron diffraction (PACBED) of the surrounding matrix
[42] obtained experimentally and calculated PACBED patterns with
the Bloch wavemethod in JEMS software. The error in the thickness
measurements was ±2 nm. The sample was tilted away from its
zone axis to the optimum angle for EDS detection, also ensuring
strong dynamical diffraction conditions are avoided. A position-
averaged spectrum was taken at the centre of each precipitate
over a 3' 3 nm2 area in order to remove the effect of local chemical
inhomogeneity. A schematic diagram of the method is illustrated in
Fig. S1 in the Supplementary Material. Starting from the Cliff-
Lorimer equation,
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;

(1)

we can deduce the composition of an embedded precipitate as
follows:

C
prec
Ag ¼

Cdect
Ag $t

d$cosq
; (2)

where Cprec is the deduced composition of the precipitate, Cdect is
the measured composition, kAg&Al is the Cliff-Lorimer k-factor be-

tween Ag and Al, Idect is the detected characteristic intensities for
quantification, t is the thickness of the matrix near the precipitate,
d is the diameter of the precipitate and q is the tilting angle dif-
ference between that for the thickness determination and the EDS
detection. We checked the k-factor by measuring the composition
of the as-water-quenched sample, as the theoretical value stored in
the quantification software may easily vary by > 10% [43]. The
measured composition of 1.8 at.% to 2.0 at.% Ag across the sample is
in good agreement with the alloy composition (Al-1.68 at.% Ag).
Although errors of the deduced compositions arising from
neglecting the geometrical X-ray absorption and fluorescence
remain, these errors were found not to be significant for a thin foil:
according to mass-energy X-ray absorption calculations [44], about
2% of the major characteristic X-ray for Ag (La¼3 KeV) is absorbed
by the Al matrix for a 100 nm-thick sample. Thus, the results should
still be comparable between two different phases. Furthermore, the
composition of one of the phases (GP zone ε) is already known from
the phase diagram [45] and many previous experiments (see for
example Ref. [46]).

2.3. STEM image simulations

HAADF-STEM simulations were performed using the mSTEM
software [47], implementing the multislice method with quantum
excitation of phonons to incorporate elastic and inelastic phonon
scattering. The simulations used the optimised crystal structures of
Al and z, obtained using first principles density functional theory
methods (see below). Each slice had a thickness of 1.485 Å and the
total sample thickness was modelled from 100 Å to 600 Å. Micro-
scope parameters were matched with the experimental settings of
Titan3 as specified above.

The experimental and simulated images were analysed using
ImageJ software. The brightness of the simulated imageswas scaled
linearly to the same dynamic range as the experiment. The contrast
was then adjusted to that of an experimental image by modifying

the gamma correction value (G). The intensity was given by I0 ¼ IG,
where I0 is the output intensity, and I is the input intensity. Except
the brightness and contrast adjustments, no other image manipu-
lation were performed.

2.4. Lattice displacements relative to Al matrix: calculations and

mapping

Geometric phase analysis (GPA) filters a lattice image according
to the peaks in its fast Fourier transform (FFT) and compares that
image to a reference lattice to resolve local strain in real space [48].
GPA has demonstrated an excellent spatial accuracy in agreement
with classical strain theory [49,50]. In this study, as the z pre-
cipitates have a super-lattice of FCC aluminium and are coherently

embedded within the matrix, the value calculated by GPA reflects
the lattice displacements relative to FCC Al for both the precipitate
phase and the matrix. An experimental STEM image with a pixel
size of 1024 ' 1024 was used as input, where Al matrix away from
the precipitate in the same image was used as the reference. The
theoretical values of lattice displacements for bulk z phase were
calculated by comparing the DFT-optimised structure of z (see de-
tails in DFT methods) in reference to the DFT-optimised Al lattice
parameter using elastic strain calculation [51] in Ovito software
[52]. The lattice parameter values of aluminium obtained from both
experimental measurements (4:04±0:05 Å) and DFT optimisation
(4.05 Å), as the reference for both calculations, were in good
agreement. Because STEM moves the probe in a raster, scanning
artefacts arise due to the time delay between measurements and
accumulated error in probe position [53]. The linear scanning
distortion was corrected with a standard gold cross-grating sample
before imaging for geometric phase analysis. The noise, usually
non-linear in nature due to the external field, is more predominant
in the slow scanning direction comparing to the fast scanning di-
rection. The non-linear scanning distortion was corrected with
image pairs in orthogonal scan directions using the algorithm
described in Ref. [53]. The uncertainties in our GPA results were
better than ±1% after the distortion correction. Note that the atomic
size difference between Al and Ag is negligible (about 0.5%).
Therefore, our geometric phase analysis is not sensitive to the
composition. However, it is sensitive to any structural change larger
than 1%. All the calculated images were colourised with the same
scale from &7% (contraction) to 7% (extension) for visualisation.

2.5. Density functional theory calculations

First-principles density functional theory (DFT) calculations
were performed using the Vienna Ab initio Simulation Package
(VASP) [54] using the generalised gradient approximation of Per-
dew, Burke, and Ernzerhof (GGA-PBE) [55] with projector
augmented wave potentials [56,57]. Geometrical relaxations were
performed to optimise the supercells until Hellmann-Feynman
forces were less than 0.01 eV/Å, where all lattice parameters and
all internal coordinates were optimised if not stated otherwise. The
convergence of the relevant energy differences with respect to
energy cut-off, k-point sampling and supercell size was better than
1 meV/atom.

The formation energies of different phases are given relative to
the energy of FCC Al and Ag in the ground state. The defect energy
of Ag in solid solution was calculated by an isolated Ag substitu-
tional point defect in an Al supercell containing 108 atoms, giving a
substitutional defect energy of 0.09 eV, in reasonable agreement
with previous calculations of 0.02 eV using the local density
approximation (LDA) [58]. The formation energies of Ag clusters,
including di-atom clusters and tri-atom clusters, were also calcu-
lated using a 108-atom Al supercell with Ag substitutions in
different configurations. Planar Ag-Al structures were modelled
using tetragonal or trigonal supercells in which the precipitates
were surrounded above and below by Al (representing the infi-
nitely wide two-dimensionally coherent Ag plane(s) surrounded by
Al matrix), containing the equivalent of 20e24 atomic planes
(f001gAl, f110gAl or f111gAl). Sufficient numbers of Al atomic
layers were used to simulate the effect of an infinitely large Al
matrix. The z phase was investigated by assuming each bilayer was
pure Ag or Al, which resulted in a composition of AgAl. The
embedded z phase was calculated by the sandwiched structure of
AgAl with the Al matrix using the supercell as described above. The
g0 phase was calculated using the model by Neumann [18] with
lattice parameters constrained to experimental measurements [41].
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The bulk phases of Al, Ag, z (AgAl) and g (Ag2Al) were fully opti-
mised; their calculated lattice parameters were in good agreement
with experiments [18,19] and their formation energies were
consistent with previous calculations [58,59].

3. Results

3.1. Atomic structure: HAADF-STEM imaging, simulation and

analysis

An Al-1.68%Ag alloy aged at 200 $C for times varying from as-
quenched to 7 days exhibits the microstructure expected from
previous studies [21,60]: finely distributed Ag-enriched coherent
precipitates known as GP zones and sparsely distributed g0 pre-
cipitates. Fig. 1(a) shows a typical view of the alloy quenched in
water and aged at 200 $C for 2 h. The g0 precipitates are in the shape
of structured assemblies, in agreement with previous findings [21].
Fig. 1(b) confirms that g0 precipitates have an ABAB stacking
embedded in the FCC aluminium matrix (ABCABC stacking). The g0

precipitates also display the expected orientation relationship of

f111gAl k f0001gg0 and 〈110〉Al k 〈1120〉g0 with an exceptionally

good lattice matching with aluminium [19,61]. Fig. 1(c) shows GP
zones ε formed above the h-ε transition temperature displaying
chemical inhomogeneity within the precipitates, where the darker
columns correspond to Ag depletion. This observation is consistent

with earlier X-ray [5] and STEM results [7] that show Ag depletes in
the core and enriches in the shell. However, the detailed structure
of ε can be considered as a multiple core-shell complex, rather than
the simple model with one core as proposed previously [5]. These
GP zones ε are likely the growth product of small Ag clusters.
Fig. 1(d) shows that small Ag enriched clusters with few atoms
readily exist in the as-quenched state due to decomposition, in
agreement with work published over 50 years ago [13].

The chemical inhomogeneities within GP zones ε develop
gradually by diffusion of Ag in Al. Fig. 2(aec) shows ε GP zones are
more homogeneous at the early stage in the oil quenched sample.
Fig. 2(cee) shows that Ag on f111gAl planes becomes increasingly
ordered, while the widths of the Ag depletion regions remains
relatively constant at about two to four f111gAl layers. This unique
behaviour will be explained with first-principles calculations in a
later section. The purpose of oil quenching was to reduce the
quenched-in vacancy concentration to suppress the formation of g0

and preserve the growth of GP zones (see the different precipitation
behaviours between water quenched and oil quenched samples in
Fig. S2 in the Supplementary Material). This process enabled us to
obtain large GP zones with diameters up to 25 nm (see Fig. 2(e))
that were subsequently used in the following in situ annealing in
the TEM.

Fig. 3 shows the microstructural change of the alloy containing
large GP zones after 7 days ageing at 200 $C before and after the

Fig. 1. HAADF-STEM images of the typical microstructure for Al-1.68 at.% Ag aged 2 h at 200 $C after water quenching. (a) Low magnification image of g0 precipitate assemblies and
GP zones; (b) high magnification image showing a g0 precipitate with the enlarged image illustrating the characteristic stacking fault associated with a HCP precipitate (ABAB
stacking) embedded within the FCC matrix (ABCABC stacking); (c) high magnification images showing the ε GP zones. The enlarged images show the Ag depletion area inside a GP
zone. (d) High magnification image of small Ag clusters formed in the as-water-quenched state. The electron beam is parallel to 〈110〉Al .
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secondary ageing within the electronmicroscope. A transformation
occurred within a GP zone ε after a short time (3 min) annealing at
200 $C inside the microscope, as shown in Fig. 3(aeb). This trans-
formation did not occur for every GP zone, and the density was not
uniform across the sample. Fig. 3(c) shows a different area of the
same sample with a higher density of the transformed GP zones
and a clear layered structure inside (see insets). In addition, Fig. S3
in the Supplementary Material shows the microstructure evolution
during in situ annealing at 150 $C. The layered structure originated
from the local ordering of ε. Later, g0 assemblies nucleated and grew
beside the layered structure. A time-resolved phase transformation
movie was recorded with an interval of 28 s between each frame
(SM_movie_1). We tested different in situ annealing temperatures
(100 $C, 150 $C and 200 $C) and samples with different GP zones
sizes. The results indicate that the transformation needs large GP
zones and a relatively high annealing temperature ((150 $C).
Interestingly, Fig. S4 in the Supplementary Material shows that
small GP zones actually shrunk during in situ annealing, as a result
of Ag diffusion to the sample surface. In order to examine the po-
tential effect of electron irradiation on phase transformations, we
performed in situ annealing experiments without the electron
beam. Results show that, without the interaction with the electron
beam, newly formed layered structure and g0 precipitates were still
found (see Fig. S5 in the Supplementary Material).

Supplementary video related to this article can be found at
http://dx.doi.org/10.1016/j.actamat.2017.04.061.

Fig. 4(a) shows that the ordered phase is clearly distinct fromGP

zones ε or g0 plates. We named this new phase as z. Specifically, g0

has an ABAB stacking while z follows the ABCABC stacking of FCC
Al. The phase exhibits different domains corresponding to different
f111gAl variants, as viewed along a 〈110〉Al direction (see Fig. 4(a)).
Fig. 4(b) shows that Ag can be depleted in some atomic columns
within the Ag-enriched bilayers, as viewed along 〈112〉Al. But the
depletion has no periodicity, and the overall intensity is quite
uniform. After imaging in the 〈110〉Al and 〈112〉Al directions, we
conclude that the new phase has a super-lattice structure of FCC Al
and consists of alternative Ag enriched bilayers and Al enriched
bilayers on f111gAl planes.

In many cases, g0 precipitates formed inside GP zones ε

and introduced Ag depletion at their coherent interfaces
(f111gAl=ε k f0001gg0). As shown in Fig. 4(c), the widths of the Ag

depletion gaps are about two to three atomic layers. Away from the
coherent interfaces of g0 precipitates, Ag enriches and then depletes
again in a specific frequency that is similar to the modulation of z,
suggesting these regions are poorly ordered version of z phase. The
precipitates, z and g0, transformed from GP zones, can be easily
found on a large scale after in situ annealing (see Fig. 3(c)). How-
ever, these structures are rarely found in samples obtained using
conventional heat treatment with one example shown in Fig. 4(d).
This samplewas water quenched and aged at 200 $C for 2 hwithout
in situ annealing. The original GP zone developed Ag depletion
inside and formed g0 and z at its edges. Interestingly, g0 precipitates
also induced the ordering of Ag at their coherent interfaces similar

Fig. 2. HAADF-STEM images of GP zones aged at 200 $C after quenching in oil for various ageing times: (a) as-oil-quenched (b) 1 h; (c) 2 h; (d) 24 h; (e) 7 days. The ordering of Ag
solute becomes increasingly defined on the f111gAl planes while the width of the Ag depletion remains about two to four f111gAl layers. The electron beam is parallel to 〈110〉Al .

Fig. 3. HAADF-STEM images of the microstructure before and after in situ annealing at 200 $C for 3 min. The original sample is oil quenched and aged at 200 $C for 7 days. (a) Before
in situ annealing, where the enlarged image shows the GP zone before transformation; (b) after in situ annealing, where the enlarged image shows the GP zone shown in (a) now
containing g0 precipitates; (c) after in situ annealing in a different area from (a), where the enlarged images show more transformed GP zones with a layered structure. The electron
beam is parallel to 〈110〉Al .
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to Fig. 4(c) (as indicated by arrows).
The metastable z phase will eventually transform into HCP g0.

This is evident by Fig. 5 where the transformation during in situ

annealing was recorded. Fig. 5(a) shows a GP zone in which both z

and g0 formed inside. Fig. 5(bed) shows z and the remaining GP

zone shrinking gradually with increasing ageing time until their full
dissolution, to the benefit of the growing g0 precipitates. This sug-
gests that Ag atoms diffuse from the metastable phases to the more
stable HCP phase.

Precipitation of z accompanies g0 in most cases, but some

Fig. 4. HAADF-STEM images of the transformed GP zones. (a) A bi-layered phase formed on f111gAl planes and viewed along 〈110〉Al , where the white framed region shows that the
bi-layered phase has an ABCABC stacking and the orange framed region shows the characteristic stacking fault of g0; (b) a bi-layered phase viewed along a 〈112〉Al direction, where
the white framed region shows the uniformly enriched Ag layers while the red framed region shows non-uniformly enriched Ag layers as indicated by a yellow arrow; (c) g0 plates
formed inside a GP zone introducing ordering as indicated by yellow arrows; (d) a bi-layered phase formed at the tail of a g0 assembly, as viewed along 〈110〉Al . Images (aec) were
from the sample that underwent in situ annealing as shown in Fig. 3. Image (d) was from a sample that underwent a conventional heat treatment: water quenched and aged at
200 $C for 2 h without in situ annealing. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. HAADF-STEM images of evolution of z to g0 during in situ annealing at 200 $C for times as labelled. The original sample was oil quenched and aged at 200 $C for 24 h. The
electron beam is parallel to 〈110〉Al .
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isolated examples of z without g0 were also found. A tilt series was
performed for a given z precipitate as shown in Fig. 6. Fig. 6(a)
shows a z precipitate viewed along the 〈110〉Al zone axis with
different domains of f111gAl bilayers and their domain boundaries
on {001} planes. Fig. 6(bei) shows the tilt series of the same pre-
cipitate in an angular range of &73$ to 64$, where we performed 2$

per tilt under ±60$ and 1$ per tilt above ±60$. The layered contrast
can be seen in Fig. 6(e) and (g), corresponding to the f111gAl
bilayered variants. Throughout the tilt series, no g0 precipitate is
visible. The drift-corrected tilt series can be found in the Supple-
mentary Material (SM_movie_2), showing the structural difference
between the z phase and surrounding GP zones ε during tilting.

Supplementary video related to this article can be found at
http://dx.doi.org/10.1016/j.actamat.2017.04.061.

It is important to address the chemical composition and crystal
structure of z. However, determining the composition of each layer
is challenging for an embedded precipitate, particularly having
matrix above and below the precipitate in the electron beam di-
rection. Thus, we propose the simplest model inwhich each layer is
pure Al or Ag and examine the validity of the model in terms of EDS
analysis, HAADF-STEM image simulations, atomic positions and
energetics. We examined 8 different GP zones ε and 10 different z
precipitates from 3 different grains with sizes ranging from 10 nm
to 25 nm and the thickness of each surrounding matrix ranging
from 20 nm to 100 nm with two different EDS systems. The
deduced compositions are essentially the same for GP zone ε

(38 at.% Ag at 200 $C) and z (40 at.% Ag at 200 $C) with a small
standard deviation between different datasets (3 at.% Ag for each
phase). The uncertainties are 6 at.% Ag for each phase when
quantified spectrums using the Cliff-Lorimer ratio method. Notably,
the measured ε composition is in excellent agreement with previ-
ous X-ray results (38 at.% Ag at 200 $C) [5] and atom probe to-
mography (40 at.% Ag at 200 $C) [46]. The compositional analysis
strongly suggests that the ε-z transformation involves a minimal
chemical change, if any, and only rearrangement of the solute
atoms within GP zones.

Fig. 7 shows the embedded z phase and nearby Al matrix from
the HAADF-STEM image, where both regions had approximately
the same thickness. Therefore, the structures were considered as z
and Al with the same thickness sandwiched by Al matrix above and
below the phases along the beam direction. The experimental im-
ages were compared with the simulated images for z (AgAl) and Al
without matrix. The peak positions of Al or z (AgAl) determined in
the experiments and simulations match reasonably well. The
shoulders in the experimental intensity profile of z phase corre-
spond to Al columns in the AgAlmodel. In the experimental images,
the Al-enriched columns in z are brighter than the Al matrix.

However, it does not necessarily mean there is Ag within those
columns, as the simulated images also show the same phenome-
non. This means that the recorded intensities corresponding to Al
columns actually contains a contribution from the scattering by
neighbouring Ag columns. It is hard to preclude the presence of Ag
in the Al-enriched columns, but there is a distinct possibility that
beam spreading [62] causes the increase in intensity. The matrix
above and below the precipitate would lower the contrast between
the Ag-enriched and Al-enriched layers compared to the model.
Besides, the atomic positions of bulk Al differs from that of z in both
experiments and simulations, which means that matrix above and
below the precipitate might blur the HAADF-STEM image of atomic
columns for an embedded z. The mSTEM algorithm takes no account
of source size that also significantly blurs any experimental STEM
image. But the HAADF-STEM intensity is dominated by Ag, and
hence those effects should not change the validity of our results.

The modulation in the chemical composition by 4 (2 Ag and 2
Al) and the stacking ordering by 3 (ABCABC) require at least 12
f111gAl planes to achieve the periodicity of z, as shown in the
atomic structure in Fig. 7(b). The bi-layered AgAl model of z is a

trigonal crystal with a space group of R3m (hexagonal axes). The
lattice parameters for the bulk z phase are aDFT ¼ 2.97 Å and
cDFT ¼ 26.88 Å after DFT optimisation, which agree reasonably well
with the experimental measurements for embedded z precipitates
of aexp ¼ 2:88±0:05 Å and cexp ¼ 27:35±0:05 Å. The embedded
z precipitate calculation gives a much better match with

aemb
DFT ¼ 2.92 Å and cemb

DFT ¼ 27.26 Å, which means z precipitates are
deformed to accommodate the change in lattice parameters
compared with Al. When embedded within the Al matrix, z is
coherent with the matrix with an orientation relationship of
f111gAl k f001gz and 〈110〉Al k 〈100〉z. Table 1 lists the coordinates

of Ag- and Al-containing sites in z, showing an exceptionally good
agreement between experiments and calculations. Close inspection
of the lattice sites reveals that the spacings of the basal planes
(including Ag-Ag, Ag-Al and Al-Al) vary along 〈001〉z k 〈111〉Al. This
is further demonstrated in Fig. 8 using geometric phase analysis
(GPA) of a distortion-corrected HAADF-STEM image in order tomap
these lattice displacements. Theoretical displacements of z relative
to Al were calculated based on the DFT-optimised structure of the
AgAl model and compared with GPA results in each direction. The
effect of scanning noise is demonstrated in Fig. S6 in the Supple-
mentary Material. Fig. 8(c) shows the displacements in the direc-
tion normal to z basal planes have a clear modulation in both the
GPA result and the DFT-optimised structure.Within the z phase, the
local contraction of the lattice is significant at the Al sites as
deduced from both GPA and DFT (GPA: &6.5% and DFT: &6.6%), but

Fig. 6. (a) HAADF-STEM images of a bi-layered phase viewed along the 〈110〉Al zone axis, showing domains formed by two variants of f111gAl bi-layers. (bei) HAADF-STEM tilt
series of the same bi-layered precipitate phase for a tilt range from &73$ to 64$ . The tilt angles are as labelled in each image.
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less at the Ag sites (GPA: 0% and DFT: &1.9%). This remarkable
lattice variation between the bilayers of a z precipitate is not due to
the atomic size difference between Al and Ag; instead, it is a result
of different spacings of the basal planes in z phase. Specifically, the
interplanar distance between Al-Ag in z phase is greatly decreased
to 2.26 Å compared to the spacing of 2.34 Å between f111gAl
planes, as shown in Fig. 7. The chemical composition has to be
significantly different between the sequential bilayers to cause a
change of the bond length, which also demonstrate the validity of
our model regarding the atomic positions. The displacements are

small in the direction along the basal planes of z (GPA: 0.8% and
DFT: 1.8%) in Fig. 8(d) and negligible in the shear direction in
Fig. 8(e), which also represents good agreement between GPA and
DFT. Finally, the z precipitate is coherent within the matrix without
any misfit dislocation as evident from the BF-STEM image (see
Fig. 8(a)). The remaining GP zone ε (as labelled in Fig. 8(b)) is almost
strain-free in all directions, as shown in Fig. 8(cee).

3.2. Energetics: first-principles calculations, strain energy and

entropy

The clustering process during the decomposition of the solid
solution is governed by the energy of different solute configura-
tions and the barriers between them. To understand the clustering
of Ag in Al, we calculated the formation energy of various Ag
clusters by DFT as shown in Table 2. The solid solution is not
energetically stable with a defect energy of 89 meV/Ag atom, which
drives the solid solution to decompose. For bi-atom Ag clusters, the
nearest neighbours along 〈110〉Al are preferred compared with the
second nearest neighbours along 〈001〉Al. A tri-atom cluster on
either f110gAl or f111gAl planes is almost as stable as segregated Al
and Ag in bulk. The calculated formation energy of Ag monolayer
aggregation on f111gAl is &65 meV/Ag atom, which is significantly
more stable than Ag on the other low-index crystallography planes.
This energy is substantial, given the thermal energy at 200 $C is
40 meV. Not surprisingly, f111gAl planes become the basal planes
for z and the HCP phases g0/g.

With Ag placed on f111gAl planes, we investigated the prefer-
ential distance between two Ag layers in aluminium. A series of
calculations were performed with varying Al layers between two
Ag layers as shown in Fig. 9. Interestingly, a distance range of two to
four f111gAl Al layers between the two Ag layers is favourable, as a

Fig. 7. Atomic-resolution HAADF-STEM images obtained from experiments and simulations for a z precipitate: (a) raw image section of embedded z precipitate; (b) simulated image
of bi-layered AgAl [thickness: 30 nm] with the atomic structure overlaid [grey: Ag, blue: Al]; (c) raw image section of the matrix near the embedded z shown in (a); simulated image
of Al [thickness: 30 nm] with the atomic structure overlaid. (e) intensity profile of the experimental and simulated images in z compared to that of the Al matrix. The orientation of
the intensity profile is aligned with images (a) and (c). The electron beam is parallel to 〈110〉Al . (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Table 1

Atomic coordinates of the precipitate z phase. The listed coordinates are fractional in
respect to the simplest trigonal cell with space group of P3. It is equivalent to a
trigonal cell with a space group of R3m (hexagonal axis) andWyckoff positions of Ag
at (0 0 0.878) and Al at (0 0 0.375). The experimental parameters are
aexp ¼ 2:88±0:05 Å and cexp ¼ 27:35±0:05 Å. The DFT-optimised parameters are
aDFT ¼ 2.97 Å and cDFT ¼ 26.88 Å for the bulk z phase and aemb

DFT ¼ 2.92 Å and
cemb
DFT ¼ 27.26 Å for the embedded z precipitate phase. The uncertainty in the
experimentally determined z coordinates is 0.005.

Site Experiment DFT

x y z x y z

Al(1) 1/3 2/3 0.086 1/3 2/3 0.081
Al(2) 2/3 1/3 0.165 2/3 1/3 0.163
Al(3) 2/3 1/3 0.417 2/3 1/3 0.414
Al(4) 0 0 0.500 0 0 0.496
Al(5) 0 0 0.741 0 0 0.747
Al(6) 1/3 2/3 0.836 1/3 2/3 0.830

Ag(1) 0 0 0 0 0 0
Ag(2) 0 0 0.248 0 0 0.244
Ag(3) 1/3 2/3 0.336 1/3 2/3 0.333
Ag(4) 1/3 2/3 0.580 1/3 2/3 0.577
Ag(5) 2/3 1/3 0.668 2/3 1/3 0.667
Ag(6) 2/3 1/3 0.917 2/3 1/3 0.910
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closer spacing yields a considerably higher energy state. The lowest
energy structure corresponds to two Al layers between two Ag
layers. The energy is further lowered when Ag layers are assembled
according to a periodic layered array as shown in Fig. 9(b). For a
fixed composition of AgAl and ABCABC stacking, the bi-layered
array is the most stable, which demonstrates the validity of our
model for the z phase from an energetics perspective. As sum-
marised in Fig. 10, each phase transformation is accompanied by a
decrease in energy. From clusters containing only a few atoms to

the equilibrium phase g, the Al-Ag system lowers its energy by
ordering Ag solute on f111gAl planes in the Al matrix. The forma-
tion energy of the complex GP zone ε is about 72e81 meV/Ag atom,
as approximated by the energy range calculated for layered Ag
aggregation with favourable spacings in aluminium. The formation
energy of the new phase z (AgAl) is 89 meV/Ag atom, the lowest in
terms of ordered Ag planes on f111gAl prior to the FCC-HCP
transformation, which agrees with our in situ observations (see
Fig. 5).

The enthalpy difference between the GP zone ε and the z phase
is as little as 8e17 meV/Ag atom. The free energy difference be-
tween those two phases should be even smaller: the strain energy
and configurational entropy do not favour the ε-z transformation.
Specifically, GP zones ε are coherent with almost no strain in the Al
matrix, as evident in Fig. 8. But z precipitates are coherent with
strain according to our experiments and simulations, which gives z
precipitates a higher strain energy comparing to GP zones ε. Based
on elastic theory for a spherical precipitate with anisotropic strain,
the strain energy contribution Ee of an embedded z precipitate is
estimated using the following equation as

Ee ¼ md2V ; (3)

where m is the shear modulus, which is assumed to be the same

Fig. 8. Lattice displacements mapping of a z precipitate in aluminium. Original (a) bright field (BF)-STEM and (b) HAADF-STEM images for geometric phase analysis (GPA). The GPA
results were compared with simulations based on the DFT-optimised structure of the bi-layered AgAl model (in the white box) in the following directions (c) normal, (d) parallel
and (e) sheared with respect to the z basal planes.

Table 2

DFT calculations for the preference of Ag clustering in Al matrix. EAgF is the formation
energy per Ag atom. 1st nearest neighbour stands for two Ag atoms in the nearest
neighbour configuration in a 〈110〉Al direction in FCC Al lattice. Similarly, the 2nd

nearest neighbour is two Ag atoms next to each other in a 〈001〉Al direction.

Number of Ag Atoms Configurations EAgF (meV)

1 Ag (Solid Solution) N/A 89
2 Ag 1st nearest neighbour 44

2nd nearest neighbour 99

3 Ag f001gAl 27
f110gAl &1
f111gAl &1

Ag plane f001gAl 431
f110gAl 66
f111gAl &65
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for both the z precipitate and aluminium matrix; d is the aver-
aged strain along 〈001〉z k 〈111〉Al, given the strains in other di-
rections are negligible. Here we assume that Poisson's ratio is 1/3
for both the matrix and the precipitate. V is the atomic volume of
z, i.e. the ratio of the unit cell volume and the number of atoms
within the cell. The strain energy is estimated to be 3 meV/atom,
or 6 meV/Ag atom with the composition of AgAl. Also, GP zones ε
have a higher configurational entropy due to the chemical in-
homogeneities, in contrast to a well-ordered phase like z phase.
The entropy of GP zones ε is hard to estimated with the complex
structure, but the value should be in between of that for a well-
ordered phase and an ideal mixing alloy using the equation

DSmix ¼ &kBðXlnX þ ð1& XÞlnð1& XÞÞ; (4)

where DSmix is the mixing entropy of the binary alloy, kB is the
Boltzmann constant, X is the composition of the binary alloy. For GP
zones ε with the composition of Al-40 at.%Ag, the configurational
entropy is 0.67 kB/atom. In practice, the Bragg-Williams approxi-
mation of Eq. (4) overestimates the configurational entropy as it
neglects any ordering. The short range and long range ordering can
be incorporated into the equation by considering the probabilities
of bonds between Al-Al, Ag-Ag and Al-Ag [63]. According to ther-
modynamics, such probabilities can be calculated based on the
bond energies, usually between nearest neighbours. The bond en-
ergies are assumed to be constant while the bond fractions are
varying for different configurations, no matter whether solute
atoms are isolated or clustered. This simplification violates our DFT
calculations that Al-Ag bond is unstable in solid solution but it is
stable when Ag atoms are placed on f111gAl planes. An accurate 3D
reconstruction of the chemical distribution from the tilt series
should be useful for the direct measurement of ordering (see
SM_movie_2). New numerical computation techniques need to be
developed for the purpose of entropy estimation. Nevertheless, the
contribution from configurational entropy is small during phase
transformations in the Al-Ag system, that otherwise prevents any
kind of ordering and phase separation. We have not considered
vibrational entropy in this paper.

4. Discussion

The bilayer phase first reported herein is a new phase in the Al-
Ag system. We propose to name it z phase, by analogy with the
patterned skin of the zebra. HAADF-STEM images show a clear
picture of Ag ordering on f111gAl planes starting from a small
cluster to a large GP zone (see Fig. 2). The positive defect energy of

Fig. 9. DFT calculations illustrating the preference of f111gAl planes for Ag aggregation
in aluminium. (a) The energetics of two Ag f111gAl planes separated by a varying
number “n” of Al planes. For instance, “2” means there are two Al atomic layers be-
tween two Ag layers as shown in the schematic diagram. (b) Energetics of different
periodic arrays with a composition of AgAl. For instance, “1-1” means the modulation
of one Ag layer and one Al layer as shown in the schematic diagram.

Fig. 10. Energetics of Ag clustering from the solid solution to the equilibrium g phase.
Different configurations of Ag on f111gAl planes are shown in blue while Ag clustering
on other crystallographic planes are shown in red. The phases in the transformation
sequence are highlighted with a bold unbroken line with their corresponding names
and atomic structures, while other configurations calculated are shown as dashed
lines. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Z. Zhang et al. / Acta Materialia 132 (2017) 525e537534



Ag in aluminium is consistent with previous calculations [64] that
explain the driving force for the decomposition [13]. For compari-
son, Au has almost an identical size to Ag, yet Au displays a very
negative defect energy in Al [65]. It is the electronic difference
between Ag and Au in aluminium that leads to completely different
clustering and precipitation behaviours, either in the binary alloys
[65][this work] or when they are added to Al-Cu alloys [38,66]. Our
DFT calculations also illustrate the preference of Ag aggregation on
f111gAl planes in Al-Ag binary alloys, which also occurs at the early
stage of ageing in Al-Cu-Mg-Ag alloys [31,33] and Al-Cu-Li-Mg-Ag
alloys [67]. During ageing, f111gAl planes enriched in Ag within
GP zones ε begin to move away from each other and form Ag
depletion regions as shown in Fig. 2. The ordering of Ag clearly
increases with ageing time, while the depletion width remains
about two to four f111gAl layers. The unique clustering behaviour
can be understood from our DFTcalculation that Ag prefers to be on
f111gAl planes but not with the f111gAl planes close to each other.
The favourable spacing is around two to four Al f111gAl planes,
which is in excellent agreement with our experiments. The local
ordering within GP zones ε develops faster in the water-quenched
sample than the oil-quenched sample, because more quenched-in
vacancies are present to mediate diffusion. Ag needs diffusion to
achieve the long range ordering exhibited by the bi-layered z phase
to further lower the energy of the system. Based on DFT alone, one
cannot rationalise the difference in z phase formation between
conventional heat treatments and in situ annealing experiments.
The free energy landscape locates the transformation pathways
between different phases. After considering the strain energy and
the entropy contribution, there is almost no energy difference be-
tween GP zone ε and the z phase. But the rearrangement of Ag
atoms associated with the ε-z transformation is expected to have a
high energy barrier. Therefore, the local energy minimum state of z
is hardly visited during the precipitation in Al-Ag alloys. However,
the experimental fact that GP zones ε transform to the z phase and
eventually g0 phase demonstrates that the free energy of z phase is
indeed lower than that of ε phase. It means that their thermal
histories must be taken into account to understand different phase
transformation pathways. We may appreciate this phenomenon by
considering that the z phase evolves through the local ordering of
GP zone ε on f111gAl. Vacancies can lower the energy barrier of
substitutional diffusion during the ordering of Ag atoms. For con-
ventional heat treatments with water quenching and sequential
ageing, a substantial number of quenched-in vacancies are present,
thus helping early stage clustering or providing defects for het-
erogeneous nucleation (see Fig. S2 in the Supplementary Material).
Indeed, g0/g assemblies nucleate at dislocation loops [21], which
bypasses intermediate phases like ε phase and z phase. The
quenched-in vacancies usually run out quickly at the early stage of
ageing before GP zones ε grow large enough to exhibit the local
ordering of Ag on f111gAl. This may explain why the ε-z trans-
formation is rarely observed using conventional heat treatments,
given the extensive studies on this system in the last century. Often
the reaction within the thin TEM specimen differs from that in the
bulk, both due to the surface effect and the electron irradiation.
Electron irradiation indeed can substantially lower the energy
barrier for diffusion of vacancies, as we quantitatively measured in
our recent study of in situ annealing of voids in aluminium [68].
However, according to our in situ annealing experiment without
electron beam, z and g0 were still found to form within GP zones
(see Fig. S5 in the Supplementary Material). This demonstrates that
electron beam irradiation is not responsible for those trans-
formations. When considering surface effects, there is a depth de-
pendency of the vacancy formation energy at the Al surface [69]. In
general, a vacancy has a lower formation energy at the surface than

in the bulk, which leads to a vacancy flux from the surface to the
bulk. Diffusion calculations using Fick's equations similar to what
was used in our previous work [68] suggest that such a vacancy flux
can be significant for an ultra-thin sample at a temperature higher
than 100 $C, as was the case for in situ annealing experiments. The
fact that small GP zones shrink during in situ annealing is an
indication of such vacancy flux (see Fig. S4 in the Supplementary
Material). The induced vacancies are also likely to be the source for
Shockley partial dislocations, which is required for g0 formation
within GP zones ε. The oil quenched samples with large GP zones
after long ageing times are depleted of vacancies. When vacancies
are induced to mediate solute diffusion, those large GP zones with
the local ordering of Ag on f111gAl act as a template for z formation.
We will report a quantitative study on the in situ experiments to
elucidate the vacancy-induced transformation in the future.

The existence of the z phase suggests a new phase trans-
formation approach that gives a more gradual change in terms of
the chemical compositions and atomic structures. A z precipitate
(50 at.% of Ag in the AgAl model) develops from the increased local
ordering of a GP zone ε (40 at.% of Ag at 200 $C) [45,46] before
transforming into HCP g0/g (67 at.% Ag) [18,19]. Figs. 3 and 5 clearly
show that z is an intermediate phase between GP zone ε and g0. The
absence of shear in zminimises the energy barrier for its formation,
which is considered to restrict g0 nucleation [60]. Previous calcu-
lations also have shown that pure Ag layers lower the stacking fault
energy in Al [70], which offers a pathway for a z to g0 trans-
formation. However, some questions are still open regarding the
relationship between z and g0. Although the tilt series indicates that
z can form independently from g0 (See Fig. 6), the two metastable
phases are generally seen in association with one another
(Fig. 3(bec), 4, 5). The in situmovie also suggests that the formation
of one phase may assist in the nucleation and/or growth of the
other. However, the transformation from z to g0 is not understood
yet at the atomistic level. We have seen z absorbed by an existing g0

assembly in Fig. 5, instead of initiating new z precipitates. In the
previous phase diagram [45], there is no intermediate phase in the
composition range between Ag2Al and Al except the metastable GP
zones. However, several possible structures with the composition
of AgAl were predicted using cluster expansions of DFT results
[58,71]. For the HCP-based structures, the bi-layered AgAl phase
was predicted to be an equilibrium ground state, which has a
stacking along any direction normal to the prismatic planes [71].
For the FCC-based structures, a super-lattice of bi-layered AgAl
stacking along 〈110〉Al was found to be a low energy state [58]. The
large periodic size of z along 〈001〉z k 〈111〉Al means such struc-
tures are difficult to predict via the cluster expansion method.
This points out the importance of atomic resolution electron mi-
croscopy for providing critical structural information for atomistic
calculations.

The z phase in the Al-Ag system has structural similarities with
layered Ag segregations to precipitate interfaces in various
aluminium alloys. It is very interesting that Al-Ag alloys have a poor
mechanical performance but numerous aluminium alloys with a
minor addition of Ag constitute the strongest and most thermally
stable series [24]. Taking the famous example of Al-Cu-Mg-Ag al-
loys, the U phase is responsible for their outstanding mechanical
performance and thermal stability [24]. The U phase is considered
as a distorted q (Al2Cu) on f111gAl, which is originally body-centred
tetragonal, forming on f100gAl planes [72,73]. To reorient Cu atoms
from f100gAl planes to f111gAl planes, Mg is essential to minimise
the misfit of the U phase along its c-axis, which can be as large
as &9.3% matching half unit cell of the U phase with multiples of
f111gAl d-spacing [37]. Indeed, the U phase is not found in Al-Cu or
Al-Cu-Ag alloys [38], and only very few U precipitates appear in Al-
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Cu-Mg alloys where the dominant precipitate phase is the S phase
[24,25]. However, this fact as well as our unpublished DFT calcu-
lations [74] suggest Mg itself does not have much tendency to drive
the aggregation of Cu atoms on f111gAl. As we have shown above
that Ag prefers to aggregate on f111gAl planes in aluminium (see
Table 2). Furthermore, Ag and Mg are known to interact strongly
[30]. The addition of Ag attracts Mg to the f111gAl planes, which
greatly promotes the U phase and suppresses the S phase. This is
evident by the existence of a mono-layer of Ag associated with a
mono-layer of Mg at the coherent interface of U-Al; such interfacial
phase can independently exist at the early stages of precipitation
[37]. Precipitates nucleate from solute clusters, and hence the
determination of the location of the clusters is important. As Ag
decomposes quickly from the solid solution and interacts strongly
with other solute elements and quenched-in vacancies, the pref-
erence of Ag aggregation provides a special kind of heterogeneous
nucleation site. The nucleation sites are strongly biased on f111gAl
planes, thus giving Ag the ability to modify subsequent precipita-
tion. Interestingly, Ag also aggregates on {0001} planes in Mg
({0001}/{111} planes are the close-packed planes in HCP/FCC),
stimulating precipitation in magnesium alloys [75,76]. It is not the
purpose of this paper to unify the microalloying mechanisms of Ag
in aluminium, but we hope the present study on the Al-Ag binary
systemwill provide a useful reference to the phase transformations
of complicated aluminium alloys containing Ag. Particularly, the
preference of specific crystallographic planes for Ag aggregation
may shed light on its microalloying effects in aluminium.

5. Conclusion

We performed scanning transmission electron microscopy to
examine the phases and phase transformations in an Al-1.68 at.% Ag
alloy. The energetics of Ag clustering within aluminium were
studied by density functional theory. The main conclusions are as
follows:

1. We discovered a newprecipitate phasewhichwe named z in the
Al-Ag system. The z phase is an intermediate precipitate phase
between GP zone ε and g0/g in the Al-Ag precipitation sequence.
The structure of z is characterised by the long range ordering of
bilayers enriched in Al and Ag on alternative f111gAl planes. The
z phase is coherent and displays alternating lattice displace-
ments relative to the aluminium matrix in 〈111〉Al. The
composition of z is close to AgAl.

2. Small Ag enriched clusters are formed during quenching and
these grow into GP zones εwith inhomogeneous Ag distribution
during ageing at 200 $C. This chemical inhomogeneity is caused
by the Ag aggregation on f111gAl planes with favourable
spacing. GP zone ε with a local ordering of Ag solute may
transform into z, particularly via in situ annealing of a TEM
sample with induced vacancies.

3. The fast decomposition from the solid solution and the
preferred f111gAl planes for aggregation are intrinsic properties
of Ag in aluminium. It provides heterogeneous nucleation sites
on f111gAl planes when Ag is microalloyed in aluminium alloys
and fundamentally influences precipitation.
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Figure S1: Compositional analysis for an embedded, spherical precipitate by energy-dispersive X-ray spec-
troscopy (EDS). (a) HAADF-STEM image showing the measurements of a precipitate. The diameter of
a precipitate, d, in the electron transmission direction was estimated by its averaged size on the HAADF-
STEM image. The electron beam was parallel to h110iAl. (b) The thickness, t, in the vicinity of a precipitate
was determined by comparing an on-zone position-averaged convergent beam electron diffraction (PACBED)
pattern of its surrounding matrix with simulations. (c) A position-averaged spectrum was taken at the cen-
tre of the precipitate and the composition was quantified by the software supplied with TEM, using the
Cliff-Lorimer ratio method. The sample was tilted away from its zone axis to the optimal angle for EDS de-
tector and avoiding strong dynamical diffraction conditions (the electron channelling would be problematic
otherwise). We ignored the thin oxide film at the surface of samples. (d) A schematic diagram illustrating
the parameters needed for determining the composition as written in the equation in the main text.
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Figure S2: Low magnification HAADF-STEM images showing the microstructure for Al-1.68 at.% Ag
aged 2 h at 200◦C after (a) quenched in water and (b) quenched in oil from the solid solution temperature
at 525◦C. The differences in the microstructures between those two conditions are caused by quenched-in
vacancies and defects that provide the heterogeneous nucleation sites for γ0 precipitates. The electron beam
is parallel to h110iAl.

Figure S3: Time-resolved HAADF-STEM images showing ε-ζ-γ0 transformation while in situ annealed at
150◦C. The original sample was oil quenched and aged at 200◦C for 7 days. The recording was started
560 s after in situ annealing began, giving the time to correct the drift and reorientation of the crystal due
to heating. We used a Gatan Digital Micrograph script to automatically acquire STEM images with an
acquisition time of 7.86 s for each frame (a pixel dwell-time of 30 µs for 512×512 pixel) and an interval
of 20 s between each frame. ζ clearly formed by local ordering of ε on {111}Al. The γ0 assemblies also
formed beside the ζ. The full process can be found in the Supplementary Movie. We should note that the
distortions in the images and movie were due to the thermal drift during acquisition. The electron beam is
parallel to h110iAl.

3



Figure S4: HAADF-STEM images showing the shrinkage of small GP zones during in situ annealing at
200◦C. The original sample was water quenched and aged at 200◦C for 2 h. The electron beam is parallel
to h110iAl.

Figure S5: HAADF-STEM images showing the ζ phase and γ0 phase were found in a sample in situ annealed
at 200◦C for 3 min without beam irradiation during in situ annealing. The original sample was oil quenched
and aged at 200◦for 7 days. The electron beam is parallel to h110iAl.
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Figure S6: Nonlinear drift correction for geometric phase analysis, in comparison to simulations of bulk
AgAl structure. HAADF images (with enlarged inserts), Fourier transform amplitudes and strain field
measurements for (a) vertical scan direction, (b) horizontal scan direction, (c) drift-corrected images from (a)
and (b), (d) simulations (µSTEM and elastic lattice strain calculations) of bulk AgAl structure respectively.
The arrows in (a) and (b) indicate the fast scanning directions for each case. The electron beam is parallel
to h110iAl. There are noticeable noise in the direction normal to the fast scanning direction as shown in the
GPA results, which corresponds to the strikes in Fourier transformations. The kinematic diffraction pattern
was calculated by CrystalMaker SingleCrystal software, based on bulk AgAl structure after optimisation by
DFT calculations. Red circles highlight the reflections of AgAl that are overlapped with Al (the reflections
are indexed).
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