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Abstract

Prostate cancer is one of the most commonly occurring cancers in males.

Medical imaging plays an important role in its early detection and treatment.

Transrectal ultrasound (TRUS) and magnetic resonance imaging (MRI)

are two commonly used medical imaging technologies. TRUS is used

intra-operatively to guide biopsies and treatments such as brachytherapy.

However, TRUS images have a low signal to noise ratio, with poor contrast,

making it difficult to differentiate between tissue types and identify anatomical

structures. This potentially leads to high false negative rates in biopsies or

inaccurate seed placement during template-guided brachytherapy procedures.

MRI, on the other hand, provides high-quality images with good tissue

contrast, enabling major anatomical structures and tumours within the

prostate to be located. However, the equipment needed and amount of time

taken for MRI scanning make it unsuitable for routine intra-operative use.

In order to exploit the advantages of each imaging modality, MRI-TRUS

fusion has been proposed, whereby a 3D model of the prostate is created

from both the pre-operative MRI and intra-operative TRUS, which are then

co-registered. In this way, high-quality image data from the MR imaging

can be registered onto the TRUS image of a patient’s prostate to provide

real-time guidance, thereby improving the accuracy of biopsies and other

medical interventions.

Image segmentation and registration are necessary for creating a

computer-assisted MRI-TRUS fusion system. Existing approaches for

MRI-TRUS fusion typically employ manual segmentation and/or rigid
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registration. Manual segmentation is time consuming, and rigid registration

typically fails to compensate for deformations of the prostate that may occur

between the times the MR images are acquired and the TRUS fusion occurs.

This potentially leads to uncertainties in registration.

The aim of this research is to provide the necessary techniques for

performing reliable MRI-TRUS fusion suitable for use in applications of

image-guided prostate interventions. To achieve this goal, the current

study has contributed to developing an active appearance model (AAM) for

automatic segmentation of MR images to a high level of accuracy, that is

computationally faster than comparable approaches. For MRI-TRUS fusion,

a new surface-based registration method (the GLTSD-FEM algorithm) has

been developed that is robust to local and global deformations of the prostate.

Experimental results, based on clinical data, indicate that each of the methods

developed has the potential to increase the accuracy of MRI-TRUS fusion.

This would, in turn, improve the clinical efficacy of image-based guidance for

prostate biopsy and other medical interventions.

iii



Declaration

This thesis contains no material which has been accepted for the award of any 

other degree or diploma at any university or equivalent institution and that, to 

the best of my knowledge and belief, this thesis contains no material previously 

published or written by another person, except where due reference is made in 

the text of the thesis.

iv



Publications During Candidature

• M. A. J. Ghasab, A. P. Paplinski, J. M. Betts, and A. Haworth,

“Robust MRI-TRUS fusion for image-guided prostate interventions,”

in International Conference on Medical Image Computing and

Computer-Assisted Intervention (MICCAI), 2019, submitted

• M. A. J. Ghasab, A. P. Paplinski, J. M. Betts, H. M. Reynolds,

and A. Haworth, “Automatic 3D modelling for prostate cancer

brachytherapy,” in IEEE International Conference on Image Processing

(ICIP), 2017, pp. 4452–4456.

• M. A. J. Ghasab, A. P. Paplinski, J. M. Betts, H. M. Reynolds,

and A. Haworth, “Towards augmented reality: Intraoperative prostate

modelling for biopsy and brachytherapy,” 26th Annual Scientific Meeting

of the Australasian Brachytherapy Group, 23–25 Feb. 2017, Melbourne,

Australia.

v



Acknowledgements

First and foremost, I would like to express my sincere gratitude to both

my supervisors, Professor Andrew Paplinski and Dr John Betts, for their

continuous support during my PhD study, and for their patient guidance,

motivation and immense knowledge.

I would like to thank my external supervisors. Professor Annette Haworth

and Dr Hayley Reynolds, for helping me obtain the necessary background

knowledge for this medical domain. I also wish to acknowledge the help

provided by our medical partners, Dr Ryan Smith and Professor Jeremy Millar,

at the Alfred Hospital for obtaining and preparing the medical images used in

this research.

I would like to express my gratitude to Professor Aron Fenster for enabling

me to pursue a part of my research in his laboratory at the Robarts Research

Institute. I am grateful to the members of his lab, David Tessier, Lori Gradi,

Igor Gyackov and Derek Gillies, for their assistance in obtaining and analysing

a large set of medical images.

I also want to thank Julie Holden for her language support during my

annual milestone reports preparation. Professional accredited editor Mary-Jo

O’Rourke AE provided copyediting and proofreading services according to the

university-endorsed ‘Guidelines for editing research theses’ (2019).

I wish to thank various people for their support over the course of my PhD

program, specially my fellow officemates for the stimulating discussions in the

sleepless nights when we worked together to meet deadlines. In particular, I

vi



thank Amar and Chaluka for all the fun we have had over the last four years.

My special thanks are extended to Hooman, Keyvan, Poorya, Ali, and

Zohreh. You feel more like family than friends to me. Words fail me in

expressing my appreciation to my parents for their dedication, love, endless

support and prayers. To my sister, thank you for being a supportive and caring

sibling.

vii



Contents

Abstract ii

Declaration iv

Publications v

Acknowledgements vi

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Problem Background . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Research Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.5 Contributions of the Research . . . . . . . . . . . . . . . . . . . 5

1.6 Significance of the Research . . . . . . . . . . . . . . . . . . . . 6

1.7 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Prostate Cancer Diagnosis, Imaging and Treatment 9

2.1 Anatomy of the Prostate Gland . . . . . . . . . . . . . . . . . . 10

2.2 Prostate Cancer Diagnosis Methods . . . . . . . . . . . . . . . . 10

2.3 Treatment of Prostate Cancer . . . . . . . . . . . . . . . . . . . 11

2.4 Prostate Imaging Techniques . . . . . . . . . . . . . . . . . . . . 11

2.4.1 Transrectal Ultrasound . . . . . . . . . . . . . . . . . . . 12

2.4.2 Magnetic Resonance Imaging . . . . . . . . . . . . . . . 13

2.5 Current Use of TRUS in Image-Guided Prostate Procedures . . 14

2.6 MRI-TRUS Fusion . . . . . . . . . . . . . . . . . . . . . . . . . 15

viii



2.7 Implications for the Current Research . . . . . . . . . . . . . . . 18

3 Literature Review: Prostate Segmentation 19

3.1 Region-Based Models . . . . . . . . . . . . . . . . . . . . . . . . 20

3.1.1 Region-Based Level Sets . . . . . . . . . . . . . . . . . . 20

3.1.2 Atlas-Based Models . . . . . . . . . . . . . . . . . . . . . 21

3.2 Supervised/Unsupervised Learning Models . . . . . . . . . . . . 23

3.3 Shape-Based Models . . . . . . . . . . . . . . . . . . . . . . . . 25

3.3.1 Edge-Based Models . . . . . . . . . . . . . . . . . . . . . 25

3.3.2 Deformable Models . . . . . . . . . . . . . . . . . . . . . 26

3.3.2.1 Level Sets . . . . . . . . . . . . . . . . . . . . . 27

3.3.2.2 Active Contour Model . . . . . . . . . . . . . . 28

3.3.2.3 Active Shape Model . . . . . . . . . . . . . . . 29

3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.5 Research Directions . . . . . . . . . . . . . . . . . . . . . . . . . 31

4 Elliptical Filter-Based Segmentation 33

4.1 Initialisation of Ellipses . . . . . . . . . . . . . . . . . . . . . . . 34

4.2 Toroidal Elliptical Filter . . . . . . . . . . . . . . . . . . . . . . 35

4.3 Prostate Localisation Procedure . . . . . . . . . . . . . . . . . . 37

4.4 Algorithm Setup . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . 41

4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5 Active Shape Model Segmentation 44

5.1 Creating an ASM of the Prostate Gland . . . . . . . . . . . . . 45

5.1.1 Landmark Annotation of Training Images . . . . . . . . 45

5.1.2 Alignment of Training Shapes . . . . . . . . . . . . . . . 47

ix



5.1.3 Statistical Model of the Prostate Shape . . . . . . . . . . 50

5.2 Fitting the ASM to a New Prostate Image . . . . . . . . . . . . 53

5.2.1 Search Procedure . . . . . . . . . . . . . . . . . . . . . . 54

5.2.2 Building a Greyscale Model . . . . . . . . . . . . . . . . 54

5.2.3 Objective Function . . . . . . . . . . . . . . . . . . . . . 55

5.3 ASM Setup and Results . . . . . . . . . . . . . . . . . . . . . . 57

5.4 Summary of Prostate Segmentation Using ASM . . . . . . . . . 59

6 Active Appearance Model Segmentation 61

6.1 Active Appearance Model of the Prostate . . . . . . . . . . . . . 62

6.1.1 Shape Model . . . . . . . . . . . . . . . . . . . . . . . . 62

6.1.2 Texture Model . . . . . . . . . . . . . . . . . . . . . . . 62

6.2 3D AAM of the Prostate . . . . . . . . . . . . . . . . . . . . . . 66

6.3 Fitting the AAM to a New Prostate Image . . . . . . . . . . . . 67

6.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 70

6.5 Summary of Prostate Segmentation Using AAM . . . . . . . . . 74

6.6 Constructing the Prostate Surface Model . . . . . . . . . . . . . 76

7 Literature Review: Medical Image Registration 78

7.1 Rigid Registration . . . . . . . . . . . . . . . . . . . . . . . . . 79

7.2 Deformable Registration . . . . . . . . . . . . . . . . . . . . . . 80

7.2.1 Coherent Point Drift . . . . . . . . . . . . . . . . . . . . 81

7.2.2 Robust Point Matching . . . . . . . . . . . . . . . . . . . 87

7.3 Registration Methods for MRI-TRUS Fusion . . . . . . . . . . . 92

7.3.1 Rigid Registration . . . . . . . . . . . . . . . . . . . . . 92

7.3.2 Deformable Registration . . . . . . . . . . . . . . . . . . 94

7.4 MRI-TRUS Fusion Challenges and Implications for Current

Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

x



8 MRI-TRUS Fusion 103

8.1 Proposed Fusion Method . . . . . . . . . . . . . . . . . . . . . . 103

8.1.1 Correspondence Estimation . . . . . . . . . . . . . . . . 105

8.1.1.1 Global Topological Structure . . . . . . . . . . 105

8.1.1.2 Local Topological Structure . . . . . . . . . . . 106

8.1.1.3 Combined GTS and LTS Differences . . . . . . 107

8.1.2 Transformation Estimation . . . . . . . . . . . . . . . . . 109

8.1.3 Optimisation Strategy . . . . . . . . . . . . . . . . . . . 112

8.1.4 Proposed GLTSD-FEM Algorithm . . . . . . . . . . . . 114

8.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . 115

8.2.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

8.2.2 Parameter Settings of GLTSD-FEM Algorithm . . . . . 117

8.2.3 Evaluation of GLTSD-FEM Algorithm . . . . . . . . . . 118

8.2.3.1 Qualitative Registration Results . . . . . . . . . 119

8.2.3.2 Quantitative Registration Results . . . . . . . . 120

8.2.3.3 Validation of Proposed MRI-TRUS Fusion

Method . . . . . . . . . . . . . . . . . . . . . . 121

8.3 Analysis and Discussion . . . . . . . . . . . . . . . . . . . . . . 123

8.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

9 Conclusions and Future Directions 130

9.1 Contributions of the Thesis . . . . . . . . . . . . . . . . . . . . 131

9.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

References 135

xi



List of Figures

1.1 Proposed workflow for MRI-TRUS fusion . . . . . . . . . . . . . 4

2.1 Prostate anatomy . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2 An example of a TRUS image of the prostate gland . . . . . . . 12

2.3 Prostate visualisation in TRUS based on different sections of view 13

2.4 Prostate visualisation in MRI based on different sections of view 14

2.5 Proposed surgical biopsy workflow using MRI-TRUS fusion . . . 16

2.6 An example of inter-patient variation in the central region of

the prostate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.7 Endorectal coil deforming the prostate . . . . . . . . . . . . . . 17

3.1 Workflow of atlas-based prostate segmentation . . . . . . . . . . 22

4.1 1D Petrou–Kittler half-edge filter . . . . . . . . . . . . . . . . . 36

4.2 2D toroidal elliptical filtering based on Petrou–Kittler filter . . . 37

4.3 Color-based and surface-based view of the elliptical filter . . . . 38

4.4 Prostate segmentation results using elliptical filtering . . . . . . 41

4.5 Example of poor segmentation from elliptical filtering . . . . . . 42

4.6 Examples of well-performed segmentation using elliptical filtering 43

5.1 Manual landmark annotation of the prostate boundary. . . . . . 46

5.2 Automatic landmark annotation of prostate boundary . . . . . . 47

5.3 Aligning two variations of the one prostate shape . . . . . . . . 50

5.4 Generating prostate shapes based on three modes of variation . 53

xii



5.5 Search strategy for targeting the prostate edges. . . . . . . . . . 55

5.6 The search space for finding the prostate potential edges. . . . . 56

5.7 Prostate shape segmentation using the proposed ASM method . 58

5.8 Flowchart of ASM training phase. . . . . . . . . . . . . . . . . . 59

5.9 Flowchart for fitting the ASM to new slices of MR image. . . . . 60

6.1 Prostate appearance warping using a piecewise affine function. . 63

6.2 Prostate shape triangulation for piecewise affine warping . . . . 65

6.3 3D AAM of the prostate along with its modes of variation. . . . 66

6.4 Prostate qualitative segmentation results by the proposed AAM 73

6.5 A flowchart for constructing a 3D AAM of the prostate image . 74

6.6 Diagram of fitting the 3D AAM to a new prostate image. . . . . 75

6.7 3D surface model of the prostate. . . . . . . . . . . . . . . . . . 77

7.1 2D point mapping from X to Y using function T . . . . . . . . 82

7.2 Schematic diagram of a registration framework using TPS method 95

7.3 Workflow for landmark-based non-rigid registration . . . . . . . 96

7.4 Overview of MRI-TRUS fusion using the model-to-image method 98

7.5 Overview of the MR-TRUS fusion workflow by SSM-FEM method100

8.1 The proposed MRI-TRUS fusion workflow. . . . . . . . . . . . . 104

8.2 Measuring GTS for the current point xi ∈ X. . . . . . . . . . . 106

8.3 Measuring LTS for the current segment Lk(xi) . . . . . . . . . . 107

8.4 Qualitative comparison of surface matching given by five methods119

8.5 Quantitative comparison of MR-TRUS fusion results . . . . . . 120

8.6 Comparison of TRE for all registration methods . . . . . . . . . 122

8.7 Qualitative TRE given by the GLTSD-FEM method for DAPs . 124

8.8 Analysing the model parameters on the registration performance 125

8.9 Average computation times of all registration methods on 38 cases127

xiii



List of Tables

6.1 Segmentation accuracy of ASM and AAM during training . . . 71

6.2 Comparison of ASM and AAM for segmentation of unsighted

images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

8.1 Comparison of 5 registration algorithms based on MSE, HD,

and DSC metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 120

8.2 TRE comparison of all methods based on using 14 DAPs . . . . 122

8.3 Time taken by elements of the GLTSD-FEM algorithm for

MRI-TRUS fusion . . . . . . . . . . . . . . . . . . . . . . . . . . 128

xiv



Chapter 1

Introduction

Prostate cancer (PCa) is one of the most commonly diagnosed cancers amongst

males in many developed countries. Recent statistics given by the Australian

Institute of Health and Welfare (2019) show that for males, PCa is expected to

be the most common cancer diagnosed in 2020 with an estimated 25,300 cases

[109]. The detection of clinically significant tumours in the prostate gland is

therefore critical for treatment planning. Conventional procedures to diagnose

prostate cancer are the prostate-specific antigen (PSA) blood test, digital rectal

exam (DRE) and biopsy. The main treatment options for localised prostate

cancer are surgery and radiation therapy. For cancer diagnosis and treatment,

imaging plays an important role in obtaining detailed information about the

location and size of suspicious tumours.

1.1 Motivation

Magnetic resonance imaging (MRI) and transrectal ultrasound (TRUS) are

two of the main imaging modalities used in prostate cancer diagnosis and

treatment. TRUS enables a surgeon to spatially identify regions of the prostate



(called zones) and surrounding anatomy such as the urethra. It is used for

biopsy and radioactive source implantation for brachytherapy procedures. The

benefits of TRUS are that images are created in real time, it is simple to set

up and use, and it has a relatively low cost. The major disadvantage of TRUS

is that images are of low quality, meaning that small structures are difficult to

discern. As a result, biopsy specimens are generally acquired using a standard

template rather than a patient specific plan targeted at specific high risk

regions, potentially leading to a high false negative rate in cancer detection

[133, 38]. MRI is mainly used for prostate cancer staging and treatment

planning due to its high-quality images and ability to discriminate between

soft tissues. The high quality of MRI images enables more accurate lesion

recognition and assessment of the stage of the cancer [11]. However, MRI is

not suitable for routine intra-operative use since it requires the patient to be

placed in an MRI scanner, and the scanning process is expensive and relatively

lengthy.

1.2 Problem Background

Recent advances in technologies such as augmented reality (AR) have given rise

to the idea of integrating medical images of anatomy, based on a computerised

multi-modal image fusion, for use during clinical procedures [160, 140, 27].

Motivated by this, the current research is directed towards achieving an AR

system to intra-operatively locate anatomical structures with a high degree

of reliability for biopsies, or for image-guided interventions for PCa such as

brachytherapy [28, 10, 99]. One approach is MRI-TRUS fusion, whereby

the pre-operative MR images are non-rigidly transformed with intra-operative

TRUS images using image segmentation and registration. Segmentation,
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the delineation of the prostate boundary, from MRI and TRUS images is

performed, from which two 3D models are created. Registration is then

used to superimpose these 3D models. If this can be performed successfully,

the location of suspicious lesions identified from the MRI data could be

superimposed on to the real-time TRUS images during the clinical procedure.

Segmentation and registration of prostate images are non-trivial tasks. One

of the main difficulties is the current need for manual segmentation of the

prostate boundary from both MRIs and TRUS images. This manual process

is slow and requires highly skilled medical staff. Furthermore, the prostate

gland is a soft organ and its shape may be deformed by certain conditions

such as a full bladder, rectal wall motion, US probe, or surgical intervention.

Because the MRI scans are made prior to the procedure and TRUS images

during the procedure, there is a possibility that the prostate shape may change

in the interval between MRI and TRUS imaging. These deformations need to

be addressed when registering the MRI and TRUS images to achieve clinically

acceptable fusion accuracy.

1.3 Research Objectives

The goal of this study is to develop techniques that achieve reliable MRI-TRUS

fusion accuracy for use in image-guided PCa procedures. The specific

objectives of this study are:

• to propose an automatic method for segmentation of the prostate,

• to create a 3D surface model of the prostate from the segmented images,

• to develop a registration algorithm for MRI-TRUS fusion, that is robust

to deformations of the prostate present in the image sets of each modality.
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Figure 1.1 shows a possible workflow to achieve this.

MRI

TRUS

Segmentation

Segmentation

MRI
Surface Model

TRUS
Surface Model
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Figure 1.1: Proposed workflow for MRI-TRUS fusion

1.4 Research Scope

Three approaches were investigated for automatic segmentation of the

prostate. These included edge-based filtering, active shape modelling (ASM),

and active appearance modelling (AAM) techniques. All three methods

achieved reasonably accurate results for segmenting the prostate from MRI.

The AAM approach was used to segment the prostate from the TRUS images.

The accuracy of the results was low due to insufficient data for training

the model. Segmentation of the prostate from ultrasound images was not

investigated further using this method because new technologies such as

convolutional neural networks (CNNs) are emerging and demonstrating more

accurate results than the AAM approach. These advanced methods are beyond

the scope of the current research.

For non-rigid MRI-TRUS registration, the 3D prostate surface model was

created using each modality, and manually segmented images to provide

ground truth data. This was done to validate the co-registration surface

without propagating potential errors resulting from automatic segmentation.
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1.5 Contributions of the Research

The following contributions have been made in the course of this thesis:

• A statistical deformable model, based on an active appearance model

(AAM), was developed to automate prostate segmentation from MR

images to a high degree of accuracy. This new AAM method uses

a fast optimisation strategy for estimating the shape and the texture

parameters of the AAM and therefore has a low computation time.

This work was presented at the IEEE International Conference on Image

Processing (ICIP 2017) [54].

• A fully automatic active shape model (ASM) of the prostate was

created, on which the AAM method is based. The ASM method can

automatically annotate a set of landmark points based on rotation at

equi-angular increment around the prostate boundary to produce an

accurate contour. The preliminary results of this method was presented

at the Annual Scientific Meeting of the Australasian Brachytherapy

Group (ABG 2017) [6].

• To automatically locate the prostate, an elliptical filtering model was

developed and fitted to each axial MR image slice to approximate the

initial shape of the prostate with an ellipse under a fast searching

strategy. Using this information, the deformable model created by either

ASM or AAM methods can propagate close to the region where the

prostate gland is located. As a result, a priori knowledge obtained by

the elliptical filtering approach contributes to improving the accuracy of

the segmentation as well as computation speed.

• A new surface-based registration algorithm (GLTSD-FEM) was
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developed for performing MRI-TRUS fusion. The GLTSD-FEM

algorithm uses the global-local topological structures of the prostate

gland to establish an accurate correspondence between MRI-TRUS

surface points. It uses a single form optimisation framework to

simultaneously estimate the correspondence and the transformation

components within a few seconds, for fusing the 3D models. This work

has been submitted to the MICCAI 2019 conference1.

• The GLTSD-FEM algorithm was validated by measuring the targeted

registration error (TRE) between pairs of distinct anatomical points

(DAPs) within the prostate gland from both MRI and TRUS images,

from real brachytherapy patient data. The results obtained show that

the proposed method is robust in registering the two models with a low

degree of error.

1.6 Significance of the Research

This research could potentially have clinical applications for prostate cancer

diagnosis and treatment. This research envisages a scenario where the prostate

structure data is extracted (segmentation phase) from pre-operative MR

images of a patient, with locations of suspicious lesions within the gland

marked by a physician or an automated segmentation method [145]. A 3D

model created from the segmented MRI is registered (fusion phase) with the

TRUS surface model during the surgical procedure. Multimodal image fusion

in this fashion can provide an augmented location estimation for a surgeon to

perform accurate needle positioning during prostate biopsy procedures while

using TRUS imaging for guidance, and pinpoint the position of suspicious

1http://www.miccai2019.org/

6

http://www.miccai2019.org/


lesions from high-quality MR images. This same approach can also improve

the accuracy of prostate cancer treatments such as seed implantation for focal

brachytherapy [14].

1.7 Thesis Outline

This thesis is structured as follows:

• Chapter 2, introduces prostate anatomy, cancer diagnosis and treatment

methods. This is followed by a review of current imaging technologies

used in prostate cancer procedures.

• Chapter 3 provides a literature review of techniques and methods used

to analyse and segment the prostate gland from medical images.

• In Chapter 4, an elliptical filter model is proposed to approximate the

initial shape of the prostate with an ellipse for computationally fast

segmentation of the region of interest (ROI) in each image slice where

the prostate is located.

• Segmentation is improved in Chapter 5 by developing an active shape

model (ASM), where the prostate shape is estimated by fitting a

statistical deformable shape model to 2D image slices.

• The ASM is extended to the active appearance model (AAM) in Chapter

6 to incorporate a statistical model of the prostate texture information

for more accurate segmentation.

• Chapter 7 reviews image registration techniques and their applications

relating to MRI-TRUS fusion.

7



• In Chapter 8, a new surface-based registration algorithm is developed

for robust fusion of prostate 3D models constructed from MRI and

TRUS images. Using the proposed GLTSD-FEM algorithm, to establish

a correspondence between the 3D points in TRUS and MRI surface

models, a distance-based metric is used to measure both global and

local similarities between topological structures of the two point sets. A

biomechanical model of the prostate created by a finite element model is

then incorporated into an objective function for robust transformation of

the corresponding points from MRI into TRUS space. The GLTSD-FEM

method is validated using a set of distinct anatomical points (DAPs)

obtained from clinical images of patients.

• Chapter 9 summarises the research and outlines potential future research

directions.
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Chapter 2

Prostate Cancer Diagnosis,

Imaging and Treatment

Overview

This chapter provides a general overview of prostate cancer diagnosis,

treatment procedures, and the types of imaging methods used in cancer

detection and treatment. The anatomy of the prostate gland is described

in Section 2.1. Methods for prostate cancer diagnosis are given in Section 2.2.

A brief description of treatment planning is given in Section 2.3. Section

2.4 introduces two imaging modalities commonly used for prostate cancer

diagnosis and treatment: TRUS and MRI, which underpin the techniques

and modelling developed in this thesis. A clinical workflow of an image-guided

prostate procedure is described in Section 2.5. Current proprietary tools for

performing MRI-TRUS fusion for prostate biopsy are described in Section 2.6.

Finally, implications for the current study are outlined in Section 2.7.



(a) Prostate anatomy (b) Prostate gland

Figure 2.1: Prostate anatomy1

2.1 Anatomy of the Prostate Gland

The prostate gland is a walnut-sized organ forming part of the male

genitourinary system. It is located adjacent to the bladder and rectum, and has

the urethra passing through its centre, as shown in Figure 2.1a. By convention,

the base of the prostate is adjacent to the bladder and its apex is located at

the inferior part of the gland, as shown in Figure 2.1b. The weight of a typical

healthy prostate gland is approximately 20 to 25 grams with dimensions of

approximately 4× 2× 3 centimetres. Size varies between men, increasing with

age and disease status.

2.2 Prostate Cancer Diagnosis Methods

Conventional procedures to diagnose prostate cancer are digital rectal exam

(DRE) and the prostate-specific antigen (PSA) blood test.

• The DRE is performed by a physician to detect any irregularities in the

shape or size of the prostate gland by palpation of the prostate through

the wall of the rectum.

1 Source: http://www.optimalhealthnetwork.com/Prostate-Health-s/336.htm
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• PSA is a protein produced by the prostate gland. If the amount of PSA

in the blood is higher than normal (around 4.0 ng/ml), it may be a

symptom of prostate enlargement due to benign conditions, or cancer

[20].

If there are suspicious abnormalities detected on a DRE or PSA test, patients

are typically advised to undergo a prostate biopsy to determine whether there

are malignant or benign lesions in the prostate tissue. Biopsy is performed

by either transrectal ultrasound or transperineal template-guided procedures

[88, 43].

2.3 Treatment of Prostate Cancer

There are several treatment options for PCa, based on the stage of the cancer,

the patient’s age and clinical preference status. These include:

• radical prostatectomy: the surgical removal of the prostate gland along

with surrounding tissue

• external beam therapy: a radiation therapy, in which high-energy X-ray

beams generated outside the patient’s body are focused on the prostate

• brachytherapy: the permanent or temporary implantation of radioactive

seeds into the prostate to sterilise the cancer cells using either Low Dose

Rate (LDR) or High Dose Rate (HDR) approaches

2.4 Prostate Imaging Techniques

Imaging is used for both cancer diagnosis and treatment. For diagnostic

procedures such as prostate biopsy, MRI with “cognitive fusion” is typically
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used to qualitatively identify suspicious regions and the extent of disease for

example, in seminal vesicles or extra-capsular extension. Biopsy information,

along with a diagnostic MRI, DRE, and PSA blood test is used to determine

the stage (that is, the likelihood of progress to a metastatic state) of the disease

and recommended treatment. TRUS and MRI are two commonly used imaging

modalities. These are described in the following sections.

2.4.1 Transrectal Ultrasound

TRUS imaging is commonly used to locate regions within the prostate gland

during surgical interventions. Images are created in real-time enabling it to be

used intra-operatively. It is cost-efficient, portable, and as a consequence,

TRUS units are widely available. To produce images using TRUS, an

ultrasonic transducer (probe), with diameter of approximately 2 cm, is inserted

into a patient’s rectum. Low-spectrum audio sound waves are emitted and

reflected, from which an image is reconstructed showing regions of different

density and hence anatomical structures. An example of a TRUS image is

shown in Figure 2.2, in which the surface of the prostate reflects sound waves

with a low echogenicity (darker area). There are two types of ultrasound

(a) (b)

Figure 2.2: The prostate is shown by a solid dark mass in (a). To give a
better insight, the prostate boundary is outlined in (b). (Image source: Peter
MacCallum Cancer Centre)
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probes, side-fire and end-fire, which are used for different sectional views of the

prostate. The side-fire probe provides a sagittal plane view, while the end-fire

transducer gives an axial (transverse) plane view of the prostate. Examples of

TRUS images showing both axial and sagittal sections are given in Figure 2.3.

(a) (b)

(c) (d)

Figure 2.3: Ultrasound images of a prostate based on different sections of view.
(a) and (c) axial view, (b) and (d) sagittal view.

2.4.2 Magnetic Resonance Imaging

MRI is used to create high-quality images of body structures along with

their detailed characteristics. To provide MR images, impulsive radio wave

energies and strong magnetic fields are delivered to the area of the body being

studied (pelvic region). Radio wave pulses excite nuclear spin (an intrinsic

form of angular momentum carried by elementary particles) energy transition,

and magnetic field gradients localise the radio-frequency signal in space. By

forming the signal into an image format, different contrasts between tissues

are generated based on varying the parameters of the pulse sequence. For the
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purpose of this project, MRI images were acquired as a stack of 2D slices that

describe the prostate gland along with surrounding tissue. These individual

slices can be reconstructed in the three orientations of axial (transverse),

sagittal and coronal, as shown in Figure 2.4.

(a) (b) (c)

Figure 2.4: An example of MRI taken from the prostate gland (a) axial; (b)
sagittal; (c) coronal. (Image source: MICCAI2)

Multiparametric MRI (mpMRI) of the prostate is an imaging technique

that combines several types of MRI scan, namely: diffusion-weighted imaging

(DWI) and dynamic contrast-enhanced (DCE) to provide parametric and

pharmacokinetic data that can be used in cancer staging. This enables

clinicians to more accurately define regions of clinically significant disease

[15, 2].

2.5 Current Use of TRUS in Image-Guided

Prostate Procedures

This section briefly describes the ways in which TRUS imaging is currently used

for guidance during procedures such as prostate biopsy and brachytherapy.

During transrectal or transperineal biopsies, TRUS imaging is used

intra-operatively to guide the biopsy needles. In the case of transrectal

biopsies, a surgeon typically works from a diagram of the regions to be sampled.

2http://promise12.grand-challenge.org/
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For transperineal biopsies, a template with a grid with regular hole spacing

is used to improve accuracy of needle placement. In both these methods,

there is the possibility of failing to sample small volume, high grade tumours.

This potentially reduces the accuracy of biopsy, which could lead to either an

overdiagnosis of low-risk prostate cancer or underdiagnosis of high-risk cases

[134, 26].

For LDR brachytherapy, TRUS is used to acquire images of the prostate

for planning and implantation of the radioactive seeds. High dose rate (HDR)

brachytherapy uses a single radioactive source that steps through multiple

catheters (or needles) that have been implanted into the prostate. Once the

source has finished delivering the radiation dose, the catheters (and source)

are removed. As for LDR brachytherapy, TRUS is used for guidance (of the

catheter placement) as well as for producing the images used for planning.

However, when delivering either of these treatments, using TRUS images alone

may not provide a sufficiently accurate guidance to identify regions of the

prostate that contain clinically significant tumours to receive an intensified

radiation dose.

2.6 MRI-TRUS Fusion

Researchers have been investigating how to locate clinically significant tumour

foci using pre-operative MR images and incorporating this information into

real-time TRUS images obtained during the procedure, in order to improve

the accuracy of prostate surgical interventions [15, 2, 4]. One approach is

MRI-TRUS fusion, whereby data from both imaging modalities is combined

into a single model to provide detailed information about the location of

suspicious lesions inside the prostate gland. The MRI-TRUS fusion task is
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underpinned by image segmentation and registration. Segmentation is required

to find the outline of the prostate shape in both MRI and TRUS images in order

to create a 3D model of the prostate under each imaging modality. Registration

is then used to overlay these models so that common regions coincide.

In the case of biopsy, the benefit that could be achieved by this procedure

is that the MRI can guide a clinician to defined parts of the prostate that may

contain clinically significant tumours. Hence the fused / co-registered images

enable targeted biopsies that will: reduce the rate of false negative diagnoses,

reduce the rate of re-biopsy, and potentially decrease the number samples taken

at biopsy. This would improve the accuracy of staging, hence direct patients

to the most appropriate form of treatment, and reduce the risk of infection by

reducing biopsy sampling rates. A proposed workflow, showing how prostate

biopsy could occur using MRI-TRUS fusion is shown in Figure 2.5.

MRI-TRUS Fusion System

Pre-operative MRI Intra-operative TRUS

Prostate Procedures

Figure 2.5: Proposed surgical biopsy workflow using MRI-TRUS fusion

There are several existing commercial products available including Artemis,

Koelis, Uronav, and BioJet, that are used for performing MRI-TRUS fusion

16



Figure 2.6: An example of inter-patient variation in the central region of the
prostate size, shape, and volume. (Image source: MICCAI2)

(a) Without endorectal coil (b) With endorectal coil

Figure 2.7: Prostate shape deformation and contrast variation due to using
endorectal coil for MR imaging.

[62, 50, 94]. Even though publicly available information is limited, it appears

that some of these devices are limited to manual or semi-automatic methods

for segmenting the prostate. This is because outlining the prostate boundary

is a difficult task due to considerable inter-patient difference in prostate size,

shape and volume, as shown in Figure 2.6. In addition, the use of an endorectal

coil for MR imaging causes some intensity variations through the prostate and

considerable deformation of the gland. An example of this can be seen in

Figure 2.7. Added to this, the US probe in the TRUS imaging itself distorts

the prostate shape significantly. Segmentation of the prostate from TRUS is

also difficult because the quality of images is low. Contrast in TRUS images

may vary between different machine manufacturers. Also, tuning the TRUS
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acquisition parameters of the same machine may yield images with different

quality. An example of parameter tuning for prostate imaging by TRUS can

be seen in Figure 2.2a and Figure 2.3a, in which axial views of the prostate

taken from different machine manufacturers are shown.

Some of the current commercial products use rigid registration for

transforming the location of suspicious regions from MRIs to TRUS images.

Even when non-deformable registration methods are available, validation of

the registration accuracy is challenging. This is because the extracted prostate

shape from the 3D MRIs maybe very different to the segmented prostate shape

from the 2D TRUS images.

2.7 Implications for the Current Research

In order to address the current limitations of existing approaches to 3D fusion

of MRI-TRUS images, this research attempts to achieve the following goals:

1. automate the segmentation of MR images,

2. construct a 3D model of the prostate from 2D segmented images for each

imaging modality,

3. develop a registration algorithm for robust fusion of MRI and TRUS

models.

Achieving these goals will contribute to the development of a multi-modal

image fusion platform for use in image-guided prostate interventions such as

prostate biopsy and brachytherapy.
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Chapter 3

Literature Review: Prostate

Segmentation

Overview

This chapter reviews methods for automatic segmentation (that is, delineating

the prostate boundary) in TRUS and MR images. Manual prostate

segmentation is time-consuming and this makes achieving a real-time

MRI-TRUS fusion difficult. Therefore, researchers have been investigating

how to automate this process. Automatic detection of the prostate boundary

from medical images is non-trivial because large deformations of the prostate

make the boundary edges indistinct. In addition, scanning devices that made

by different manufacturers produce images with different variations of contrast

where this could potentially limit the performance of automatic segmentation

methods.

Method used to segment the prostate boundary from medical images

are categorised into groups and presented as region-based models in Section

3.1, as supervised and unsupervised learning models in Section 3.2, and as



shape-based models in Section 3.3.

3.1 Region-Based Models

Region-based methods deal with local intensity relationships between

pixels/voxels of homogeneous regions for segmentation of the region of interest.

These segmentation techniques are further classified into region-based level sets

and atlas-based methods.

3.1.1 Region-Based Level Sets

In region-based level-set methods, from manually segmented images, statistical

information of the prostate region such as mean and standard deviation are

extracted to maximise the margin between the background and the prostate

based on region-based statistical moments. This is followed by propagating a

pre-defined deformable model implicitly between the two regions for separating

the prostate from the background based on minimising the energy of the model

[56, 163, 21].

Fan et al. used a region-based level set to segment boundaries of the

prostate gland from 3D TRUS images [48]. In their work, a fast discriminative

technique was initially developed to identify the prostate region by considering

intensity likelihood, in which a cubical window was used for sliding over the

3D TRUS image to measure the difference between maximum and minimum

intensity values in the current window. The value of the voxel located at

the centre of the current cubical window was set to zero if the difference

measurement was less than two. Otherwise, the voxel value was set to one for

measurements of greater than two but below a threshold defined by the user.

This information was then integrated into a level-set framework for segmenting
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the prostate. In recent work, variants of region-based level sets have been

combined with statistical models for contouring the prostate boundary from

MRIs [121, 150, 179].

3.1.2 Atlas-Based Models

In multi atlas-based (MAS) approaches, a specific model of the organ of interest

is created by using a set of manually labelled images of that anatomical

structure which are aligned and mapped into a common coordinate system

[36, 158, 167, 71]. The obtained model (atlas) acts as a reference in the

segmentation algorithm for determining the prostate boundary from images

of new patients.

Proposed by Klein et al. [83], a MAS method was applied to 3D MR

images of 50 different cases to segment the prostate (including the seminal

vesicles). In this approach, each pre-labelled atlas image was matched to the

target image by a rough alignment using affine transformation, followed by a

flexible (non-rigid) registration using cubic B-splines. Mutual information was

used as a similarity measure to evaluate and select a set of best matches. To

create a final result, the two methods of majority voting and STAPLE [169],

were used to combine the deformed label images into a single segmentation

of the target image. This method was followed by an approach, in which the

diffeomorphic demons method was utilised to speed up the required time for

non-rigid registration [45]. In addition, different metrics such as normalised

cross correlation (NCC), normalised mutual information (NMI) and mean

reciprocal square difference (MRSD) were used as similarity measures of each

atlas image after registration with the target image.

To improve the segmentation accuracy, an approach incorporated

combinations of global, regional and local metrics into a multi-atlas framework,
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Figure 3.1: “(a) Conventional atlas-based segmentation (b) Proposed
atlas-based segmentation”. (Image source: [170])

while decreasing the required number of non-rigid registrations [170]. The

proposed workflow, as the authors presented in their publication, is shown in

Figure 3.1. To perform the affine registration, a global mean squared error

(gMSE) metric was used to roughly align each atlas image to the target.

With a modification to conventional atlas-matching methods, a “target-specific

regional MSE (rMSE)” was used prior to non-rigid registration in order to

select a plausible subset of training atlas. This way, only training atlas images

with small values of gMSE were (non-rigidly) registered to the targeted image,

where minimisations of the weighted sum of gMSE and rMSE were used

as similarity measures. Finally, a weighted voting scheme was performed

to combine the aligned labels into a single form based on incorporation

of the rMSE and local MSE (lMSE) discrepancy with respect to a proper

”total-variation-based spatial regularisation”. Contrary to such conventional

voting schemes that assign the same weight to all samples, a patch-based
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scheme was introduced [177] to equally weight those samples which have a

close similarity according to their local patch-based anatomical feature.

Several studies in this context, for improving the accuracy of prostate

extraction from MRIs or TRUS images, investigated different strategies for

multi atlas-based segmentation. While some focused on combining a MAB

framework with other methods such as graph cuts [84] and edge-detection

techniques [149] to refine the segmented prostate in a post-processing step,

others proposed innovative methods to prune irrelevant atlases by defining

strong a priori knowledge to provide nearly optimal subsets for performing

robust atlas registration [108, 7]. Alternatively, to avoid errors accumulated

as a result of atlas registration, one approach created a MAB model based on

contouring specific slices of the prostate volume and specifying the bounding

box of the prostate as a region-of-interest (ROI) based on the key slices [185].

To segment the whole volume, the initial model was propagated to adjacent

slices in order to exploit the inter-slice similarity.

3.2 Supervised/Unsupervised Learning

Models

Using concepts from pattern recognition, supervised methods create classifiers

by means of extracting measurable features from a set of labelled training data

in order to classify future unlabelled data. This is in contrast to unsupervised

methods, which use feature vectors to assign labels to individual objects as a

goal based on an objective function. This way, similarly labelled objects are

clustered into the same groups.

One of the earliest unsupervised learning methods for prostate

segmentation from TRUS images was proposed by Richard et al. in [125],

23



in which a classifier was designed to assign individual pixels to their related

cluster. A texture-based feature extraction approach was used for determining

the mean of each cluster. Pixels were classified according to a probabilistic

labelling scheme. The initial segmentation result was then refined by

incorporating the compatibility coefficients and pixels spatial information. In

recent studies, unsupervised clustering methods were combined with other

techniques such as active shape models, Markov random field, etc. for

segmenting the prostate boundary, where the clustering part was mainly used

to isolate the prostate region in TRUS or MR images as an initial ROI

[156, 93, 114, 97].

Utilising a supervised learning method, one approach proposed a random

decision forest algorithm to classify the prostate under a probabilistic

framework from MR images [55]. The segmentation task comprised two main

steps, a representation of the prostate’s voxels in a probabilistic search space

and propagating a region-based level set in this space to perform a binary

segmentation of the prostate. To build the classifier, spatial information of

individual pixels, along with the mean and standard deviation of grid-sized

neighbouring pixels, were used as features for training the model. The authors

of this work improved the prostate segmentation by using a new schema for

feature extraction based on a multiple mean statistical shape [57]. A similar

work built separate random forest classifiers from multi-channel (T1 and T2)

MR images for segmenting the prostate [53]. Alternatively, kernel-based

support vector machine (SVM) methods were broadly used by some researchers

for prostate segmentation in which the classifier was commonly trained based

on a set of features extracted from statistics of the prostate shape, texture

information and intensity of pixels [42, 176, 5, 22].

Currently, the latest advances in artificial neural networks (ANNs) have led
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to fast-growing deep learning methods, where convolutional neural networks

(CNNs), as a family of deep nets, have shown a high capability for improving

the accuracy of prostate segmentation. [188, 181, 178, 151, 153]. In contrast

with traditional ANNs, which use a set of hand-crafted features to approximate

a model, CNNs learn these features directly from the sample images based on a

variation of multilayer perceptrons. Conceptually, for prostate segmentation,

MRI (or TRUS) images along with the corresponding labels are used as an

inputs to a CNN. In lower layers, a set of basic tiny features such as edges

and curves are learned from images. These features are propagated into

higher layers accordingly. This hierarchical architecture transforms the learned

features in the lower levels into semantic anatomical information at the higher

levels. To approximate a model for accurate segmentation of the prostate, a

back-and-forth propagation of gradient flow and information is used to improve

convergence and boundary discrimination rates, respectively.

3.3 Shape-Based Models

Shape-based models are mainly concerned with edge features or boundary

information of the prostate for segmentation. These methods can be

categorised into three main groups, edge-based, filter-based, and deformable

models, where the last one is further subdivided into edge-based level sets,

active contour models, and active shape models in turn.

3.3.1 Edge-Based Models

In edge-based methods, a series of mathematical operations are applied on

digital images to detect locations of those pixels/voxels (potential edges)

indicating a sharp change in their brightness. The popular methods for edge
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detection are gradient filters such as Canny, Sobel and Prewitt [137].

Introduced by a work in [1], a multi-resolution framework was designed to

detect the prostate boundary edges from TRUS images. To detect the edges

by using a proper filter size, the homogeneous regions, identified by small

local standard deviation, were filtered out in coarse resolution. To improve

the edge localisation, areas with larger local standard deviation were filtered

with smaller kernels to preserve the potential prostate edges in these regions.

To compensate for missing edges, one approach proposed a semi-automatic

method for delineation of the prostate boundary [117]. As reported, to enhance

the TRUS images, two type of filter, so-called stick and anisotropic diffusion,

were in turn used to remove speckles and smooth the images, respectively.

This was then followed by extraction of a set of primitive features from the

prostate shape and echo patterns to identify the most likely edges representing

the prostate boundary. Finally, broken edges were manually linked together

through a manual editing by a user. Alternatively, several studies investigated

semi-automatic methods for contouring of the prostate boundary from MR

images based on a priori knowledge of the prostate shape [189, 131, 51].

3.3.2 Deformable Models

Deformable model approaches use concepts from physics, geometry, and

optimisation techniques for segmenting a deformable shape [100]. Physical

theories are used to explain the evolution of the deformable shape in space,

geometry is used to constrain the shape model and optimisation is used for

fitting the model to new data. Such methods are often concerned with external

and internal energies. External energies deform the initial model towards

the boundary of the deformable shape, while smoothness of the contour is

preserved by internal energies during the deformation. To optimise the process,
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both energy forces are united in a single energy-minimisation framework for

segmentation of the deformable shape.

Common deformable methods utilised in medical image analysis are

edge-based level sets, active contour models and active shape models. These

are separately discussed in following sections.

3.3.2.1 Level Sets

Level sets is a conceptual framework for the study of developing curves in

higher dimensions [113]. Starting from a seed point, an edge-based level set is

perpendicularly propagated towards the curve surface to target the boundary

edges. The speed of evolution is inversely proportional to the intensity

gradient. Reaching the highest intensity difference in a local neighbourhood

leads the evolution process to a stopping criterion.

For segmenting the prostate from TRUS images, one of the earlier research

studies, applied a fast discrimination method to initially identify the prostate

region [48]. Instead of using the image intensity gradient, the information

extracted from this region was incorporated into a level-set model to improve

the boundary-leaking problem. The main challenge for full segmentation of

the prostate gland using typical level sets was found to be the initialisation

of seed points [120], since high-level user interaction was required to initiate

the model. One approach used Gaussian and morphological filtering methods

in turn to classify the mid-gland TRUS images into two groups, prostate and

non-prostate regions [76]. The prostate region was then used by an elliptical

level-set model for segmenting the prostate based on first and second moments

of a probabilistic Gaussian density function. Further, the authors employed

modified local binary patterns to extract texture features from the prostate

region for use as an external energy to drive the elliptical level set for improving
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the prostate segmentation [75]. Similarly, an elliptical level-set model was

developed by one approach for automatic segmentation of the prostate from

diffusion-weighted MR images [92]. The prostate shape was initially fitted by

a deformable ellipse model and used as the starting point for the level set to

evolve. Post-processing techniques were then applied to refine the prostate

boundaries.

3.3.2.2 Active Contour Model

The active contour model (ACM) or snake, introduced by Kass et al. [79], is a

framework which is used for outlining an object from a possibly noisy image.

Initialising the ACM close to an object, it evolves a deformable spline model

towards the object’s boundary edges where external and internal energies are

minimised. Subject to the problem in hand, different external energies may be

applied to improve the segmentation by ACM [3, 186, 166].

Using ACM, an energy-based algorithm was used for segmentation of the

prostate from TRUS images [183] where a feature map, extracted from the

prostate image by a non-linear dot-pattern operator, along with an average

geometric model of the prostate shape was utilised to drive the deformable

ACM for targeting the prostate contour. To initialise a 3D ACM close to the

prostate edges in MRIs, a research study applied a modified gradient vector

flow (GVF) to govern the ACM external force [141]. The GVF, presented

in [171], was derived from MR images based on minimisation of a certain

energy function in a variational framework. Added to this, a prostate shape

constraint in the form of an ellipse model was used as a priori knowledge to

improve the boundary detection. On the contrary, an external force, known

as vector field convolution (VFC) [89], was used in an active contour-based

approach for segmentation of the prostate from MRIs [129]. Based on using a
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multilayer perceptron neural network for initiating the seed points, the VFC

was in turn used to extract the prostate region.

Alternatively, a hybrid method, presented by authors of the work in [152],

segmented the prostate in two steps based on using different approaches. At

first, a superpixel-based 3D graph cut was used to capture the prostate surface.

As an starting point, the initial result of the first step was incorporated into a

3D ACM to update the segmentation. This was followed by iterating between

the 3D graph cut and 3D active contour model to obtain a smooth prostate

surface.

3.3.2.3 Active Shape Model

The active shape model (ASM), introduced by Cootes et al. [32], creates

a statistical model of an object’s shape based on two components: average

shape, and its typical variability, which are constructed from a set of training

images. The typical variability of the shape is determined by computation

of principal component analysis (PCA) of a point distribution model (PDM)

[31]. Basically, a PDM is obtained by annotating and collecting a set of points

around the boundary of the object of interest on every single training image.

Once, the shape model of the object is created and initialised, it is used for

segmenting the shape from new unsighted images.

A semi-automatic algorithm based on a 2D active shape model was used

for segmentation of the prostate boundary from ultrasound images [65]. Three

different techniques for landmark placement on boundaries of the prostate were

used to build the point distribution model. Shape alignment was determined

using a similarity transformation and projection into the tangent space of the

prostate mean shape [33]. To create a compact shape model, PCA was further

used to identify and retain the most significant components among all possible
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options. An image-searching algorithm then used the created ASM to search

along the normal profile of each model point to find the best location where

the boundary pixels of the targeted prostate were located. Post-processing

was also considered by a user to manually correct the model points that

were far from the corresponding prostate boundary point. Cośıo [34] used

a pixel classification procedure to automatically estimate the prostate region

in order to initialise the ASM close to the target. To improve automatic

prostate segmentation of TRUS images, a partial ASM was used to estimate

missing boundaries of the prostate [175]. This was followed by using a discrete

deformable model under a multi-resolution framework in order to minimise

an energy function for the prostate segmentation. Likewise, a method was

proposed by authors of a study in [157] to automatically initialise an ASM for

segmentation of prostate images created by MRI via automated identification

of MR spectra that lie within the prostate.

3.4 Summary

This chapter has reviewed the literature on segmentation techniques for

contouring the prostate boundary from TRUS and MR images. These

techniques use shape and texture information for segmentation. Edge

features and pixel intensities are the common characteristics used by many

of the shape-based and region-based approaches for segmenting the prostate

boundary. Other approaches use combinations of shape and texture features,

extracted from a large set of prostate images, to create statistical models

by using machine learning algorithms to segment the prostate. Although

the reviewed approaches report reasonable accuracy in segmentation of the

prostate, it is difficult to compare the quantitative aspects of these methods
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due to using different datasets, evaluations metrics, and system setups. To

the best of our knowledge, automatic prostate segmentation is still an open

question due to the following limitations:

• Manual prostate segmentation is currently the most accurate method.

However, its long processing time impedes achieving intra-operative

MRI-TRUS fusion.

• The prostate may deform either by body motions or by the US probe.

These deformations are mainly not compensated for in segmenting the

prostate boundary using the current approaches.

• The segmentation accuracy is often low at the apex and base of the

prostate and this is mainly because of the poor tissue contrast and the

ambiguity between surrounding anatomical structures.

• The majority of prostate segmentation methods are not fully automated

and require some level of intervention.

• Time efficiency is another important factor in performing a fully

automated prostate segmentation. For example, edge-based methods

are not robust against TRUS images and they often identify false

edges, resulting in a chain of broken edges. Linking these edges in a

post-processing step requires computationally expensive algorithms to

combine such methods with texture and intensity information for an

accurate segmentation of the prostate.

3.5 Research Directions

To address the current segmentation challenges, this research will focus on

improving a statistical deformable model based on the ASM method. Of all
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methods, ASMs, although computationally inefficient, have shown promising

results for 2D segmentation of the prostate boundary from MRI and TRUS

images. The research will extend the ASM method by:

• automatic annotation of the boundary points from the training images

for creating a prostate shape model

• optimal initialisation of the shape model close to the prostate region

automatically

• development of an objective function for distinguishing the actual edges

from noisy pixels.

Automatic annotation of the boundary points and automatic initialisation of

the prostate shape model make the segmentation task more time efficient.

Likewise, incorporating an objective function into the search algorithm, as a

priori knowledge, enables for robust edge detection. Overall, achieving these

could potentially provide an automatic algorithm for accurate segmentation of

the prostate boundary.

Although new technologies in the field of deep learning such as CNNs

provide a potential path for improving the accuracy of automatic prostate

segmentation with a high degree of reliability, they are beyond the scope of

the current study.
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Chapter 4

Elliptical Filter-Based

Segmentation

Overview

In this chapter, we propose an algorithm for automatic segmentation of the

prostate boundary by fitting a pre-designed 2D elliptical filter to slices of the

MR image. The proposed method approximates the general shape of the

prostate slices by ellipses. To do this, a set of ellipses of different sizes are

generated parametrically. Toroidal elliptical filters are then created by rotating

a 1D edge filter around the boundary of the generated ellipses. Each filter is

then convolved with the 2D image slice to find the location where that elliptical

filter gives the best match with the prostate boundary. This is obtained by

finding the location that results in the maximum value of the convolution.

This value is recorded for each elliptical filter. The highest value against all

recorded values is considered best, since it corresponds to an ellipse of certain

size that best match to the prostate boundary in the image. This method can

be considered a task of parametric modelling such that the target model is



defined as an ellipse and the aim is to estimate and optimise its representative

parameters. Such an elliptical filter is robust to blurred edges, a situation that

is typical with MRI and TRUS images. This advantage can make the elliptical

filter method an excellent candidate for locating the initial boundary of the

prostate with a high degree of reliability.

4.1 Initialisation of Ellipses

The general equation for an ellipse in complex coordinates is:

ZT = [ai · cos(θ) + jbk · sin(θ)] · ejϕl ; 0 ≤ θ ≤ 2π. (4.1)

ai

bk

(xc, yc)
X

Y

ϕly

The semi-major and semi-minor lengths of the ellipse are described by

parameters ai and bk respectively. The parameter ϕl determines the angle

between the major axis and horizontal. The semi-major and semi-minor

lengths of the ellipse are described by parameters ai and bk respectively. The

parameter ϕl determines the angle between the major axis and horizontal.

To best approximate the prostate shape in each image slice by an ellipse,

we generate a set of ellipses of different size and rotation, and then loop

over all parameters to obtain their optimal values. To create a search space
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for individual parameters of the ellipse, a range of values is defined for each

parameter as: 

ai ; i = 1, 2, . . . , q

bk ; k = 1, 2, . . . , t

ϕl ; l = 1, 2, . . . , s

(xc, yc) =?

. (4.2)

Hence, the number of generated ellipses ZT is equal to N , (T = 1, 2, . . . , N),

where N is equal to q × t × s. The centre of the ellipse, (xc, yc) is further

determined through convolution. Each of the generated ellipses is then used

for creating a 2D elliptical filter.

4.2 Toroidal Elliptical Filter

A 1D Petrou–Kittler edge filter [118], is used to create the toroidal filter. The

Petrou–Kittler filter is chosen because it is fairly robust for optimal detection

of ramp edges, which are prevalent in the MR image. The 1D Petrou–Kittler

edge filter is represented as follows:

s(r) =


1 + be−r − r1e−arcos(ar + α1) + r2e

arcos(ar + α2) 0 ≤ r ≤ ω

0 Otherwise

(4.3)

where ω controls the span of half the filter such that a larger amount of it results

in filters with wider spans. To select different values for ω, other parameters

a, b, r1, r2, α1 and α2 are also modified according to a given table in [118, 116].

The 1D Petrou-Kittler half-edge filter is shown in Figure 4.1 based on several

values of ω.
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Figure 4.1: 1D Petrou–Kittler half-edge filter with different values of ω.

To create a 2D toroidal filter, the approach in [96] is modified to rotate

the 1D Petrou–Kittler edge filter around an ellipse, in order that the centre

of the Petrou–Kittler filter is placed at a distance Z from the origin (0, 0)

in a complex plane and is rotated to form a 2D toroidal filter, as shown in

Figure 4.2. Mathematically, the proposed toroidal filter is defined as:

H(Zr) =


s(‖ Zr(α)− Zc(α) ‖) Zm ≤ Zr ≤ Zc

−s(‖ Zr(α)− Zc(α) ‖) Zc ≤ Zr ≤ Zp

0 Otherwise

(4.4)

where Zr is the complex mode of vector r in eqn (4.3) and α is the angle

of the vector Zr with the horizontal axis of the coordinate. To calculate the

weights, s(‖ Zr(α) − Zc(α) ‖), for each half of the Petrou–Kittler filter, the

three ellipses Zm, Zc, Zp are defined as constraints to control the vector Zr

within allowable regions of the intended ellipse. These ellipses are described
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Figure 4.2: The proposed 2D toroidal elliptical filtering shape based on the
1D Petrou–Kittler filter.

based on the parameters a, b and ω as follows:

Zp(θ) = (a+ ω)cos(θ) + j(b+ ω)sin(θ)

Zc(θ) = (a)cos(θ) + j(b)sin(θ)

Zm(θ) = (a− ω)cos(θ) + j(b− ω)sin(θ)

(4.5)

where Zm, Zc, and Zp are complex vectors based on θ, the rotational angle

defined from 0 to 2π. After creating the ellipses, they are rotated based on the

angle ϕ using the expression (Zm, Zc, Zp) · ejϕ. The function H(Zr) outputs a

2D toroidal filter which is represented as H(j, k) with dimensions of 2(a+ω)+

1× 2(a+ ω) + 1. An example of a 2D toroidal filter is shown in Figure 4.3.

4.3 Prostate Localisation Procedure

Once the proposed filter is created, it is convolved with slices of the given MR

image to find the boundary of the prostate. During convolution, the toroidal
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(b) Surface view

Figure 4.3: Example of elliptical filtering shape derived from 1D Petrou–Kittler
edge filter.

filtered is moved over each image pixel and the sum of products of the filter

values and the corresponding pixels is calculated. Convolution of the proposed

filter H(j, k) with the image I(x, y) is expressed as:

η = H(j, k) ◦ I(x, y) =

n∑
j=1

n∑
k=1

H(j, k)I(x− j, y − k)
(4.6)

where η is a matrix with dimensions equal to the size of the original image

I. The maximum value of matrix η is extracted from every convolved filter

and recorded in the vector ΠT , where T = 1, 2, . . . , N . Elements of vector ΠT

correspond to indexes (xT , yT ) of the related convolution matrix ηT . Hence,

the resulting maximum value of the vector ΠT locates the centre of the global

best elliptical filter as below:

(xc, yc) = arg max
x,y,N

ΠT . (4.7)
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Finally, the ellipse located at (xc, yc) with optimally estimated parameters a, b,

and ϕ is the best approximation of the given prostate image slice.

4.4 Algorithm Setup

To generate a set of filters, the first step was to define a range of values for

each parameter a, b and ϕ of the ellipse by considering feasible variations of

prostates. For instance, observing a considerable number of MR images shows

that the angular position of the prostate is almost parallel to the horizontal

axis. This means that the angle ϕ tends to converge to zero in most cases.

Hence, defining a small range of values between [−π/12 π/12] was sufficient

for this parameter. The other two parameters, semi-major and semi-minor

lengths, were initialised with an appropriate range of values accordingly. To

make the algorithm efficient, the convolution search space was limited to the

region where the prostate is located. This constraint could be obtained based

on prior information about the prostate shape and its potential location in

MR images. Prior to the convolution process, a Gaussian median filter was

used to smooth image slices in order to remove salt-and-pepper noises [59].

The pseudo code of the proposed elliptical algorithm is shown in Algorithm 1.
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Data: MR images

• Noise reduction and enhancement of the current image slice I(x, y);

• Initialisation: ω, ai, bk, ϕl ;

• Step 1: Generate N elliptical filters HT (j, k) based on ellipse

parameters;

begin

foreach ai do

foreach bk do

foreach ϕl dor Compute three constraints Zp, Zc, Zm ellipses → eqn

(4.5);r Create the elliptical filters HT (j, k) → eqn (4.3) and

(4.4);

end

end

end

end

• Step 2: Convolve the generated HT (j, k) with the current image

I(x, y);

begin

foreach HT (j, k) dor η = HT (j, k) ◦ I(x, y) → eqn (4.6);r Store maximun value of vec(η), and current ellipse parameters

in matrix ΠT ;

end

• (xc, yc) = arg maxx,y,N ΠT → eqn (4.7) ;

end

• Segment the prostate by fitting an ellipse using the estimated

parameters (a, b, ϕ, xc, yc);

Algorithm 1: The proposed elliptical filter-based algorithm.
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4.5 Experimental Results

To test the ability of the elliptical filter to locate the prostate, a set of 50

mid-gland MRI images1 were convolved with the filters generated at varying

sizes and orientation. The segmentation result was compared with a manual

segmentation provided by a radiologist. Thus, a segmentation with a good

performance is one where there is no distinct offset between the boundary of the

ground truth and the ellipse. Qualitative evaluations of prostate segmentation

with 2D elliptical filters are shown in Figure 4.4.

Figure 4.4: Examples of prostate shape segmentations using elliptical filtering.
The segmented prostates with the toroidal filter and reference are shown with
red and yellow colours respectively.

The proposed filter was able to detect the region where the prostate gland

is located in almost all images. It also performed well to localise the prostate

at its base in some images. Localising the prostate base is difficult since it is

located close to the bladder and this makes it hard to find its border. The

second image of the second row, from left to right, in Figure 4.4 shows an

1http://promise12.grand-challenge.org/
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example of prostate base segmentation by the method.

Although the elliptical filter found the prostate region in images, it failed

to fit the ellipse close to the boundary of the prostate gland in some cases.

Figure 4.5 shows some examples of prostate segmentation, where the filter did

not perform well. This can be due to conditions such as poor tissue contrast

overlapping of the prostate boundary with surrounding organs like the bladder

and rectum. For instance, the top and bottom sides of the prostate boundary

in the third image, from left to right in Figure 4.5, overlap with the boundaries

of the bladder and rectum respectively. Also, an evident example of poor tissue

contrast can be observed in the last image of the current figure. The proposed

Figure 4.5: Examples of prostate images on which the proposed method
algorithm failed to perform well. The segmented prostates with the toroidal
filter and reference are shown with red and yellow colours respectively.

algorithm worked surprisingly well for segmentation of some prostate images

with a considerable level of difficulty, as shown in Figure 4.6.

To further improve the above method, the ellipses can be replaced with

ellipsoids and related 3D filters applied not to slices, but to 3D images. We

decided to consider this in future work.

4.6 Summary

This chapter provided an automatic algorithm for the initial segmentation of

the prostate boundary. With the assumption that the prostate shape is almost
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Figure 4.6: Examples of well-performed segmentations using the method on
some difficult images. The segmented prostates with the toroidal filter and
reference are shown with red and yellow colours respectively.

ellipsoidal, a template-matching strategy was proposed to approximate the

prostate with an ellipse by fitting an elliptical-shaped filter to the MRI slices.

To do this, a set of 2D elliptical filters were created based on the rotation of

a 1D edge filter around the boundary of ellipses of different size. Each filter

was convolved with MRI slices and its maximum matching value was recorded

accordingly. This process repeated for all filters having different ellipse sizes.

Finally, the prostate boundary was best approximated by the elliptical filter

that achieved the global maximum among all filters. Implementation of the

algorithm and applying the created filter to a set of MRI data demonstrated

encouraging results. It is worth noting that there was no need for the toroidal

filter to learn from training a dataset to segment the prostate by the toroidal

filter. This advantage saved significant computation time.

The elliptical filter method could be used as the initialisation for deformable

shape models to improve the accuracy of prostate segmentation, such that the

elliptical filter is used to roughly fit an ellipse to the boundary of the prostate

and the deformable model is used to refine the initial segmentation. We will

consider this approach in future work.
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Chapter 5

Active Shape Model

Segmentation

Overview

This chapter describes the construction of an active shape model (ASM) of

the prostate gland and its application for segmentation of new prostate shapes

from unsighted MR images. An ASM is a statistical representation based on

the general form of the prostate (mean shape) and its typical variability as

derived from the prostate instances [32]. ASMs are created by training on a

set of data. Once created, an ASM can be fitted to a new, unsighted instance

of the model, enabling features of the new instance to be located. The steps

required to create the ASM of the prostate are described in Section 5.1. This

outlines landmark annotation of training images, alignment of training shapes

and statistical model of the prostate shape. In Section 5.2, the model is used

to segment new examples based on optimising an objective function in an

iterative search procedure. The segmentation results of the ASM method are

shown in Section 5.3. Finally, Section 5.4 summarises the proposed method



into the two general phases of training and fitting the shape model.

5.1 Creating an ASM of the Prostate Gland

Successive steps are considered to build a model of the prostate shape, such

that:

• The boundary of the prostate in each MRI slice is annotated with a set

of points. This reduces the input data to vectors of the labelled points,

creating shape vectors.

• All vectors are aligned with a reference (initial mean shape) using the

general procrustes analysis (GPA) approach.

• Averaging the aligned shape vectors results in the prostate mean shape.

• The principal component analysis (PCA) method is then used to find

the significant principal axes from the distributed shape points in order

to account for the typical variability of the prostate.

The ASM of the prostate is accordingly constructed based on the obtained

prostate mean shape and the PCA results. This model is further used for

segmentation of the prostate from unsighted MR images. The following three

subsections describe the required steps to create an ASM of the prostate.

5.1.1 Landmark Annotation of Training Images

To describe the prostate outline by a vector, each visible shape of the prostate

in training MR images is manually annotated with a set of landmark points.

The landmark points are placed on the boundary of the prostate to describe the

prostate curvatures, giving its outline accurately. An example of a prostate
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annotated with 20 landmark points is shown in Figure 5.1 for a given slice

of an MR image. Manual landmark annotation is somewhat difficult and

Figure 5.1: Manual landmark annotation of the prostate boundary.

time-consuming, since the quantity and sequence of points should be consistent

over all images of the training dataset.

In this study, to automate the process, an algorithm was proposed to select

landmark points from the boundary of the prostate, consistent over all training

images. The proposed algorithm works based on the assumption that the

prostate boundary is a closed line. It then selects a specific number of boundary

points by rotating a vector in a polar coordinate originating from the centre of

the prostate shape. Since finding the exact location of the prostate boundaries

from greyscale images is difficult, the labelled training images are instead used

to identify the intersections of the rotating vector with the prostate edges

as the boundary points. An example of automatic landmark annotation by

our proposed algorithm is shown in Figure 5.2. To preserve consistency over

all training images, the rotating vector starts from where its angle with the

x axis is zero, and rotates counter clockwise with a fixed amount of degree.

Changing the rotation angle can lead to different numbers for selecting the

landmark points, such that for selecting n points the rotation angle is defined
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Figure 5.2: Automatic landmark annotation of the prostate boundary from
binary images using the proposed algorithm.

as 2π
n

.

5.1.2 Alignment of Training Shapes

After storing the annotated points in a vector, the GPA approach is used to

align all shape vectors obtained from training data [60]. The alignment is

performed by applying a set of linear operations such as translation t, scaling

s and rotation R(θ) on the shape data. A least squares approach is used to

minimise the distance between identical points from individual shapes so that

they correspond as closely as possible.

A prostate shape containing n landmark points is described by:

xk =

[
x
y

]
2×1

k = 1, 2, .., n

X = [x1,x2, ...,xn].

(5.1)

where all points xk are kept in X, representing a 2D shape of the prostate.

The alignment of two given shapes X and Y is performed using the

transformation function G as shown below:
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zk = Gx̂k ; G =
[
sR(θ) t

]
; x̂k =

xk

1

 (5.2)

where Z = [z1, z2, ...,zn] is the estimation of shape X transformed by

parameters obtained from Y . The parameters s, R(θ) and t are scaling,

rotation and translation, respectively, which constitute the transformation

function. The translation t is defined by a 2 × 1 vector and R(θ) is a 2 × 2

orthogonal matrix. Reformulating the transformation matrix G results in:

G =
[
A t

]
; A =

[
a1 a2

]
2×2

; t =

[
tx
ty

]
. (5.3)

To find the transformation giving the best fit between X and Y , a least

squares approach is used to minimise the sum of squared distances between

corresponding points in both Y and Z. This is performed by differentiating

the error function with respect to each of the variables (elements) in matrix A

and vector t as follows:

E = arg min

{
n∑
k=1

‖ zk − yk ‖2
}

;
∂E

∂φ
= 0 ; φ =

vec(A)

vec(t)

 (5.4)

where the transformation parameters of A and t can be arranged into the

vector φ as pose parameters. Then:

∂E

∂φ
=

∂E

∂zkT
.
∂zk

T

∂φ

= 2
n∑
k=1

∂zk
T

∂φ
.(zk − yk) = 0

. (5.5)

Since Z is a linear function of parameters in vector φ,
∂zk

T

∂φ
= Bk is a

matrix independent of φ. Hence, based on eqns (5.2) and (5.5):
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∂E

∂φ
⇒

n∑
k=1

Bkzk =
n∑
k=1

Bkyk

=
n∑
k=1

BkGx̂ =
n∑
k=1

Bkyk

. (5.6)

Finding the matrix G in eqn (5.6) leads to solving a set of six linear

equations as modified into the following form:

GP = C ⇒ G = CP−1 ; φ = vec(G) (5.7)

where P is a full rank square matrix obtained from the left side of eqn (5.6).

Thus, solving eqn (5.7) results in unique answers for all parameters in the

vector φ. The procedure for calculation of matrices BK , P and C is shown

below:

zk = Gx̂k = Axk + t (5.8)

Z =
[
a1 a2

] [x
y

]
+

[
tx
ty

]
=
[
xa1 + ya2 + t

]
2×1 (5.9)

Bk =
∂xk

T

∂φ
⇒

∂xk
T

∂a1

= xI2 ;
∂xk

T

∂a2

= yI2 ;
∂xk

T

∂t
= I2

Bk =

[
xk

1

]
⊗ I2 = x̂k ⊗ I2

. (5.10)

Matrix Bk is the Kronecker product of the shape matrix X with the 2D unit

matrix. The matrices P and C are calculated using eqn (5.6) as follows:
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C =
n∑
k=1

Bkyk = x̂k ⊗ yk = vec

(
n∑
k=1

ykx̂k
T

)
(5.11)

n∑
k=1

Bkzk = (x̂k ⊗ I2)zk = zkx̂k
T = Gx̂kx̂k

T ; Pk = x̂kx̂k
T

n∑
k=1

Bkzk = vec

(
G

n∑
k=1

Pk

) . (5.12)

Finally, based on eqns (5.12), (5.11) and (5.7), the value of the unknown

parameters in vector φ can be computed. The given example in Figure 5.3

illustrates the alignment of two variations of the 2D prostate shape from

different MR image slices.

Before alignment After alignmentX

Y

Figure 5.3: An example of aligning two variations of the prostate shape from
the training set.

5.1.3 Statistical Model of the Prostate Shape

Upon shape alignment, a PCA is used to capture the significant principal axes

across all distributed prostate shape points [73]. Reducing the dimensionality

can greatly help to simplify the distribution and present the point cloud as
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compactly as possible. Each principal axis describes a mode of variation of the

prostate shape, such that landmark points tend to move together along the

direction of this principal axis as shape varies.

To find the principal components, each prostate shape vector is defined as:

x = (x1, x2, ..., xn, y1, y2, ..., yn)T (5.13)

and followed by:

x̄ =
1

S

S∑
i=1

xi (5.14)

where x̄ is the prostate mean shape and S is the number of shape vectors.

Deviation of each shape in the training set with respect to x̄ is calculated as

follows:

dx = xi − x̄. (5.15)

The covariance matrix σ with dimensions of 2n× 2n is computed using:

σ =
1

S

S∑
i=1

dxidxi
T . (5.16)

Finding the eigenvectors pk(k = 1, .., 2n) of the covariance matrix provides all

modes of variations in the cloud of landmark points so that the distribution

can be described based on a set of orthogonal axes defined by the eigenvectors

of σ in a 2n-dimensional space as:

σpk = λkpk (5.17)

where λk is the kth eigenvalue of the covariance matrix and λk ≥ λk+1. The

eigenvectors of σ, corresponding to the largest eigenvalues, define the longest
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axes of the elliptical distribution. In the other words, the eigenvector with the

largest eigenvalue describes the most significant mode of variation (principal

axis) of the prostate shapes. The typical variability of the shapes can be

represented by a relatively small number of modes of variations t. This means

that the 2n dimensional cloud of landmark points can be approximated by a t

dimensional space such that (t << 2n). One option to calculate t is to choose

as few modes as possible in order that the sum of their variances describes an

appropriately large proportion of the total variance λT , where:

λT =
2n∑
k=1

λk. (5.18)

Alternatively, the number of variations modes in the model can be selected

in such a way that the model is able to reconstruct its training shapes with

a sufficient level of accuracy based on the selected modes. In this research,

t is determined by selecting the most significant eigenvectors necessary to

reconstruct the training shapes at a 90% accuracy.

Taking the mean of the aligned training shapes x̄ and their mode of

variation Φ, any shape in the training set x can be approximated as:

x = x̄+ Φb (5.19)

where Φ = [p1,p2, ...,pt] is the matrix of the first t eigenvectors and b is a

vector of weights known as the shape parameters.

It is essential to define limits for the shape parameters b such that the

new prostate shapes will be similar to those in the training set. This can be

achieved by limiting the bi within ±3
√
λi of distribution. Figure 5.4 shows an

example of generated prostate shapes using the first three shape parameters of

b in turn within the specified limit. Therefore, the eqn (5.19) is defined as the
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Mode 1

Mode 2

Mode 1

Figure 5.4: Example of generated prostate shapes based on the first three
modes of variation.

shape model of the prostate. This can be applied to slices of new MR images

in order to extract and segment the boundary of the prostate.

5.2 Fitting the ASM to a New Prostate Image

Once the shape model of a typical prostate is created, a search procedure

is required to use the current model for segmenting the prostate from new

unsighted MR images. The search procedure should involve finding both

shape (b) and pose (φ) parameters which describe the shape and position

of the prostate in the new image. This procedure can be thought of as an

optimisation problem, where a set of parameters are optimally estimated under

an iterative search framework. An objective function is also incorporated into

the optimisation process to measure the quality of the estimated parameters in

each iteration. The parameters that best minimise the objective function are

selected as the global solution. Putting these parameters in the shape model,

eqn (5.19), results in segmenting the prostate.
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5.2.1 Search Procedure

In the search method, the initial shape of the prostate is estimated by the

mean shape using eqn (5.19) and by assigning the shape parameter b equal to

zero. The mean shape model is aligned with a default pose φ and located on

the unsighted image roughly near the prostate boundary. Each model point

then searches an area of the image to find the prostate boundary edges in each

iteration. Once a better location (a stronger edge point) is found, the current

model point is relocated to that new location in order to become closer to the

intended boundary. These local movements of model points modify the shape

and pose parameters. Constraining the shape parameter b preserves the global

shape of the prostate similar to those of the training set. The search procedure

is stopped when no significant changes result.

5.2.2 Building a Greyscale Model

One way to determine the next movement for each model point is to search

along normal to the current model points. Moving along the normal of

each model point can lead to targeting stronger edges relating the prostate

boundary. The search procedure is shown in Figure 5.5. This may not be

always possible in practice, or model points may be located on a weaker

secondary edge or so. Hence, a grey intensity model of each contour point

from the training set is created to help in learning what search for in the

image.

To create a statistical model of the greyscale for each model point, κ pixels

are sampled along the profile from either side of each shape point in the ith

training image. Thus, 2κ+1 samples of the jth training image can be stored in

a vector gi. It should be noted that derivatives of grey pixels are sampled along
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Figure 5.5: Search strategy for targeting the prostate edges.

the profile rather than their absolute value in order to minimise the effect of

global intensity changes. Samples of vector gi are normalised through division

by the sum of absolute elements values as:

gi −→
1∑
j |gij|

gi. (5.20)

This is repeated for all S training images in order to obtain a set of normalised

samples for each model point as [g1, g2, ..., gs]. The obtained distribution is

assumed to be a multivariate Gaussian, where its mean and covariance are

estimated by ḡ and δk respectively. It results in a statistical model of grey-level

profile for the given model point. This is repeated for all model points to create

their related grey-level model.

5.2.3 Objective Function

A objective function is incorporated in the searching procedure to evaluate

each movement made by the shape model points. In the proposed function, a

55



vector of sampled pixels gk (along the normal of a model point) and a grey

model of the current shape point (obtained in advance) are used to measure

the Mahalanobis distance as:

Γ (gk) = (gk − ḡk)Tδ−1g (gk − ḡk). (5.21)

The Mahalanobis distance measures the distance of a point (new sample) from

the mean of a distribution (grey-scale model) [37]. Minimising the objective

function Γ (gk) is interpreted as maximising the probability that gk belongs

to the distribution, such that it can be the expected location for movement of

the current model point.

To search for new locations, a 1D space is defined along the normal line

by sampling m pixels either side of each model point such that (m > κ). As

shown in Figure 5.6, the search space provides 2(m− κ) + 1 possible locations

where new grey pixels are sampled. The quality of fitting is then evaluated

Possible	
Locations:

1

2

8

2ሺm‐κ	ሻ1

1D	Search	
Space	Along	
Normal
ሺ2m1ሻ

2κ1

Figure 5.6: The search space for finding the prostate potential edges.

by the objective function for each possible location and the one which results

in the lowest value is chosen for the next move. Searching and evaluation are

repeated for all model points, giving a new location for each.
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5.3 ASM Setup and Results

To implement and evaluate the ASM of the prostate gland, a set of image data,

consisting of 40 MRIs from the MICCAI1, were used for the training process.

Ten MR images were reserved for testing. The outline of each prostate in each

image slice was annotated with 60 points. Subject to the number of slices, each

prostate shape was annotated with 800 points on average in this experiment.

To create a greyscale model of the prostate mean shape, κ = 8 pixels were

sampled along the profile from either side of the model points. By initialising

the parameter m with 14, a search space with 29 pixels length provided 15

potential locations to be evaluated by the objective function.

The created shape model was used to segment new prostate images using

an iterative procedure. To initialise the ASM, the mean shape model (an initial

contour of the prostate) was placed on the new image, roughly overlapping the

prostate boundary, which had been identified using elliptical filtering. Then,

each model point was evaluated by the objective function for determining the

next move towards a stronger edge (prostate boundary edges) in 100 iterations.

Although a very small set of training images (ten slices) was used in our

experiment to build the shape model, the ASM of the prostate demonstrated

promising results for fitting the shape model to new prostate images. Figure 5.7

shows some qualitative results of prostate segmentation with the ASM

algorithm. It can be seen from the figure that in this preliminary experiment a

wide variety of slices of MR images was used to evaluate the ability of the ASM

method for coping with difficult conditions such as poor contrast, deformations

of the prostate shape and presence of an endorectal coil in images. The average

time of segmentation with the ASM method was less than a minute.

1http://promise12.grand-challenge.org/
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Figure 5.7: Prostate segmentations using the ASM method. The segmented
prostates with the proposed method and reference are shown with red and
yellow colours respectively.
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5.4 Summary of Prostate Segmentation Using

ASM

The proposed ASM method for segmentation of prostate shapes from slices of

MR images can be summarised as consisting of two components: a training

phase and shape model fitting.

1. Training phase: In the training phase, a model of the prostate’s

shape is created from a dataset of medical images. This is followed

by the creation of a statistical grey-level model for the individual points

of each aligned shape from the training images. Using the ASM and

grey-level models, the prostate is detected and extracted from a given

new image.The training phase needs to be executed once only. The

flowchart of the training phase is illustrated in Figure 5.8.

Stack of
MRI Slices

Landmark
Annotation

Shape
Alignment

Build Grayscale
Model of Points

Build
Shape Model

Figure 5.8: Flowchart of ASM training phase.

2. Shape model fitting: To do this, an initial shape of the prostate is

generated using the shape model and considering the shape parameter

b equal to zero. To locate the initial shape on the image, a set of pose

parameters (φ) as default is considered to transforms the shape from

model coordinate to image coordinate. A gray-level model for each
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current model point is built and evaluated by the objective function

to determine the movement of the corresponding model point to a

better location. Repeating this for all current model points results in

a new shape vector x́. The shape parameter b is computed through

transforming the new shape back to the model coordinate. Thus, the new

shape is regenerated based on the prostate ASM. This process continues

until it satisfies the stopping criteria. Therefore, the segmented shape

of the targeted prostate in the new image is represented by the last

regenerated shape model. The procedure of fitting the shape model to a

new image is given in Figure 5.9.

Initialise
Shape Parameter

b = 0

Instantiate
Shape Model
x = x̄+ Φb

Transform x to
Input Image (I )

New Slice of MR
Image (I )

Build Grayscale
Model of Points

Converge?

Segmented
Prostate in
Image (I )

Yes

No

Evaluate Samples
by Objective Fucntion Γ

b = 0

Update Movements
of Model Points

x→ x′

Transform x′ to
Coordiante of
Shape Model

Compute
Shape Parameter
b = ΦT (x′ − x̄)

Figure 5.9: Flowchart for fitting the ASM to new slices of MR image.
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Chapter 6

Active Appearance Model

Segmentation

Overview

In this chapter, an active appearance model (AAM) of the prostate is proposed

for improving the performance of the prostate segmentation. The AAM is an

extension of the ASM method [29, 30]. In this context, in addition to the shape

model, the proposed AAM method also explains the appearance of the prostate

by a statistical texture model. Having created both shape and texture models,

the AAM is applied to a new unsighted image for targeting the prostate region

through minimising a cost function. It is expected that incorporating the

shape and texture models will improve the accuracy of segmentation. Upon

segmentation by the proposed AAM algorithm, a 3D surface model of the

prostate is created from the segmented images slices.

A description of how an AAM of the prostate gland is constructed is given

in Section 6.1. A number of well-known methods used to fit the AAM to

new images are explained in Section 6.3. The experimental results of prostate



segmentation using the proposed AAM method are given in Section 6.4. The

proposed AAM method is summarised in Section 6.5, accordingly. Finally,

Section 6.6 describes the procedure for creating a 3D surface model of the

prostate gland from the segmented images.

6.1 Active Appearance Model of the Prostate

An AAM of the prostate is created by modelling its typical shape and texture.

Similar to ASM approaches, the shape model is learned by training with a

set of images. The texture model is accordingly obtained by averaging the

greyscale of the prostate’s region over all training images, accompanied by the

principal axes explaining the significant texture variabilities. For averaging, a

transformation is used to warp the texture information of the prostate from

each sample image into a reference template. Following sections describe how

to create the models of shape and texture.

6.1.1 Shape Model

To create a shape model of the prostate, several steps are undertaken such as

landmark annotation of each training image, alignment of shape vectors and

application of the PCA to the aligned vectors. A detailed description of these

steps is available in Section 5.1.

6.1.2 Texture Model

A statistical greyscale model of the prostate is constructed by sampling voxels

from the region of the prostate in each training image and mapping them

to the mean shape (reference) by means of a piecewise affine warping. This

transformation results in a set of shape-free texture patches. A general flow
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=

Training dataset

Mean Shape
Shape-free Textures

Figure 6.1: Prostate appearance warping using a piecewise affine function.

for warping the prostate appearance to the mean shape by a piecewise affine

function W (x; b) is shown in Figure 6.1. Prior to warping an image using

a piecewise affine function, the area of interest is triangulated using the

Delaunay triangulation (DT) method [87, 138]. Although DT is a popular

method for triangulation, it produces chaotic triangles when dealing with an

irregular shape like the prostate. To overcome this, a innovative rotational

triangulation was proposed in this research in order to produce organised

triangles with respect to the centre of the prostate. Once it is created, the

piecewise affine function is used to warp an image I(x,y) and sample voxels

(bilinearly interpolated) in the image coordinate I(W (x; b)) and map the

sampled intensity values to corresponding locations (pixel) in the mean shape

coordinate. Each pixel v in the mean shape is located inside a triangle with

three vertices xi, xj, xk. Thus, one way to specify the location of the pixel v is

based on a linear combination of the triangle vertices (Barycentric coordinate)

as follows:
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v(x,y) =

[
xi xj xk

]
α

β

γ

 , (6.1)

for 0 ≤ β, γ, α ≤ 1:

β =
vyxk − xivy − xkyi − ykvx + xiyk + vxyi
−xjyk + xjyi + xiyk + xkyj − xkyi − xiyj

γ =
vxyj − vxyi − xiyj − xjvy + xjyi + xivy
−xjyk + xjyi + xiyk + xkyj − xkyi − xiyj

α = 1− (β + γ)

, (6.2)

where (xi, yi), (xj, yj), (xj, yj), and (vx, vy) are locations of the related points

in vectors xi,xj,xk, and v, respectively. After obtaining the parameters from

eqn (6.2), the corresponding pixel in the image coordinate can be computed

as:

W (x; b) =

[
x′

i x′
j x′

k

]
α

β

γ

 (6.3)

where x′
i, x

′
j, x

′
k denote the vertices of the corresponding triangle in the

AAM mesh, as shown in Figure 6.2. These vertices are calculated from eqn

(5.19) and based on the current shape parameters b relating to each training

image. Thus, combination of eqns (6.2), (6.3) results in an affine function as

follows:

W (x; b) =

a2 a3

a5 a6


vx
vy

+

a1
a4

 (6.4)
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Figure 6.2: An example of prostate shape triangulation for piecewise affine
warping.

where (a1, a2, a3, a4, a5, a6), as 6 parameters of the warp function, are obtained

from the shape parameters b by combining eqns (5.19), (6.2) and (6.3). Note

that the affine warp is computed for each triangle, not for each pixel.

Once computed, the warp function is applied on each training image and

sample voxels in order to constitute a greyscale vector gim containing the

intensity values of the prostate region. The vector gim is normalised in order

to remove effects of illumination and lighting variation. The texture model is

then represented as below:

g = ḡ +Ωc (6.5)

where ḡ is the average of all greyscale vectors, Ω is the significant mode of

appearance variations and c denotes the texture parameters. As with the

shape model, Ω is calculated by applying PCA to a set of greyscale vectors.

Having created the texture model, the appearance of any prostate image in the

training dataset can be reconstructed using eqn (6.5) and the corresponding

texture parameters.
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6.2 3D AAM of the Prostate

Constructing a 3D AAM of the prostate gland from 2D image slices is a

non-trivial task. One way to build a 3D AAM is to perform the above steps for

each set of corresponding slices from training images. For example, each slice

from each training image that corresponds to the prostate is used to create an

AAM for that specific part. To do this, patient MRIs are manually categorised

based the region of the prostate they come from. To build the model in the

thesis, 18 slices were used. In cases when the number of patient slices is

different to this, interpolation can be used to transform the data to accord

to the model. Once the MRI slices not containing the prostate have been

manually removed, the subsequent process of interpolation and segmentation

is automatic. These AAMs can be trained independently in a parallel manner.

This enables us to construct a surface model of the prostate using a stack of 2D

AAMs, each explaining a particular part of the prostate organ. An example of

this can be seen in Figure 6.3, which shows a prostate surface along with its

possible shape variations.

Figure 6.3: 3D AAM of the prostate along with its modes of variation.
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6.3 Fitting the AAM to a New Prostate Image

Fitting a 3D AAM of the prostate to a new unsighted image is defined as a

non-linear optimisation problem [8]. Thus, a non-linear least squares (NLS)

technique is employed as an objective function to minimise the difference

between a synthesised prostate image (obtained from AAM) and the test

image. The objective function is denoted as:

E(q) = arg min
[
T (x)− I(W (x; b))

]2
; q =

[
b c

]T
(6.6)

where T (x) is a synthesised prostate image (obtained from ḡ) and I(W (x; b))

is the warped test image with respect to the shape parameters b. The fitting

goal is then to minimise eqn (6.6) with respect to the shape parameters b

and the texture parameters c. Although the standard gradient descent is a

well-known optimisation method to solve a NLS problem, it is computationally

slow and inefficient since the image gradient and Jacobian and Hessian matrices

need to be calculated in each iteration. To overcome this issue, the fitting

problem is redefined as an image alignment problem, where a modified version

of the Lucas–Kanade method known as simultaneous inverse compositional

algorithm (SIC) is used to speed up the fitting process [98, 61].

The SIC algorithm performs the Gauss–Newton gradient descent

simultaneously on the warp function W (x; b) with respect to shape parameters

b and texture parameters c. The main difference between the SIC algorithm

and the conventional gradient descent methods is that, instead of updating the

shape parameters incrementally (b←− b+δb), the SIC algorithm updates the

warping function in an inverse compositional manner. This way of updating

leads to pre-computing the Jacobian and image gradient matrices, hence saving
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considerable computation time. The updating part at each iteration (t) is

determined as follows:

Wt+1(x; b)←− Wt(W (x;δb)−1; b)←− Wt(x; b) ◦W (x;δb)−1 (6.7)

where symbol ◦ denotes the compositional operation and W (x;δb) the

incremental warp. The incremental warp is inverted because it is computed

with respect to the synthesised image T (x) rather than the test image

I(W (x; b)). Thus, reversing the role of the synthesised image and the test

image in eqn (6.6) establishes the SIC algorithm, minimising:

E(q) = arg min
[
T (W (x;δb)) +Ω(W (x;δb))(c+ δc)− I(W (x; b))

]2
. (6.8)

Taking a first order Taylor expansion of eqn (6.8) and assuming W (x; 0) as

the identity warp gives:

[
T (x) +∇T ∂W

∂b
δb+

(
Ω +∇Ω∂W

∂b
δb
)
(c+ δc)− I(W (x; b))

]2
(6.9)

where ∇T , as the gradient of the synthesised image in directions (∇Tx,∇Ty),

and ∂W
∂b

, as the Jacobian of the warp function, are computed in advance.

Omitting second-order terms simplifies the above expression as:

E(δq) = arg min
δb,δc

[
T (x)+Ωc−I(W (x; b))+Jδb+Ωδc

]2
; δq =

[
δb δc

]T
(6.10)

where:

J =
(
∇T +∇Ωc

)∂W
∂b

δb. (6.11)

The error between the given image and the model instance in eqn (6.10)

is simultaneously minimised using a `2 norm with respect to the model
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parameters. This requires the steepest descent image (Jδb + Ωδc) to be

calculated in every iteration because it depends on the texture parameters

δc. In this study, we modified the initial SIC algorithm based on the work

presented in [159], where a faster optimisation framework was used to estimate

the two parameters of δq in eqn (6.10), such that:

arg min
δb,δc

E(δb, δc) = min
δb

[
min
δc

E(δb, δc)
]
. (6.12)

Using this concept, eqn (6.10) is first optimised with respect to δc as:

δc = ΩT
(
I(W (x; b))− T (x)−Ωc−∇T ∂W

∂b
δb
)
, (6.13)

and then the solution (function of δb) is sent back to the current equation. For

the second time, it is optimised with respect to δb as below:

δb = H−1ΨT
(
I(W (x; b))− T (x)

)
, (6.14)

where H and Ψ are the Hessian and steepest descent matrices, respectively,

and are calculated as follows:

Ψ =
(
∇T ∂W

∂b

)
−ΩΩT

(
∇T ∂W

∂b

)
; H = ΨTΨ. (6.15)

These steps are repeated in each iteration and the model parameters are

updated accordingly until the stopping criterion is met. The texture

parameters are updated in a common additive manner (c← c+ δc), while the

shape parameters are indirectly updated using eqn (6.7).
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6.4 Results and Discussion

The MICCAI1 dataset was used to construct an AAM of the prostate gland.

The model was created from 10 cases, having an average voxel size of

0.3905 × 0.3905 × 3.3 mm. In order to compare the AAM results with the

ASM approach presented in Chapter 5, the same image set was used for

training and testing of the ASM under identical conditions. To reproduce the

training examples at a 90% accuracy the first 4 significant eigenvectors (modes)

were used. Leave-one-out cross validation (LOOCV) was used to evaluate the

performance of each proposed algorithm during the training phase. This meant

that each image was removed in turn from the training set and a model created.

The image that had been removed was then automatically segmented using the

model.

The two common measures of the dice similarity coefficient (DSC)

and Hausdorff distance (HD) were used to measure the accuracy of the

segmentation results against a manually segmented reference. The DSC

specifies the overlap between the segmented image (X) and its reference (Y )

with a number from zero (minimum) to one (maximum) and computed as:

D(X, Y ) =
2|X

⋂
Y |

|X|+ |Y |
. (6.16)

HD is a metric that specifies how much (in terms of distance) two surfaces are

dissimilar. It returns the farthest distance of a surface point in X from any

point in Y and vice versa, meaning that, if the HD distance is (d), then each

surface point of X must not be beyond a distance (d) of some point of Y and

1http://promise12.grand-challenge.org/
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Table 6.1: Segmentation accuracy of ASM and AAM during the model training
using leave-one-out cross validation of 10 cases.

Methods DSC 95% HD

Mean Median Mean Median

ASM 0.79 0.78 33.57 27.73

AAM 0.82 0.83 19.48 20.91

vice versa. It is computed as:

HD(X, Y ) = max{h(X, Y ), h(Y,X)}

h(X, Y ) = max
x∈X
{min
y∈Y

d(x, y)},
(6.17)

where the operator (d) indicates the Euclidean distance. Since the HD is

susceptible to outliers, the 95th percentile of the HD is usually used rather

than its maximum.

The segmentation accuracy of both ASM and AAM during the model

training based on LOOCV is shown in Table 6.1. Although the ASM and

the AAM algorithms both resulted in a close mean DSC of 0.79 and 0.82 in

turn, the AAM obtained a considerably lower HD than the ASM during the

training phase. This is mainly because the ASM point models are susceptible

to noise for finding the actual prostate edges.

Once the training was completed, the accuracy of each model was tested by

automatically segmenting the adjacent images to the prostate mid-gland, which

had not been included in the dataset for model building. Table 6.2 compares

the accuracy of the proposed AAM algorithm against the ASM method for

segmentation of unsighted images of 10 cases. Based on the obtained results,

the AAM achieved an average DSC of 0.87 and HD of 17.56, while an average

DSC of 0.78 and HD of 38.03 was found by the ASM approach. The AAM

algorithm was also fairly robust in achieving consistent DSC rate for different
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Table 6.2: Comparing the accuracy of the proposed AAM against the ASM
approach for segmenting unsighted images of 10 cases.

Images ASM AAM

95% HD DSC 95% HD DSC

Case 26 66.73 0.66 12.94 0.91

Case 27 59.47 0.68 20.51 0.80

Case 28 61.05 0.7 9.8 0.94

Case 29 33.19 0.87 15.5 0.92

Case 30 19.93 0.88 19.31 0.84

Case 31 43.34 0.76 23 0.82

Case 32 21.13 0.84 11.77 0.90

Case 33 34.10 0.81 13.07 0.85

Case 34 38.23 0.69 21.56 0.80

Case 36 23.14 0.86 28.17 0.90

Average±std 38.03±16.35 0.78±0.08 17.56±5.28 0.87±0.04

cases. Overall, the experimental results indicate that the proposed AAM

improved the accuracy of prostate segmentation when compared to the earlier

ASM approach.

Figure 6.4 shows the qualitative results of prostate segmentation using the

AAM algorithm for each of the 10 cases in the test data set. It can be seen that

a wide variety of MR images was used to evaluate the AAM method under

a variety of difficult conditions, including poor contrast and deformations of

the prostate. The qualitative results of the ASM approach have already been

shown in Figure 5.7.

To evaluate computation speeds, the AAM and ASM algorithms were

run under the same conditions for prostate segmentation of MICCAI image

sets on a PC with a 2.5 GHz Intel CPU and 8 GB of RAM. The average

computation times of 20.6 and 8.5 seconds per slices were recorded for the ASM

and AAM, respectively. The AAM algorithm computes the model parameters

at least twice faster than the ASM approach. It is worth noting that the
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Figure 6.4: Qualitative segmentation results of 10 cases (from upper left)
using the proposed algorithm. The segmented prostates with our method and
reference are shown with red and yellow colours, respectively.
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Figure 6.5: A flowchart for constructing a 3D AAM of the prostate image

ASM algorithm estimates the shape parameters only, whereas in the AAM

both shape and texture parameters are estimated. To compensate for the

computation cost, the proposed AAM algorithm employs a modified version of

the SIC to estimate the shape and texture parameters using a computationally

fast iterative optimisation scheme.

6.5 Summary of Prostate Segmentation Using

AAM

The AAM, as an extension of ASM, accompanies the prostate shape model

with a texture model explaining the prostate appearance. A surface model of

the prostate is then constructed from a set of 2D AAMs, each corresponding

to a particular region of the gland. A schematic diagram of constructing a

3D AAM of the prostate is shown in Figure 6.5. Fitting the 3D AAM to
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a new prostate image is a non-linear optimisation problem. A modified SIC

algorithm is proposed to perform an accurate prostate segmentation which

is computationally faster than conventional gradient descent algorithms. In

the SIC algorithm, the initial image gradient and Jacobian matrices are

precomputed in advance during the training phase and the AAM shape

parameters are updated in an inverse compositional manner. Also, the steepest

descent is calculated in the subspace orthogonal to the texture vector space.

In the modified version, an optimisation procedure is used to estimate the

model parameters more efficiently, leading to a faster and more accurate

segmentation. A diagram of AAM fitting can be seen in Figure 6.6.
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Figure 6.6: Diagram of fitting the 3D AAM to a new prostate image.
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6.6 Constructing the Prostate Surface Model

Before constructing a 3D model of the prostate, to follow the same order,

each segmented slice in each image set is stacked along the z axis, covering

from the base to the apex located at either sides of the prostate. Moreover,

slices not containing the prostate are automatically removed from the dataset.

Automatic detection of these slices is trivial since the segmented images are in

a binary format.

Posed in this manner, a set of points is extracted from the boundary of

the prostate in each remaining slice. Boundary point extraction is similar

to the point annotation step for ASM and AAM described in Section 5.1.1,

where we developed a rotational-based algorithm for automatic point selection

from the boundary of a rounded object, including the prostate gland. Hence,

the prostate surface is represented by a compact model based on a set of 3D

points, where this significantly reduces the dimensionality of the data. To get

a better insight into the topology of the points, the DT algorithm is used to

triangulate the prostate surface points to retain the connectivity information.

Thus, as shown in Figure 6.7, the prostate model is represented by a 3D mesh

which is constructed from a set of polygons containing the 3D point as vertices

and the connectivity information as faces. For visualising the prostate model,

computer graphic techniques are used to account for camera positioning and

lighting effects.
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Figure 6.7: 3D surface model of the prostate.

77



Chapter 7

Literature Review: Medical

Image Registration

Overview

Depending on the medical image content, a registration problem can be

categorised as either an intensity-based approach or a surface-based approach.

Intensity-based methods register a source image to the target image by

finding and matching intensity patterns in both images using mathematical

criteria. These methods perform well for mono-modal registration applications,

where the intensity of the imaging modality does not dramatically change

over the course of registration [148, 142, 39]. In surface-based methods, a

correspondence between identical landmarks (geometrical features) of source

and target images is established and used to drive a spatial transformation

function for point mapping from the source into the target with the objective

of minimising the error between the two surfaces. Surface-based methods

underpin the current study as they are commonly used for multi-modal image

fusion.



Surface-based registration methods are conventionally classified into rigid

and deformable (non-rigid) groups [35, 126]. Rigid methods perform a set of

linear transformations on the object of interest in order to map the object

into the target, whereas deformable methods use non-linear transformations

to enable a more flexible movement of points. The rest of this chapter

describes both rigid and non-rigid registration methods and their applications

for MRI-TRUS fusion.

7.1 Rigid Registration

The key property of rigid-body transformation methods is that they do not

deform the shape of an object, thereby preserving the distance between each

pair of points. A simple version of a rigid transformation consists of applying

rotation, R, and translation, t, as:

x̂ = T (x) = Rx+ t, (7.1)

where x̂ is the transformed version of a given point x and R is an orthogonal

matrix (RT = R−1) whose determinant is unity. A rigid registration is a

special case of affine transformation in which scaling, reflection and shearing

transformations are avoided. In general, an isotropic scaling factor s can be

multiplied to the rotation matrix in eqn (7.1) to mitigate the global scaling

difference between the two point sets. A solution to rigid registration of two

surfaces is equivalent to the alignment problem described in Section 5.1.2.
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7.2 Deformable Registration

Deformable registration (non-rigid) methods allows the local warping of an

object’s shape. This feature enables a registration method to capture both

global and local changes while dealing with elastic phenomena. In general, a

non-rigid registration of two surfaces X and Y is represented in the form of an

objective function as:

M
(
Y, T (X,Θ)

)
+R(Θ), (7.2)

where the goal is to estimate the optimal parameters Θ of a transformation

model T that optimise the above equation [142]. The objective function

typically consists of three main components: a similarity measure, a

transformation model, and a regularisation term. The matching criterion or

similarity measure,M(·), quantifies the degree of match between two surfaces.

The regularisation term, R(·), constrains the transformation parameters that

cause abnormal deformations in the shape of the structure of interest. It is

mainly used to guarantee convergence and mitigate the difficulty associated

with solving an ill-posed problem of non-rigid registration. The optimisation

method to either maximise or minimise this objective function is counted

as an additional component of the algorithm and it is determined based on

how a similarity measure is chosen. In surface-based registration approaches,

the similarity measure is defined as either sum of squared distances or the

probability of points in one set of matching points in the other set.

Of all existing non-rigid registration methods, robust point matching

(RPM) by Haili et al. [25, 122] and coherent point drift (CPD) by Myronenko

et al. [107] appear to be the most frequently used algorithms for non-rigid

point set registration. Each method uses a relatively different approach for

80



finding the correspondence between two point sets as well as estimating the

parameters of the transformation function. The following sections describe our

derivation of the CPD and RPM methods as a basis for comparison since they

are the most relevant to our research.

7.2.1 Coherent Point Drift

In this method, the registration task is defined as a problem of probability

density estimation, such that individual points in one set are considered

Gaussian mixture model (GMM) centroids and those in the other set are

considered data points. Divided into two steps, an expectation-maximisation

(EM) algorithm, [41, 103], is used to find the probabilistic (fuzzy)

correspondence of each data point to each distribution by maximising the

posterior probability of GMM in its E-step, and to estimate the transformation

parameters using the current correspondence in its M-step iteratively. To

avoid undesirable deformations, a regulariser is used to force points to move

coherently.

The non-rigid registration of a source point X to a target point Y is defined

below as:

X =

[
x1 · · ·xn · · ·xN

]
T

=⇒ Z =

[
z1 · · · zn · · · zN

]
≈ Y =

[
y1 · · ·ym · · ·yM

]
(7.3)

where point set Z approximates the target point set Y and is obtained using

a mapping function F as:

zn = T (xn; Θ) or Z = T (X; Θ) such that Z ≈ Y (7.4)

All points have dimensionality D. An illustration of a 2D case is given in
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Figure 7.1. In addition to finding the parameters Θ of the mapping T , the
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Figure 7.1: Illustration of mapping/registration of 2D points X and Y using
function T as in eqn (7.4).

correspondence between points X and Y needs to be determined. To solve the

correspondence problem, the GMM is defined as:

p(ym) =
N+1∑
n=1

P (n)p(ym|n). (7.5)

To calculate eqn (7.5), it is assumed that the gaussian distributions are centred

around zn ∈ Z, and have equal isotropic covariance σ2.

For each n ∈ (1, · · · , N):

p(ym|n) =
1

(2πσ2)D/2
exp(−||ym − zn||2

2σ2
) =

1

(2πσ2)D/2
exp(−hnm

2σ2
), (7.6)

where hnm are the squares of the Euclidean distances between points ym and

zm defined as:

hnm = ||ym − zn||2 = (zn − ym)T · (zn − ym) , H = [hnm]N×M , (7.7)

and H is an N ×M matrix of the squared distances between points zn and
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ym. An equal membership probability is defined for all distributions:

P (n) =
1

N
. (7.8)

An additional uniform distribution (n = N +1) accounts for noise and outliers

as

p(ym|N + 1) =
1

M
. (7.9)

For each ym, the uniform distribution contributes the weight 0 ≤ ω ≤ 1 to

the model so that the complete mixture model of eqn (7.5) is:

p(ym) =
ω

M
+

1− ω
N

N∑
n=1

p(ym|n), (7.10)

where p(ym|n) are Gaussians as in eqn (7.6).

The first task is to find the optimal parameters Θ of the mapping Z =

T (X; Θ) and σ2 of the distribution p(ym|n). This is done by minimising the

negative log-likelihood function

E(Θ, σ2) = −
M∑
m=1

log p(ym) = −
M∑
m=1

log
N+1∑
n=1

P (n)p(ym|n). (7.11)

Thus, the correspondence between points zn (xn) and ym is defined as the

posterior probability of the GMM centroids zn given the points ym, that is,

P (n|ym) =
P (n)p(ym|n)

p(ym)
. (7.12)

To estimate the transformation parameters Θ and covariance σ2, an

EM algorithm minimises eqn (7.11) using a complete log-likelihood function,
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namely:

Q = −
M∑
m=1

N+1∑
n=1

P (n|ym) log(P (n)p(ym|n)). (7.13)

Ignoring terms independent of (Θ, σ2), the objective function Q can be written

as

Q(Θ, σ2) =
1

2σ2

M∑
m=1

N∑
n=1

pnmhnm +
p̄D

2
log σ2 (7.14)

where

pnm = P (n|ym) ; P = {pnm}N×M (7.15)

and

p̄ =
M∑
m=1

N∑
n=1

P (n|ym) = 1TN · P · 1M = 1TM · P T · 1N . (7.16)

Note that p̄ ≤M and p̄ = M only if ω = 0. We denote by 1M a column vector

of M ones. Such a vector of ones is convenient to describe summation and also

replication of another vector.

The posterior probabilities can be evaluated using eqn (7.12) as:

pnm = P (n|ym) =

1− ω
N

1

(2πσ2)D/2
exp(−hnm

2σ2
)

ω

M
+

1− ω
N

1

(2πσ2)D/2

N∑
k=1

exp(−hkm
2σ2

)

and can be re-written as:

pnm = P (n|ym) =
exp(−hnm

2σ2
)

c+
N∑
k=1

exp(−hkm
2σ2

)

(7.17)

where:

c =
ω

1− ω
N

M
(2πσ2)

D
2 (7.18)
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or, in a matrix form:

P = E /r (c+ 1N · E) ; E = exp(− H

2σ2
) (7.19)

where the matrix H is specified in eqn (7.7) and /r denotes division of a matrix

by a row vector on a row-by-row basis.

Now, to perform a non-rigid registration, the mapping transformation T is

implicitly defined as a displacement function v:

zn = xn + v(xn) or Z = X + v(X). (7.20)

In order to force points to deform smoothly and coherently, a regularisation

term is added to the objective function in eqn (7.14) to get:

Q(v, σ2) =
1

2σ2

M∑
m=1

N∑
n=1

pnmhnm +
p̄D

2
log σ2 +

λ

2
||Lv||2 (7.21)

where L is a differential regularisation operator acting on the function v and

||Lv||2 is the square of its norm. Also, the coefficient λ is used to trade-off

between transformation forces and the regularisation term. It is a well-known

fact that the function v that minimises the objective function 7.21 must satisfy

the following Euler–Lagrange differential equation:

1

σ2λ

M∑
m=1

N∑
n=1

pnm(zn − ym)δ(u− xn) = L̂Lv(u) (7.22)

for all vectors u, where L̂ is the adjoint operator to L and zn is given in eqn

(7.20). The solution to such a differential equation is written in terms of a

Green’s function G of the self-adjoint operator L̂L in the following form:
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v(u) =
1

σ2λ

M∑
m=1

N∑
n=1

pnm(zn − ym) ·G(u,xn) =
N∑
n=1

wn ·G(u,xn) (7.23)

where:

wn =
1

λσ2

M∑
m=1

pnm(zn − ym) (7.24)

where wn is a D× 1 vector of coefficients being an nth column of a respective

matrix W . The Green’s function can be selected to be a matrix of Gaussians

with the entries:

gk,n = G(xk,xn) = exp(−||xk − xn||2

2β2
). (7.25)

This can be calculated as:

X = XT ·X , G = exp(− X
2β2

). (7.26)

Re-writing eqn (7.23) in the matrix form yields the displacement function:

v(X) = W ·G. (7.27)

Having v(X) calculated, new positions of point set X are updated according

to eqn (7.20) as:

Z = X +W ·G. (7.28)

The optimal value of σ2 is given by

σ2 =
1

p̄D
tr(H · P T ), (7.29)

where H is specified in eqn (7.7).
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Overall, the EM algorithm updates the probabilistic correspondence matrix

P in the E-step (eqn 7.19) and the displacement function v(X) in the M-step

(eqn 7.27) iteratively. The source points X and covariance σ2 are also updated

in the M-step according to eqns (7.28) and (7.29) respectively. Meanwhile,

parameters λ and β control the amount of smoothness regularisation. Finally,

the algorithm converges when the value of σ2 drops below a certain threshold.

7.2.2 Robust Point Matching

RPM constitutes a dual-step optimisation algorithm for finding both the

point correspondence and spatial mapping function iteratively, in which the

correspondence between two point sets is defined as a linear assignment

problem, [115], and spatial transformation is based on a thin-plate spline (TPS)

[17]. Hence, the general objective function to map a point set X to Y involves

two interlocking optimisation criteria as correspondence matrix C and spatial

function T , namely:

E(C, T ) =
N∑
i=1

M∑
j=1

cij||xi − T (yj)||2 + λ||LT ||2 − α
N∑
i=1

M∑
j=1

cij

+ τ

N∑
i=1

M∑
j=1

cij log cij ; C = [cij]N×M

(7.30)

where L is an operator constraining the mapping function T to perform

reasonably smoothly and the parameter λ weights this smoothness. Further,

a detailed discussion will be given in regard to the smoothness measure and

the type of mapping function. Each element cij ∈ {0, 1} of matrix C indicates

a binary correspondence between the ith point in set X to the jth point in

the set Y , such that Ci · 1M+1 = 1 for i ∈ {1, 2, ..., N} and 1TN+1 · Cj = 1
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for j ∈ {1, 2, ...,M}. These constraints are applied to guarantee one-to-one

correspondence between pairs of points. The extra row N + 1 and column

M + 1 are appended to the correspondence matrix to handle outliers. Thus,

if point xi corresponds to point yj then cij = 1, otherwise cij = 0. Also, to

comply with constraints, extra entries will take non-zero values in case a point

is rejected as an outlier. An example of a correspondence matrix including

outlier can be represented as:

x1 x2 x3 x4 x5 x6 outlier

y1

y2

y3

y4

outlier



0 0 0 1 0 0 0

0 0 0 0 0 0 1

0 0 1 0 0 0 0

1 0 0 0 0 0 0

0 1 0 0 1 1 0


,

wherein points y1,y3,y4 in set Y correspond to points x4,x3,x1 in set X

respectively. The remaining points are all indicated as outliers with a value of

1 in the related outlier row/column such that the two constraints are satisfied.

Relatively, the amount of point rejection as outliers is controlled by the third

term of the objective function and the weight parameter α adjusts this term.

Since the correspondence matrix C and the transformation function T are

discrete and continuous respectively, optimising both criteria simultaneously

becomes somewhat difficult. An alternative way to tackle this problem

is to not allow the correspondence matrix to approach binary values until

convergence of the transformation function to a reasonable solution. Thus, two

techniques, Softassign and deterministic annealing, introduced by approaches

[24, 58, 122] are used for optimising the main objective function. Conceptually,

the Softassign idea is to relax the binary elements in matrix C into continuous

values in the interval of [0 1], making a fuzzy correspondence between two
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point sets while following row and column constraints. Deterministic annealing

[58, 182], on the other hand, adds an entropy function cij log cij to the objective

function (7.30) in order to control this fuzziness directly. Therefore, controlled

by the temperature parameter τ , the objective function is optimised by a

process similar to physical annealing, such that the entropy term forces the

correspondence matrix to be more fuzzy at higher temperatures and, as

it decreases gradually, the matrix C approaches binary values, where the

non-rigid mapping function converges to a reasonably sufficient solution.

Similar to the EM algorithm, the RPM method consists of two steps,

an updating process under an annealing scheme to estimate both the

correspondence and the non-rigid transformation function. Hence, having two

point sets X and Y , the objective function (7.30) is iteratively optimised,

namely:

Step 1: Updating with respect to the correspondence matrix for points i ∈

{1, 2, ..., N} and j ∈ {1, 2, ...,M}:

cij =
1

τ
exp

(
−||xi − T (yj)||2

2τ

)
(7.31)

and for outliers:

cN+1,j =
1

τ0
exp

(
−||xN+1 − T (yj)||2

2τ0

)
;


i = N + 1

j = 1, 2, ...,M

ci,M+1 =
1

τ0
exp

(
−||xi − T (yM+1)||2

2τ0

)
;


i = 1, 2, ..., N

j = M + 1

(7.32)

where parameter τ0 indicates a large variance for the outlier clusters
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centered at xN+1 and yM+1. To satisfy the constraints, iterated row and

column normalisation algorithm is accordingly applied, such that:

Cj =
Cj

1TN+1 · Cj
, j ∈ {1, 2, ...,M}

Ci =
Ci

Ci · 1M+1

, i ∈ {1, 2, ..., N}.

(7.33)

Step 2: Updating with respect to the mapping function. This leads to solving

the objective function while eliminating terms independent of T as

E(T ) =
N∑
i=1

M∑
j=1

cij||xi − T (yj)||2 + λ||LT ||2. (7.34)

To simplify this least-square problem, it is reformulated as:

E(T ) =
M∑
j=1

||zj − T (yj)||2 + λ||LT ||2, (7.35)

where

zi = Ci · 1M · xi , i ∈ {1, 2, ..., N}. (7.36)

Thus, zi is represented as the estimated position of any point within set

X that corresponds to current point yj in the set Y .

As mentioned at the beginning of this section, a TPS method is used to

estimate a smoothly interpolated mapping function between the two point sets.

This is followed by a smoothness measure (operator L) to control deformations

that are too arbitrary . Thus, the TPS function is constrained by its integral

of the square of the second derivative as
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ETPS(T ) =
M∑
j=1

||zj−T (yj)||2+λ

∫∫ [(
∂2T

∂x2

)2

+ 2

(
∂2T

∂x∂y

)2

+

(
∂2T

∂y2

)2
]

dx dy.

(7.37)

The spatial function T maps each point yj to its corresponding zj using a

rigid transformation matrix (A) combined with a warping coefficient matrix

(U) which accounts for the non-rigid deformation part. This is formulated as

Ttps(yj, A, U) = yj · A+ φ(yj) · U, (7.38)

where φb(ya) = ||yb − ya|| is the TPS kernel describing internal structural

relationships in a point set. Substituting the TPS function into eqn (7.37)

results in the following energy function

ETPS(A,U) = ||Z − Y A+ ΦU ||2 + λ trace(UTΦU). (7.39)

A QR factorisation technique [165] is then used to decompose the TPS energy

function into affine and local non-affine space, as this allows solving the

least squares function for rigid and non-rigid parts separately. Thus, QR

decomposition of point set Y becomes

Y =

[
Q1 | Q2

] R

0

 (7.40)

where Q1 and Q2 are orthonormal matrices, and R an upper triangular matrix.

Accordingly, eqn (7.39) is then reformulated as:

ETPS(A, γ) =||QT
2Z −QT

2 ΦQ2γ||2+

||QT
1Z −RA−QT

1 ΦQ1γ||2 + λγTQT
2 ΦQ2γ,

(7.41)
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where U = Q2γ and γ is a (M − 1 − D) × (D + 1) matrix. Minimising the

TPS energy function w.r.t. γ and w.r.t. A in turn results in:

Û = Q2γ = Q2(Q
T
2 ΦQ2 + λIM−D−1)

−1QT
2Z (7.42)

and

Â = R−1(QT
1 Y − ΦÛ). (7.43)

Hence, the location of a moving points yj is updated as

ŷj = yj · A+ Φ · U. (7.44)

Therefore, based on an annealing scheme, the RPM algorithm iterates between

updating the correspondence and TPS transformation function steps and

gradually minimises the temperature parameter (τ) until it drops below a

pre-defined threshold.

7.3 Registration Methods for MRI-TRUS

Fusion

The methods used for registration of MRI to TRUS images are categorised

into rigid and non-rigid ones, as described in the following sections.

7.3.1 Rigid Registration

One of the earliest pieces of research for MRI-ultrasound rigid fusion was

conducted by [78], where six reference points were selected on slices of each

image modality and an affine transformation was used for registration. To

improve the accuracy, a similar transformation was later used on large sets
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of 3D points from US and MRI to register them automatically [124, 172]. In

[173], Sheng et al. reconstructed a 3D US image based on axial sweeps of 2D

US probe throughout the prostate gland and then registered it manually with

MRI before biopsy. During biopsy, the 2D US probe was used to scan the

prostate. Spatial tracking of the probe and registration of the MRI coordinate

system and the tracking coordinate system enabled a real-time live fusion of US

with MRI. Image-based registration was used for motion compensation. Rigid

motion compensation was between the reference 3D US and intra-operative

2D US. The accuracy of the system was evaluated using a phantom. Further,

this research group used a larger number of MRI and TRUS images to create a

statistical model of the prostate for segmentation, and with a similar approach

for registration [77].

In [135], Shah et al. presented an open-source library for rigid

registration of pre-operative positron emission tomography (PET) and MRI

with intra-operative TRUS images during prostate biopsy. To achieve this,

an optical tracking system was used for spatial and temporal calibration

between TRUS video frames and the optical target (the US probe). Using

a landmark-based method, four corresponding points were manually selected

to rigidly align PET/MRI with TRUS images. This method was evaluated by

preliminary clinical examination of two patients.

Rigid registration only accounts for global transformation, such as rotation

and translation, of the prostate images in MRI and TRUS. However, the

prostate may undergo local deformations caused by the US probe or patient

movement during a surgery. To compensate for these deformations, non-rigid

components are used to account for local changes.

93



7.3.2 Deformable Registration

Moradi et al. proposed two solutions for the MRI-TRUS registration

problem [104]. In the first solution, both MRI and TRUS images were

manually segmented and triangulated using an open-source 3D slicer software

package [119]. The iterative closet point (ICP) was used to find one-to-one

correspondence between surface meshes and also to perform an initial

alignment. ICP is a popular algorithm for assigning correspondence between

two point sets based on proximity [13, 44]. A B-spline non-rigid transformation

[127] was then used to register the MRI surface mesh onto the TRUS

coordinate space. Finally, the objective function was optimised using the

mutual information maximisation approach [95]. In the second solution, with

a moderate modification, Moradi et al. added a biomechanical model as a

regulariser to smooth the transformation between MRI and TRUS surface

meshes. In addition, they used spherical harmonic representation of the

prostate surfaces in order to simplify the objective function and estimates

the rotational transform only. Based on the experimental results, the second

solution outperformed the first one with a slightly smaller target registration

error. The second method of Moradi et al. was later improved by Fedorov et

al. [49].

Another approach used a surface-to-surface registration method to achieve

MRI-TRUS fusion for brachytherapy [99]. In this work, individual points in

each modality were represented using a shape-context descriptor, whereby the

correspondence between points was obtained by matching these descriptors

using the Hungarian algorithm [106]. At the end, a 3D B-spline grid was used

to register the corresponding points in both surfaces.

Accordingly, Mitra et al. used a TPS method for co-registration of
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the segmented slices between TRUS and MRI [102]. To do this, the

corresponding slices between MRI and TRUS were observationally selected

and then segmented manually. A set of points were uniformly sampled from

the segmented slices. Each sample point from one of the modal image was

represented using a shape descriptor that was a vector of log-polar (polar

coordinate i.e. r, θ in which the log of r is used) relative distance to the point

in the other image. The shape descriptor binned into a histogram that was

uniform in log-polar space and used as the shape-context representation of a

contour point. The Bhattacharyya distance was then calculated between the

shape-context histograms of two shapes to find the point correspondence. In

the next stage, a bijective transformation was used to align a pair of fixed and

moving binary images.

Figure 7.2: “Schema diagram of the proposed registration framework.” [102]

In Sun et al. primary research [147], the local similarity between MRI

and US images was measured by using the method of multi-channel modality

independent neighbourhood descriptor (MIND) [64]. Both MIND features,

obtained from MRIs and TRUS images, were aligned using a proposed
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duality-based convex optimisation algorithm. The TRE metric was used to

evaluate the accuracy of registration using 41 intrinsic fiducial pairs across

all regions of the prostate gland. This method was extensively presented in

[146]. Further, Sun et al. proposed a surface-based registration method for

image-guided prostate biopsy [143]. The prostate’s surface in each modality

was represented by a set of points. These points were sampled from the

boundary of the prostate in each segmented slice. A TPS-based registration

algorithm was then proposed to transform the prostate surface points in MRI

to corresponding points in TRUS. To improve the registration accuracy, Sun

et al. extended their previous work by adding extra components for finding a

more accurate correspondence between two surfaces [144]. As an initialisation

step, both TRUS and MR images were roughly aligned (rigid transformation)

using 6 manually identified corresponding points which were apex, left-most,

right-most, top-most, bottom-most points of the largest prostate cross-section

of axial slices and the urethra at its entrance into the prostate. Both images

were resized to the same voxel size. The prostate segmentation was performed

manually for each image. To find the corresponding surface points, each pair

of TRUS and MR images was re-sliced around a specified rotational axis. This

was followed by TPS registration for mapping MRI surface points to their

counterparts in TRUS. The summary of this method is shown in Figure 7.3.

Figure 7.3: “Workflow of landmark-based non-rigid registration.” [144]

Zetting et al. developed a multi-modal fusion system for non-rigid
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registration of PET/MRI and US images in application to prostate biopsy

[184]. This approach, as an improvement of their earlier work in [135], changed

the registration strategy from rigid to elastic such that, first, PET and MR

images were intrinsically registered to each other in advance, since they were

acquired and reconstructed simultaneously under the same coordinate system.

The US image was automatically segmented using the Hough forest approach.

Both MRI and TRUS surface models were created using triangulation and

meshing techniques. To elastically register the two surface meshes, they used

a modified version of the CPD method.

Alternatively, a model-to-image framework was proposed by Hu et al. for

a patient-specific MRI-TRUS registration [67, 66]. This method waived the

manual segmentation of the prostate in TRUS by propagating a statistical

model into TRUS image space and performing an implicit registration using

a modified algorithm. The statistical model was created through several steps

in advance. At first, the prostate gland, along with its surrounding organs

in the MR image, was manually segmented to create a patient-specific finite

element mesh. To capture the prostate deformations caused by the US probe,

a series of FE analysis was performed to simulate the different orientations and

possible positions of the US probe during a surgery. Each simulation resulted

in a vector of FE node displacement. Finally, a statistical deformation model

(SDM) was constructed by applying PCA to the obtained vectors. Figure 7.4

shows an overview of this method.

Similarly, a model-to-surface based method was proposed by Yi Wang

et al., in which the SDM was constructed based on FE analysis and the

patient-specific tissue parameters measured from the US elastography [168].

This was followed by integrating the advantages of the MIND similarity

measure and the PPM algorithm for achieving a hybrid point-matching
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Figure 7.4: “An overview of the registration method. Preoperative processes
and data are shaded grey, whereas intra-operative processes and data are not
shaded.” [66]

method. The RPM was then guided by the obtained SDM for MRI-TRUS

fusion. Further, Onofrey et al. extended the subject-dependent SDM to

a generic model by creating the statistical deformation model using a large

set of MRI and TRUS images from patients who underwent prostate biopsy

[112, 110, 111]. Primarily, each image modality was segmented manually

and the prostate surface represented as points within a triangulated mesh.

Segmenting all images, the obtained training data was normalised for volume

differences and individual subjects were mapped into a common reference

template. This was then followed by:

(i) intra-subject alignment of MRI and TRUS surfaces

(ii) non-rigid registration of both surfaces with the reference surface

(iii) normalisation of the deformed surfaces from the previous step.

At the end, a PCA was applied on the remaining distribution of deformations

between MRI and TRUS surfaces to keep the significant modes of variation.
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Having the SDM created, the RPM algorithm was used for non-rigid

registration of new cases, wherein the estimation of the free deformation field

was constrained to lie within the SDM search space.

FE techniques have shown to be robust for predicting internal deformation

of the prostate [67, 66, 161, 162]. Khallaghi et al. developed an FE-based

method to perform a robust MRI-TRUS fusion [81]. This method is known as

GMM-FEM, in which a GMM framework is used to establish a probabilistic

correspondence between MRI and TRUS surface points, and an FEM is

used to regularise the deformation of the prostate. Further, to improve the

registration accuracy, Khallaghi et al. employed an additional statistical shape

model (SSM) as a geometric prior, enabling partial-to-partial registration of

MRI/TRUS images [80]. The SSM was created using a group-wise GMM-based

framework in order to be utilised as a bias-free reference model for guiding the

registration task [123]. An overview of the SSM-FEM method is shown in

Figure 7.5.

Recently, deep learning approaches have been adopted for non-rigid

registration of medical images [91, 85, 90, 40]. For multi-modal image fusion,

deep learning methods are typically proposed either to learn a similarity metric

to govern an iterative optimisation strategy [23, 47, 63] or to directly estimate

the parameters of the transformation model using deep regression networks

[136, 19, 9, 46]. Although review of these approaches is beyond the scope

of this research, the experimental results of MRI-TRUS fusion by some deep

learning approaches show the potential of CNNs for improving the accuracy

of image-guided prostate intervention in the near future [69, 70, 68, 174, 63].
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Figure 7.5: “Overview of the MR-TRUS fusion workflow. The pre-operative
(MR) image is acquired before the procedure and is segmented to create a
surface representation of the anatomy (e.g. the prostate). At the beginning of
the procedure, an intra-operative (3D-TRUS) image is acquired and parts of
the anatomy (mid-gland) are segmented. SSM-FEM maps both surfaces and
their interior to a common intermediate SSM instance. Subsequently, the MRI
is registered to the TRUS through this intermediate shape.” [80]

7.4 MRI-TRUS Fusion Challenges and

Implications for Current Research

Given the variety of approaches in the literature and currently under

development, specifying a single best method of deformable registration for

MRI and TRUS remains an open question.

In general, a deformable (as opposed to rigid or global) registration

method should specify the relationships between MRI and TRUS images by

establishing a spatial correspondence between two surfaces, and applying a

non-linear transformation to map individuals surface points from the MRI to

their counterparts in the TRUS surface.

Establishing a spatial correspondence is itself a non-trivial task when there

is significant uncertainty in the segmented prostate image. For example, the
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base and apex of the prostate are difficult regions to identify in the TRUS image

and unclear segmentation of these parts causes ambiguity when finding their

spatial correspondence in MRI. This ambiguity can later affect the registration

performance. In addition, the presence of noise or outliers in either images

poses a problem for one-to-one matching of point sets in MRI and TRUS

surfaces and manual pre-processing is a cumbersome way to remove them from

the point sets.

The transformation function can warp a prostate shape in many directions.

In some cases, unrealistic deformations in the shape of the prostate are

unavoidable when the deformation field is not constrained precisely. Such

non-linear functions are said to be ill-posed, where there is not a unique

solution to the problem due to their large search space [142]. Thus, a robust

non-rigid registration algorithm which can preserve the prostate topology

under such deformations is needed.

A point-matching objective function consists of both correspondence and

non-linear transformation terms for optimisation. A unique solution to such

a combinatorial optimisation problem is achievable only if one of the terms

to be held is fixed. However, it may not be meaningful to solve for the

correspondence when the estimated transformation function performs poorly.

Thus, the challenge arises when the spatial correspondence and transformation

function are to be estimated simultaneously.

This research investigates an automatic surface-based registration method

for MRI-TRUS fusion. To achieve this, we addreww the following objectives

for our registration algorithm in the following chapter.

• to develop an automatic algorithm for one-to-one correspondence

estimation between MRI and TRUS surface points that mitigates errors

caused by arbitrary prostate poses,
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• to derive a regularisation model for constraining the non-linear

transformation function that incorporate forces to imitate realistic

deformations that a prostate may undergo,

• to establish an optimisation strategy to simultaneously estimate both

the correspondence and the transformation function under an iterative

scheme within an efficient time-frame.

It is expected that incorporating the local topological structure of the

prostate shape into a similarity-based matching function can reinforce the

accuracy of point correspondence estimation. Preserving the local structures

can also help to prevent optimisers being stuck in local minima. Moreover,

MRI-TRUS fusion can be further improved by embedding a regulariser into the

non-rigid transformation function to filter out undesirable deformation forces

from the search space according to an a priori knowledge of the biomechanical

states of the prostate. Having both correspondence and transformation

problems defined in this manner, a metaheuristic optimisation strategy can

then be proposed to approximate a global solution for each term simultaneously

using an iterative scheme.
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Chapter 8

MRI-TRUS Fusion

Overview

This chapter presents our novel algorithm for performing a robust MRI-TRUS

registration under the assumption that each image modality has been already

segmented and represented as a 3D point cloud (surface). The goal of the

registration is to align and fit the two 3D surfaces while preserving the prostate

topological structure under deformations, with a high degree of accuracy. Upon

successful registration, locations of targeted body structures in pre-operative

MR images can be transformed into intra-operative TRUS images, where

this can later provide more accurate guidance in clinical applications of

image-guided prostate intervention.

8.1 Proposed Fusion Method

In this research, we present a surface-based algorithm for non-rigid registration

of MRI and TRUS images under a unified optimisation framework. An

overview of the proposed method is shown in Figure 8.1, where, from left to



right, the first and second chunks indicate MRI and TRUS images along with

their segmentations which are provided prior to fusion. Having the surface

Estimate 
Correspondence

Estimate
Transformation

TRUS Surface
Points

MRI Volumetric
Mesh

Segmented ImagesRaw Images

Registration

Step 1

Step 2

MRI-TRUS Fusion
Model

Figure 8.1: The proposed MRI-TRUS fusion workflow.

model and volumetric mesh constructed from the segmented images for TRUS

and MRI respectively in advance, the proposed algorithm iterates between

two main steps for estimating correspondence and transformation parameters

simultaneously until it fulfils the stopping criteria for MRI-TRUS fusion. This

is achieved by minimising the energy function ,defined as:

min
M,T
E(M, T ) =

N∑
i=1

M∑
j=1

Mij||xi − T (yj)||2 + λR(T ), (8.1)

where xi ∈ X and yj ∈ Y represent TRUS and MRI surface points in

D dimensions, respectively. Mij ∈ {0, 1} are elements of a binary matrix

indicating one-to-one correspondence between MRI and TRUS surface points.

The spatial transformation function is denoted by T and is regularised by the

R(T ) term. The parameter λ controls the magnitude of the regulariser. The

energy function (8.1) is then minimised with respect to correspondenceM and

transformation T using an iterative optimisation scheme.

In order to simplify the description of our method, it is divided into

three components. namely, the correspondence estimation, the transformation
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(including the regularisation part), and the optimisation. Each component is

then discussed separately throughout following sections.

8.1.1 Correspondence Estimation

We propose a distance-based metric for correspondence estimation by

considering the spatial relationship between the topological structure of points

in MRI and TRUS models. The distance-based metric was adopted from

an approach in [180]. This metric measures both global and local differences

between points and combines them to form a cost matrix that gives the distance

between all points in X and Y. The cost matrix is minimised using a linear

assignment algorithm to establish a one-to-one correspondence between MRI

and TRUS surface points. Estimation of the correspondence matrix is step 1 in

our algorithm and it is determined by undertaking the following instructions.

8.1.1.1 Global Topological Structure

Global topological structure (GTS), as shown in Figure 8.2, measures the

squared Euclidean distance of point xi in a set from individual points yj in

the other set as:

Gij =
∣∣∣∣xi − yj

∣∣∣∣2 ; for

{
i = 1, 2, . . . , N

j = 1, 2, . . . ,M
. (8.2)

The distance matrix G indicates the global difference in topological structure

between MRI and TRUS surface points. If G is interpreted as a global

cost matrix, then minimising it by a linear assignment solution results in a

correspondence based on the global difference in topological structure.
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Figure 8.2: Measuring GTS for the current point xi ∈ X.

8.1.1.2 Local Topological Structure

In addition to GTS, local topological structure (LTS) is designed to capture

local changes between two surfaces. For this, the corresponding clusters of

points in each surface, represented by their centres of mass and consisting of

K neighbouring points, form local segments. The local segments for TRUS and

MRI are denoted by Lk(xi) and Lk(yj) respectively, where xi and yi indicate

the the centre points. Having two sets of local segments computed for both

MRI and TRUS surfaces, the LTS is then measured by the sum of squared

Euclidean distances between these two, such that:

Lij =
K∑
k=1

∣∣∣∣Lk(xi)− f(Lk(yj) ; xi)
∣∣∣∣2, (8.3)

where:

f(Lk(yj) ; xi) = Lk(yj) + (xi − yj). (8.4)

Matrix L is denoted the LTS distance measure. The transformation function

f in eqn (8.4) is used to translate the current local segment in the MRI surface

to its counterpart in TRUS based on the centre of the mass. A pictorial

example of this is shown in Figure 8.3. Therefore, if L is interpreted as the
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local cost matrix, then minimising it by a linear assignment solution results in

a correspondence based on local differences in topological structure.

𝒙𝑖

𝒚𝑟𝒚𝑙

𝒚𝑗

X

Y

MRI

TRUS

𝐿𝑘(𝒚𝑟)𝐿𝑘(𝒚𝑙)

𝐿𝑘(𝒚𝑗)

Figure 8.3: An example of local topological structure (LTS) measurement,
where neighbouring points K = 5 and {yj,yl,yr} ∈ Y .

Since local segments are principally constructed based on centre points

and their neighbours, specifying the number of neighbouring points plays a

key role in measuring local similarities of MRI and TRUS surfaces, preserving

the topological structure of the prostate, and mitigating the impact of outliers

on the performance of registration algorithm. This also can empower the LTS

measure to substantially handle the prostate’s arbitrary poses by minimising

the rotation angle between the common local similarities in the two surfaces.

8.1.1.3 Combined GTS and LTS Differences

Once GTS and LTS are computed, they are unified into a single form as:

C = G + αL, (8.5)

where C is a cost matrix that consists of both global and local topological

structure differences (GLTSD). The weighting parameter α establishes a
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trade-off between global and local costs in C, where its large value is accounted

for by minimising matrix C with respect to LTS. In contrast, a small value of

α minimises the C with respect to GTS. Hence, such a combination yields a

flexible way for the C matrix to estimate the correspondence by minimising the

global or local structural differences between MRI and TRUS surface points.

Posed in this manner, the correspondence for the given list of points in the

MRI surface at each iteration (step 1) is estimated by minimising the total

GLTSD-based cost function as:

E(M) =
N∑
i=1

M∑
j=1

MijCij, (8.6)

where matrix M establishes a one-to-one correspondence from TRUS (X) to

MRI (Y ) surface points and satisfies the condition
∑M

j=1Mij = 1 for the

individual points in the set X with Mij ∈ {0, 1}. As denoted, each element

cij in the matrix C indicates costs from xi to yj and contains the weighting

parameter α. Thus, the optimisation process relies merely on α which is

controlled by an annealing rate, gradually changing the minimisation of E(M)

from the LTS distance to the GTS distance.

This way, the correspondence matrix M is estimated by minimising the

total cost using a linear assignment solution by using the well-known Hungarian

algorithm [86], where it conceptually performs a sets of row and column

operations to find the minimum value of each row (or column) and then

to subtract this from the individual elements of the row (or column) which

owns that minimum value. This process is repeated for all rows and columns

until each point in the set X is assigned to its corresponding point in the

set Y with the lowest cost. The Jonker–Volgenant algorithm is one of the

most popular versions of the Hungarian algorithm which solves the linear
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assignment problem based on the shortest augmenting path [74]. Since the

original algorithm was designed to work with integer-based square matrices,

each element in the GLTSD-based cost matrix is rescaled by a large number

{R� 104 | cij×R} and then is rounded accordingly. For non-square matrices

(this may happen when the number of points in a set is not the same as in the

other set due to the presence of outliers), dummy entries are assigned to the

cost matrix such that it is converted to a square type matrix. This will not

affect the total cost and the original Jonker–Volgenant algorithm can be used

to solve the assignment problem with the best solution [101]. In this manner,

the algorithm guarantees to output a binary correspondence for the matrix

M. Hence, the new corresponding points are updated as:

zj =
N∑
i=1

Mijxi, (8.7)

where zj is the estimated point in the set X that corresponds to the current

transformed point T (yj) in the set Y . To update the correspondence in next

iterations, GTS and LTS are determined for each zi and T (yj). Since LTS is

measured from small local segments Lk(zi) and Lk(T (yj)) with the determined

neighbouring points which are fixed during the transformation step, minimising

it preserves the topological structure of MRI surface points under deformation

forces.

8.1.2 Transformation Estimation

After establishing correspondence, the MRI points are non-rigidly registered

to their counterparts on the TRUS surface by the following transformation:

T (yj) = T (yj,V) = yj + Vj(u), (8.8)
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where V is a displacement function with vector u, estimating the shortest

distance from yj to its corresponding point in the other set. Thus, by

estimation of the transformation function T through V , MRI surface points

can be non-rigidly registered to TRUS surface points (step 2), while the

correspondence has been determined beforehand (step 1). This procedure

then leads to an MRI-TRUS fusion. However, using T alone may lead the

MRI-TRUS fusion to become an ill-posed problem [154, 155], since there is

not a unique way of mapping points from MRI to TRUS surface points due

to the intrinsic non-linearity of the transformation function. As such, the

prostate volume may deform in an unrealistic way and cause an inaccuracy

in identification of distinct anatomical structures within the prostate. Thus,

the transformation function must be constrained to only produce deformation

forces which are meaningful from the prostate point of view.

In this research, a finite element model (FEM) is incorporated into the

regularisation term for constraining T , as the deformation of the prostate

during biopsy or brachytherapy is known to be biomechanical in nature

[104, 130, 18]. In fact, the FEM constrains the deformation forces produced

by the mapping function according to the prior biomechanical states of the

prostate for a specific patient. Conceptually, in the FEM, the prostate volume

is modelled by a set of finite elements that are interconnected at nodes. Each

node has a nodal displacement in the form of a vector which includes rotation,

scaling and translation. Thus, moving of nodes will drag the related elements

along in a certain way such that this movement can deform the volumetric

shape based on physical properties of the prostate which are affected by the

magnitude of the deformation force. The physical properties are described by

Young’s modulus and Poisson’s ratio, where the former controls stiffness and

the latter specifies how much the prostate can be compressed or expanded
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perpendicular to the direction of the deformation force. In our method,

the MRI surface is used by a FE-mesh tool called TetGen to generate the

FEM volumetric mesh, where the generated exterior nodes correspond to MRI

surface points and the remaining internals are appended to the end of the

nodal index list [139]. Therefore, V in eqn (8.8) is defined as a function of

FEM nodal displacements {ua ∈ U | a = 1, 2, · · · , A}, such that:

Vj(u) = Φju ; Φ =

IDM×DM 0

0 0

 , (8.9)

where the concatenated vector u is created from FEM nodal displacements

in matrix U , such that u = vec(U) = [u11, u12, u13, · · · , uA1, uA2, uA3]T . Φ is

a sparse matrix relating MRI surface points to their corresponding nodes in

the volumetric mesh. If such a correspondence cannot be established between

surface points and the generated FEM nodes, Φ is directly derived from the

shape function of the FEM elements. Consequently, for spatial transformation

(which is now a function of nodal displacement vector) to move points smoothly

and coherently, it is constrained by the regularisation term as:

R(T ) = uTΨu, (8.10)

where R(T ) penalises the total energy function in eqn (8.1) based on the

volumetric strain energy of the FEM derived from a linear stress–strain

relationship, with linear stiffness component Ψ [80, 16]. The sparse matrix Ψ is

created based on the physical properties of the prostate which is parametrised

by Young’s modulus E and Poisson’s ratio γ. These are initialised as inputs

to our algorithm. Estimation of the transformation function is step 2 in our

algorithm.
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Estimating correspondence and transformation components in (8.7) and

(8.8) respectively, and adding the penalty term (8.10) to the total energy

function in eqn (8.1), it is reformulated as:

E(u) =
M∑
j=1

||zj − (yj + Vj(u))||2 + λ uTΨu

= ||~Z − ~Y − Φu||2 + λ uTΨu

, (8.11)

where λ acts as a weighting parameter and regularises the non-rigid

deformations of vector u based on the Tikhonov regularisation framework

[164]. Similar to the parameter α in eqn (8.5), λ is controlled by the same

annealing scheme. To minimise E(u), eqn (8.11) is differentiated with respect

to FEM nodal displacement vector u as:

(
ΦTΦ + λΨ

)
u = ΦT

(
~Z − ~Y

)
, (8.12)

and as a result u is given by:

u =
(
ΦTΦ + λΨ

)−1
ΦT
(
~Z − ~Y

)
. (8.13)

Having u computed, the new positions of point set Y are updated according

to eqns (8.8) and (8.9). This process is repeated all through again from step 1

(section 8.1.1) until the algorithm fulfils the stopping criteria.

8.1.3 Optimisation Strategy

To minimise the total energy function given by eqn (8.1), a single framework

optimisation strategy based on a variant of simulated annealing is used to

estimate the correspondence matrix M and the spatial transformation T

simultaneously. Simulated annealing approximates the global optimum of
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a given function based on its heuristic and prevents getting stuck in local

minima [25, 82]. Such a capability makes it an excellent candidate for difficult

combinatorial optimisation problems (like ours), especially when dealing with

a large discrete search space [24, 72, 187]. Conceptually, under an annealing

scheme, the minimisation process often begins with an initial high temperature

t and ends when parameter t reaches its specified lowest amount. This is done

by using an exponential annealing schedule, namely:

t = t× ρ (8.14)

where the starting temperature t is lowered gradually by the annealing rate

ρ which is a constant with a value of 0 < ρ < 1. Thus, exploiting the same

annealing scheme, parameters α and λ in eqns (8.5) and (8.13) are in turn

reduced gradually, where this enables our algorithm to iteratively minimise

the GLTSD-based cost matrix from local to global, and to transform the FEM

nodal displacement from rigid to non-rigid, respectively.

Overall, three parameters t, α and λ are assigned large values right before

staring the optimisation process. Initialised in this manner, the registration

algorithm starts with a high temperature to estimate the correspondence

matrix M with emphasis on searching for local similarities between MRI (X)

and TRUS (Y ) surface points, where this preserves the topological structure

of the warping points in the set X and handles possible outliers and arbitrary

rotations. Meanwhile, a large λ strongly penalises the magnitude of the forces

produced by the current estimated transformation T to avoid an unrealistic

deformation in the shape of the prostate, hence emphasising the rigidity at

early stages to preserve the topological structure. Iterating the algorithm

simultaneously, both α and λ become smaller as temperature decreases such
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that at lower temperatures, the concentration from local similarities shifts

to global for estimating M and the registration algorithm performs more

non-rigidly for estimating T as well. The process stops when the temperature

reaches tf which is its specified lowest amount.

8.1.4 Proposed GLTSD-FEM Algorithm

We refer to our algorithm as GLTSD-FEM, since it uses GLTSD cost matrix

and FEM nodal displacement components to estimate correspondence and

transformation, respectively. The pseudo code of the GLTSD-FEM algorithm

is shown in Algorithm 2.

Data: Surface points X,Y
• Initialisation: t, ρ, tf , α, λ, E, γ ;
• Set K neighbouring points and determine Lk(x) and Lk(y);
• Compute FEM volumetric mesh and Φ, Ψ(γ,E) matrices;
while t > tf do

Step 1: Estimate the current correspondence matrix ;
beginr Compute G and L →(8.2) and (8.3);r C = G + αL;r Minimise E(M) in (8.6);r Z =MTX →(8.7)
end

Step 2: Estimate FEM displacement vector ;
beginr u =

(
ΦTΦ + λΨ

)−1
ΦT
(
~Z − ~Y

)
;r T (Y,V) = Y + Φu →(8.8) and (8.9);

end
t← t× ρ;
α← α× ρ;
λ← λ× ρ;

end

Algorithm 2: The proposed GLTSD-FEM algorithm

As seen from the algorithm, MRI surface points X and TRUS surface

points Y are the main inputs to our algorithm. Parameters t and tf are initial
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and finial temperature parameters, followed by the annealing rate ρ, weighting

parameter α which controls the balance between local and global cost, and

λ which does the same between rigid and non-rigid point mapping. Young’s

modulus E and Poisson’s ratio γ, as constant values, are inputted to build the

linear stiffness matrix Ψ which is used by FEM [81]. The value of K specifies

how many neighbouring points should be included in the local segments for

point sets X and Y . This is followed by creating the FEM volumetric mesh

along with the interpolation matrix Φ and stiffness matrix Ψ. Having set

all parameters, under a deterministic annealing scheme, the correspondence

matrix M and the transformation function T are simultaneously updated in

step 1 and step 2 in turn. In between, at each temperature, matrix M is

updated with the solution obtained from the previous iteration. This prevents

T from immature convergence to local minima due to the inter-dependencies

that exists between the mapping function and correspondence matrix, and

as a result, the registration algorithm is encouraged to explore the search

space of the mapping function for a good approximation to global minima.

Plugging the estimated mapping function back in to the total energy function

and minimising this time with respect to the correspondence matrix reinforce

the total accuracy of the algorithm. The GLTSD-FEM reduces t, α and λ at

the end of each iteration until it reaches the final temperature tf .

8.2 Experimental Results

After implementation, we evaluated the performance of the GLTSD-FEM

registration algorithm on real clinical data using pairs of MR and TRUS

image sets from patients who underwent a prostate biopsy examination. These

images were manually segmented, so as not to propagate potential errors
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resulting from automatic segmentation. This section discusses the image

data in Section 8.2.1, the algorithm configuration and parameter initialisation

in Section 8.2.2, and the qualitative and quantitative results given by the

GLTSD-FEM algorithm in Section 8.2.3.

8.2.1 Data

We evaluated the performance of our GLTSD-FEM registration algorithm on

the clinical data of patients who underwent a prostate biopsy examination. The

dataset consists of 38 pairs of MRI and TRUS images which had been manually

segmented. This was originally collected by the Robarts Research Institute

at the University of Western Ontario in Canada and used with permission.

T2-weighted MRIs were mainly obtained in a body coil, where a whole-body

3.0 T Excite 12.0 MRI system (GEHC, Milwaukee,WI, USA) was used to

create 3D Axial images with dimensions of 512 × 512 × 36 and voxel size of

0.27× 0.27× 2.2 mm3. Mechanically scanned 3D TRUS images were acquired

using a Philips HDI-5000 US scanner with a Philips end-firing C9-5 transducer

(Philips, Bothell, WA, USA) [12]. This resulted in images having dimensions

of 448×448×350 and voxel size of 0.19×0.19×0.19 mm3. In addition to these

data, 5 sets of MRI and TRUS images of varying dimensions were provided by

the Alfred Hospital in Melbourne. Each segmented image was formatted as

a 3D polygon using the Visualisation Toolkit (VTK) [132]. We used vertices

of these polygons as: MRI (set Y ) and TRUS (set X) surface points. Each

MRI polygon was input to TetGen [139] to automatically create a tetrahedral

volumetric mesh for the FEM component of our algorithm.
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8.2.2 Parameter Settings of GLTSD-FEM Algorithm

The main processing of the GLTSD-FEM algorithm was implemented in

MATLAB. The original Jonker–Volgenant algorithm, TetGen and a finite

element model library were available in C++ and were compiled using the

MATLAB MEX function. To run the program, the following parameters of

the GLTSD-FEM algorithm were first tuned, based on a set of experiments to

find the optimal value of each one. The Robarts image datset was used for

tuning these hyperparameters. These are now discussed in turn:

• Annealing temperatures : The starting temperature t is initialised at the

value of the variance between the two point sets. t is gradually reduced

by the annealing rate ρ = 0.8 until it reaches the final temperature tf

(stopping criterion), where tf is determined as the average of the squared

distance between the neighbouring points in the MRI set multiplied

by 1/8. These three parameters were chosen to give the registration

algorithm adequate time to explore the search space until it converged

to a reasonable solution.

• Quantity of neighbouring points : The parameter k was chosen based on

the minimum number of points required to discern local structures from

each other. For example, it is necessary to have at least four neighbouring

points to discern a cross (formed by four neighbouring points) from a

corner (formed by two neighbouring points). Thus, the value of K is set

as 5 throughout our experiment as default.

• Weighting parameter in the cost matrix : To preserve the local topological

structures at the start of correspondence estimation, the initial value of

the weighting parameter α is set to a moderately large amount, equal to
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the value of k4.15 for k = 5. α is gradually lowered as a function of the

annealing rate ρ.

• Regularisation parameter : To preserve the prostate’s topological

structure at the early stages of estimating transformation, λ is assigned a

large value, equal to the number of points (M) divided by 0.8 to constrain

the magnitude of the forces produced by the current mapping function

in order to perform mainly rigid registration. α is then reduced by ρ at

lower temperatures to allow for performing non-rigid registration.

8.2.3 Evaluation of GLTSD-FEM Algorithm

The GLTSD-FEM algorithm was evaluated and compared with the modified

rigid and affine registration algorithms [107]. It was also compared with

state-of-the-art approaches: CPD by [107] and GMM-FEM by [81], since

these algorithms have a similar workflow to our GLTSD-FEM algorithm.

The workflow of the 3 algorithms consists of estimating two components:

correspondence and transformation, using an iterative optimisation algorithm.

CPD and GMM-FEM use a fuzzy approach to finding correspondence between

surfaces based on global structure whereas the GLTSD-FEM uses binary

global-local topological structure to establish correspondence. In the following

section, it will be shown that using local structures improves the accuracy

of correspondence. Finite element modelling is used by GMM-FEM and our

GLTSD-FEM for transforming the surface model created from MRI to that

created from TRUS. By contrast CPD uses a Gaussian kernel-based function

for point mapping between the surfaces. Experimental results will show

that using the finite element model as a physical prior to guide deformation

improves the accuracy of co-registration over the Gaussian kernel approach.
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All 3 three algorithms were performed under the same conditions and with the

same datasets.

8.2.3.1 Qualitative Registration Results

Figure 8.4 shows an example of qualitative results for 5 registration algorithms

(including ours) on an image dataset of a patient who underwent prostate

biopsy.

Figure 8.4: Qualitative comparison of surface matching given by 5 registration
algorithms. The first row, from left to right, shows results before registration,
followed by Rigid and Affine algorithms, the second row shows results of CPD,
GMM-FEM and our GLTSD-FEM method.

As seen in this figure, both rigid and affine algorithms fail to transform

the whole MRI surface mesh into all of the TRUS surface points due to global

deformations within the prostate shape. Our GLTSD-FEM algorithm was

found to be more robust against these deformations compared with the other

four methods. This is mainly because the GLTSD component of our objective

function compensates for these changes by penalising the cost matrix C for

strong deformation forces applied to the prostate surface model.
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Figure 8.5: Comparison of 5 registration algorithms based on MSE, HD and
DSC metrics using the Robarts image dataset for MRI-TRUS fusion. The
boxplots show the median, 25th and 75th percentiles, minima and maxima.

Table 8.1: Comparison of 5 registration algorithms showing mean and standard
deviation of MSE, HD, and DSC metrics from the Robarts image dataset.

Method MSE HD DSC

Rigid 5.8 ± 1.86 5.19 ± 1.21 0.77 ± 0.06

Affine 3.33 ± 1.1 4.99 ± 1.35 0.85 ± 0.04

CPD 2.42 ± 0.7 4.39 ± 1.49 0.9 ± 0.07

GMM-FEM 1.84 ± 1.5 4.15 ± 0.82 0.91 ± 0.06

GLTSD-FEM 1.08 ± 0.34 2.99± 0.64 0.93 ± 0.01

8.2.3.2 Quantitative Registration Results

To measure the correspondence between MRI and TRUS surface points, the

mean squared error (MSE) and HD metrics were used to quantify the error.

To measure the quality of volumetric overlap, the registered MRI surface was

first converted and resampled into a 3D binary map, following the same voxel

resolution and image dimensions as the TRUS data. The DSC metric was then

used to measure the accuracy of overlap between TRUS and the registered MRI

binary slices. The quantitative results for the five registration algorithms on all

38 image sets from the Robarts facility are shown in Figure 8.5 and Table 8.1.

The GLTSD-FEM algorithm outperformed the Rigid, Affine, CPD and

GMM-FEM approaches, having average values of 1.08, 2.99 and 0.93 for
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the MSE, HD, and DSC metrics respectively. The GLTSD-FEM algorithm

also has the smallest standard deviations across three metrics, showing its

consistent accuracy over all 38 cases. Furthermore, since both GMM-FEM

and GLTSD-FEM use the identical methods for estimating the transformation,

compared to CPD they achieved lower MSE and HD, and higher DSC. This

demonstrates the advantage of using a finite element model as a physical prior

for constraining the estimated transformation over a kernel-based method.

8.2.3.3 Validation of Proposed MRI-TRUS Fusion Method

To validate the MRI-TRUS image fusion obtained by our method, we used

distinct anatomical points (DAPs) contain in three image datasets prepared by

Fedorov et. al, available on the public domain1, along with another additional

DAPs from the source work2 of Khallaghi et. al in [81]. The corresponding

DAPs in TRUS and MR images were marked up by an experienced clinical

specialist (for example, a radiologist) as ground truth information prior to

fusion. The DAPs were mainly selected at urethral entry points at the base and

apex of the prostate gland. Subject to their visibility on both images, cysts,

calcifications, and verumontanum were also used as DAPs. Altogether, the

collected DAPs included 14 anatomical landmarks distributed throughout the 4

prostate glands. Once the GLTSD-FEM algorithm completed the registration

task, the L2 distance between the corresponding DAPs was calculated to

quantify the targeted registration error (TRE). The TRE results are shown

in Figure 8.6 for all methods.

The Rigid, Affine, and GMM-FEM algorithms gave a TRE of

approximately 2.5 mm on average, with CPD having the greatest TRE of

approximately 3.8 mm on average. The GLTSD-FEM had the lowest TRE of

1http://doi.org/10.5281/zenodo.16396
2https://github.com/siavashk/GMM-FEM
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Figure 8.6: Comparison of targeted registration error (TRE) on 4 datasets
for all registration methods. The boxplot shows the median, 25th and 75th
percentiles, extremes, and outliers.

approximately 1.8 mm on average over the 14 DAPs, indicating the algorithm’s

robustness for MRI-TRUS fusion under deformations of the prostate. Table 8.2

provides a detailed comparison of the TRE result for each method. The

homologous anatomical landmarks are classified into separate groups as UB

= urethra entry point at base, UA = urethra entry points at apex, VM =

verumontanum, CT = cyst and CL = calcification. Based on the specified

Table 8.2: TRE comparison of five methods based on mean and standard
deviation of 14 DAPs. DAPs were categorised as UB = urethra entry at base,
UA = urethra entry point at apex, VM = verumontanum, CT = cyst and CL
= calcification.

DAPs (#) Rigid Affine CPD GMM-FEM GLTSD-FEM

UB (3) 3.95±3.13 2.64±2.61 4.10±0.14 3.64 ±1.39 1.32±0.27

UA (4) 1.99±0.54 3.38±1.48 4.48±2.75 2.94±0.86 2.25±1.4

VM (3) 1.92±0.51 2.81±1.2 3.54±0.5 2.29±0.93 1.75±0.76

CT (2) 1.71±0.27 1.32±0.95 2.79±0.94 1.42±0.67 1.39±0.81

CL (2) 2.23±1.63 2.21±1.52 2.99±0.38 1.53±0.63 1.59±1.88

All (14) 2.5±1.58 2.54±1.5 3.86±1.58 2.47±1.15 1.8±1.09
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number of DAPs per anatomical landmark, the GLTSD-FEM achieved the

lowest TRE for all categories except at UA which is slightly higher compared

to the Rigid method. This exception may be related to the deformation of the

prostate based on a slightly weak estimation of the corresponding points at

the apex region of the prostate. Note that both UB and UA are challenging

regions for registration due to their locations at the distal and proximal ends

of the prostate, where they are associated with neighbouring organs. This

vicinity sometimes causes ambiguity in distinguishing a true corresponding

point from an outlier. It is worth noting that although the Rigid algorithm

achieved a slightly lower TRE at UA, it resulted in a large error at the UB in

comparison with the GLTSD-FEM method, which achieved the lowest TRE at

the UB among all methods. From this, we may infer that the Rigid method,

in some cases, fails to reduce the error between the 3D TRUS and MRI

models at the apex or base of the prostate significantly, whereas our method

remains consistent in reducing error over all anatomical landmarks. Figure 8.7

shows qualitative TRE from the GLTSD-FEM algorithm for each anatomical

landmark.

Based on the qualitative fusion results, and despite large deformations in

the MRIs due to the use of an endorectal coil for imaging, the GLTSD-FEM

algorithm can consistently transform the DAPs from the MRI onto the TRUS

images with minimal uncertainty.

8.3 Analysis and Discussion

The correspondence and the deformation forces estimated by the GLTSD-FEM

are to some degree affected by the algorithm’s initial parameters. To analyse

the influence of each parameter on the registration’s performance based on
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Figure 8.7: Qualitative TRE given by GLTSD-FEM algorithm for individual
anatomical landmarks. From left, the first and second columns illustrate MRI
and TRUS images by their annotated DAPs before registration, respectively.
The right column shows fusion results by GLTSD-FEM for UB, CL, CT, VM
and UA from top to bottom, respectively.
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an empirical examination, the GLTSD-FEM algorithm was executed over

perturbations of individual parameters and the resulting registration errors

for each of which were recorded accordingly. Figure 8.8 shows the average

registration error given by the GLTSD-FEM algorithm for a range of values

allocated to each parameter.
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Figure 8.8: Influence of parameters of GLTSD-FEM algorithm on registration
performance. The vertical bar indicates the standard deviation of the averaged
errors.

The number of surface points is one of the parameters that affects the

scheme for initial correspondence establishment and mesh creation for the finite

element model. In Figure 8.8a, the average registration error is shown for

MRI-TRUS fusion of image sets (including the DAPs) based on specifying

varying numbers of surface points. The GLTSD-FEM algorithm consistently

returned almost the same minimum error for cases with 640 surface points

or more. When the number of surface points was below 640, error increased
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unacceptably.

Another factor in initialising our registration algorithm is the quantity of

neighbouring points (k), which is set independent of the number of surface

points. Specifying different numbers of k affects the quality of the match

between the local structures of two surfaces. To analyse this, the quality was

tested by varying the number of neighbouring points from minimum 2 points

to larger values based on the ratio of given surface, namely k = [2 + surface

points × ratio]. As shown in Figure 8.8b, our GLTSD-FEM algorithm achieved

the lowest error when we set the value of k equal to 8 based on the ratio of

0.009 for 640 surface points. It was found that large values of k reduced the

registration performance. We can interpret that assigning a large number of

neighbouring points may lead to constructing more complex local structures,

making the identification of correct local similarities between MRI and TRUS

surfaces somewhat difficult. We can infer that the local structures are best

described if the number of neighbouring points falls within the interval of [5

15], since there are only minor changes in the average registration error when

k is set to a value in this range. To tune our algorithm, we decided to set the

value of k to 5 as default, as this causes a negligible change in the error while

speeding up the computation time.

In addition, α and λ as weighting parameters may impact on the robustness

of the algorithm in estimating the correspondence matrix and transformation

function. The robustness is affected by modifying (α) the importance of global

and local structures in cost minimisation of the GLTSD matrix, and by varying

(λ) the magnitude of linear and non-linear motions in updating the FEM nodal

displacements, respectively. Since the neighbouring points and GLTSD cost

matrix are intimately related, the weighting parameter α was defined based on

the value of k in the form of α = kr. The regularisation weight λ was initialised
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with a range of values based on the length of MRI surface points divided by the

ratio of µ. The experimental results for different values of α and λ are shown in

Figure 8.8c and Figure 8.8d in turn. The proposed method recorded the lowest

errors when r = 4.15 and µ = 0.8 from which the optimum values of α and λ

could be calculated respectively. The GLTSD-FEM algorithm seems to be less

sensitive to variations of these parameters as there were only slight fluctuations

in the value of the registration error over the range of values tested.

To evaluate computation speeds, all algorithms were run under the same

conditions for the MRI-TRUS fusion of the Robarts image dataset on a PC

with a 2.5 GHz Intel Xeon (3 core) and 13 GB of RAM. The average time

taken by each method (in seconds) in 38 cases is shown in Figure 8.9.
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Figure 8.9: Average computation times for all registration methods over 38
cases. The boxplot shows the median, 25th and 75th percentiles, extremes,
and outlier values.

The results show that the GLTSD-FEM algorithm has an average

computation time comparable with the Rigid, Affine and CPD algorithms,

despite having higher accuracy compared with these approaches. This is due

to the computationally efficient estimation of the correspondence in a binary

form. By contrast, the GMM-FEM algorithm has a computation time almost

double the other approaches. Table 8.3 describes the average computation cost
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of the GLTSD-FEM for each step.

Table 8.3: Time (seconds) required by each element of the GLTSD-FEM
algorithm for MRI-TRUS fusion of Robarts image dataset.

Initialising Neighbouring Points FE-meshing
Processing Time

of each Iteration
Total Time

0.03 ± 0.07 0.06 ± 0.009 0.65± 0.26 0.14 ± 0.08 4.27 ± 2.43

Since the other algorithms tested require at least 100 iterations for

convergence due to the choice of a fuzzy scheme for estimating the

correspondence matrix, we can conclude that our algorithm is computationally

efficient for MRI-TRUS fusion as it converges within 32 iterations, taking less

than 5 seconds.

8.4 Summary

In this study, we proposed a surface-based method for robust registration

of MRI and TRUS images for clinical applications of image-guided prostate

interventions. To establish a one-to-one correspondence between MRI and

TRUS surface points, we incorporated global and local similarities of the

two point sets into a distance-based cost matrix, which was then minimised

as a linear assignment problem. To register the corresponding points, we

augmented our algorithm with a physical prior to regularise the non-linear

transformation function. This deformed the MRI surface into the TRUS

image space in a realistic manner, reflecting the biomechanical states of

the prostate. We then designed an optimisation strategy to approximate

the optimal solution for both the correspondence matrix and transformation

function simultaneously using simulated annealing.

To test the quality of surface matching a dataset of 38 cases from Robarts
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Research Institute was used for measuring MSE, HD, and DSC between the

MRI and TRUS surfaces. To test the accuracy of the TRUS-MRI fusion,

a second dataset from public domain sources (3 image sets from Fedorov

et. al3 and 1 image set from Khallaghi et. al4), comprising 14 DAPs was

used for measuring TRE. We compared our algorithm against state-of-the-art

co-registration methods using qualitative and quantitative evaluations of the

registration results. The GLTSD-FEM method outperformed other approaches

for MRI-TRUS fusion with the lowest average TRE of all methods, and

computation times comparable to the state-of-the-art algorithms which had

similar workflows.

3http://doi.org/10.5281/zenodo.16396
4https://github.com/siavashk/GMM-FEM
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Chapter 9

Conclusions and Future

Directions

The goal of this research has been to develop the necessary techniques to

perform reliable MRI-TRUS fusion in order to reduce the uncertainty in

image-guided prostate cancer surgical interventions. The MRI-TRUS fusion

framework was developed to improve the localisation of anatomical structures

within the prostate gland during clinical procedures associated with diagnosis

and treatment of prostate cancer. The proposed method consists of two main

components, segmentation and registration, with an intermediate step for

modelling the prostate surface. Segmentation is used to outline the prostate

contour for creating a 3D surface model from each imaging modality, and

registration for fusing the created models. For intra-operative procedures, it

is important to compute each of these components efficiently to achieve a fast

MRI-TRUS fusion model applicable for practical use. This requires automation

of the segmentation task over the current manual approaches as the primary

step. To address this requirement, three methods, based on elliptical filter

models, active shape models (ASMs) and active appearance models (AAMs),



were proposed and discussed in Chapters 4, 5, and 6 respectively for automatic

segmentation of the prostate from MR images. After segmentation, a robust

surface-based algorithm was developed in Chapter 8 to register 3D models of

the prostate, created from segmented MRI and TRUS images, with a high

degree of reliability and under a computationally fast optimisation framework.

9.1 Contributions of the Thesis

The main contributions of this thesis are as follows:

• A model-based algorithm was developed to propagate an active

appearance model (AAM) of the prostate in MR images for

automatic segmentation. While the AAM-based method contributes

to improving the accuracy of automatic segmentation, it benefits from

a computationally fast iterative optimisation scheme to estimate the

model parameters for segmenting new unsighted MRIs. This work was

presented at the IEEE International Conference on Image Processing

(ICIP 2017) [54].

• An accurate statistical shape model of the prostate was created for

use in the AMM-based method. This was achieved by automating the

landmark annotation process to create the active shape model (ASM)

of the prostate using an algorithm based on rotation at equi-angular

increment around the boundary. This modification increased the speed

of the segmentation, while preserving the accuracy. The preliminary

results of this work were presented at the Annual Scientific Meeting of

the Australasian Brachytherapy Group (ABG 2017) [6].

• A filter-based algorithm was developed to approximate the initial shape
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of the prostate to an ellipse for fast localisation. The approximated

model, when combined with either AAM or ASM approaches, can

significantly improve the segmentation speed, since it can constrain the

whole search space to a region where the prostate shape is initially

segmented by an ellipse.

• A novel surface-based method was developed to non-rigidly register

the MRI 3D model to the TRUS surface model for the MRI-TRUS

fusion. The proposed GLTSD-FEM algorithm used global-local

structural differences between MRI and TRUS 3D models to establish an

accurate correspondence, along with a physical prior to compensate for

potential deformations of the prostate in a non-linear transformation

of corresponding points. Both correspondence and transformation

components were estimated under a unified optimisation framework with

fast computation time. This work has been submitted to the MICCAI

2019 conference1.

• The accuracy of the 3D fused model was validated by measuring the

targeted registration error (TRE) between pairs of distinct anatomical

points (DAPs) within the prostate gland available in both MRI and

TRUS images of patients who underwent brachytherapy. An average

TRE of 1.8 mm over 14 DAPs in 4 prostate images indicates that

the GLTSD-FEM registration algorithm is reasonably robust against

deformations of the prostate for transforming the DAPs from MRI to

TRUS images. This robustness makes the proposed algorithm a potential

candidate for practical use.

1http://www.miccai2019.org/
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9.2 Future Work

While the thesis contributes to developing a robust MRI-TRUS fusion

method for clinical applications of image-guided prostate procedures, fusion

of high-quality pre-operative MRIs with intra-operative TRUS images

for image-guided prostate intervention is still an open problem. The

computational speeds of the procedures developed in this thesis are fast enough

for practial use. Also, the TRE of the GLTSD-FEM is sufficiently accurate

for procedures where an uncertainty in position estimation of up to 3mm is

clinically acceptable, for example, biopsy or LDR brachytherapy. The current

results are based on manual segmentation prior to automatic fusion. Thus,

we would expect automatic segmentation to increase the error of TRE by a

small degree. In addition to further optimisation of the models developed in

the current research, several interesting areas for future research are:

• A more extensive TRE analysis of a larger set of clinical images is

desirable. The medical partners of this research study at the Alfred

Hospital are currently defining a wider range of visible DAPs on both

MRI and TRUS images as an independent reference for a more definitive

TRE assessment and model validation.

• In Chapter 8, the proposed GLTSD-FEM algorithm work assumes that

both MRI and TRUS images have been fully segmented and their surface

models generated. Since it may be difficult to segment some regions of

the prostate due to either poor contrast or tissue ambiguity, which are

prevalent in TRUS images, obtaining the whole segmented prostate may

not be possible in some cases. An extended analysis of MRI-TRUS fusion

by our method based on partially segmented images would be valuable.
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• To compensate for prostate deformations, a finite element model (FEM)

was created to imitate the biomechanical state of the prostate based

on a homogeneous elasticity assumption. However, other physical

characteristics such as calcification, cysts and tumours within the

prostate may cause inhomogeneous elasticity. The model would be

improved by incorporating these features into the FEM by an appropriate

assignment of the stiffness coefficient for each class by an expert.

Research is currently underway by others to estimate the stiffness

coefficients using elastography, for example [128, 105, 52].

• The registration method presented in this thesis was compared with

two surface-based state-of-the-art approaches. To obtain better insight

into the validity and capability of the GLTSD-FEM algorithm, an

extended comparison is suggested against other approaches which apply a

surface-based MRI-TRUS fusion using different techniques [66, 168, 111].
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M., and Išgum, I. (2019). A deep learning framework for unsupervised
affine and deformable image registration. Medical Image Analysis,
52:128–143.

[41] Dempster, A. P., Laird, N. M., and Rubin, D. B. (1977). Maximum
likelihood from incomplete data via the EM algorithm. Journal of the
Royal Statistical Society. Series B (methodological), pages 1–38.

138



[42] Diaz, K. and Castaneda, B. (2008). Semi-automated segmentation of the
prostate gland boundary in ultrasound images using a machine learning
approach. In Medical Imaging 2008: Image Processing, volume 6914,
page 69144A. International Society for Optics and Photonics.

[43] Dimmen, M., Vlatkovic, L., Hole, K.-H., Nesland, J. M., Brennhovd, B.,
and Axcrona, K. (2012). Transperineal prostate biopsy detects significant
cancer in patients with elevated prostate-specific antigen (PSA)
levels and previous negative transrectal biopsies. BJU International,
110(2b):E69–E75.

[44] Dong, J., Cai, Z., and Du, S. (2016). Improvement of affine iterative
closest point algorithm for partial registration. IET Computer Vision,
11(2):135–144.

[45] Dowling, J. A., Fripp, J., Chandra, S., Pluim, J. P. W., Lambert, J.,
Parker, J., Denham, J., Greer, P. B., and Salvado, O. (2011). Fast
automatic multi-atlas segmentation of the prostate from 3D MR images.
In International Workshop on Prostate Cancer Imaging, pages 10–21.
Springer.

[46] Eppenhof, K. A., Lafarge, M. W., Moeskops, P., Veta, M., and Pluim,
J. P. (2018). Deformable image registration using convolutional neural
networks. In Medical Imaging 2018: Image Processing, volume 10574,
page 105740S. International Society for Optics and Photonics.

[47] Fan, J., Cao, X., Xue, Z., Yap, P.-T., and Shen, D. (2018). Adversarial
similarity network for evaluating image alignment in deep learning based
registration. In International Conference on Medical Image Computing
and Computer-Assisted Intervention, pages 739–746. Springer.

[48] Fan, S., Voon, L. K., and Sing, N. W. (2002). 3D prostate
surface detection from ultrasound images based on level set method.
In International Conference on Medical Image Computing and
Computer-Assisted Intervention, pages 389–396. Springer.

[49] Fedorov, A., Khallaghi, S., Sánchez, C. A., Lasso, A., Fels, S., Tuncali,
K., Sugar, E. N., Kapur, T., Zhang, C., Wells, W., et al. (2015).
Open-source image registration for MRI-TRUS fusion-guided prostate
interventions. International Journal of Computer Assisted Radiology and
Surgery, 10(6):925–934.

[50] Fiard, G., Hohn, N., Descotes, J.-L., Rambeaud, J.-J., Troccaz,
J., and Long, J.-A. (2013). Targeted MRI-guided prostate biopsies
for the detection of prostate cancer: initial clinical experience
with real-time 3-dimensional transrectal ultrasound guidance and
magnetic resonance/transrectal ultrasound image fusion. Urology,
81(6):1372–1378.

139



[51] Flores-Tapia, D., Thomas, G., Venugopal, N., McCurdy, B., and
Pistorius, S. (2008). Semi automatic MRI prostate segmentation based
on wavelet multiscale products. In 2008 30th Annual International
Conference of the IEEE Engineering in Medicine and Biology Society,
pages 3020–3023. IEEE.

[52] Fovargue, D., Kozerke, S., Sinkus, R., and Nordsletten, D. (2018).
Robust MR elastography stiffness quantification using a localized
divergence free finite element reconstruction. Medical Image Analysis,
44:126–142.

[53] Gao, Q., Asthana, A., Tong, T., Hu, Y., Rueckert, D., and Edwards,
P. J. (2014). Hybrid decision forests for prostate segmentation in
multi-channel MR images. In International Conference on Pattern
Recognition (ICPR), pages 3298–3303.

[54] Ghasab, M. A. J., Paplinski, A. P., Betts, J. M., Reynolds, H. M.,
and Haworth, A. (2017). Automatic 3D modelling for prostate cancer
brachytherapy. In Image Processing (ICIP), 2017 IEEE International
Conference on, pages 4452–4456. IEEE.

[55] Ghose, S., Mitra, J., Oliver, A., Mart́ı, R., Lladó, X., Freixenet, J.,
Vilanova, J. C., Sidibé, D., and Meriaudeau, F. (2012a). A random
forest based classification approach to prostate segmentation in MRI.
MICCAI Grand Challenge: Prostate MR Image Segmentation, 2012.

[56] Ghose, S., Oliver, A., Mart́ı, R., Lladó, X., Vilanova, J. C., Freixenet,
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