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Abstract

This thesis details the methods used to create arbitrary complex optical fields using

a phase only spatial light modulator, as well as a novel method for creating holo-

graphic optical elements from these complex optical fields using a photopolymer

known as Bayfol HX. As well as covering the method of creating HOEs, this thesis

outlines all the stages from design to execution required to build an apparatus that

can produce 87Rb Bose–Einstein condesates of 2.2× 106 atoms in just under 10 sec-

onds. There is a focus in this thesis on distilling the relevant information required

to understand and optimise the workings of a Bose–Einstein condensate apparatus

from the literature, and provide both a set of benchmarks for anyone building a new

apparatus, as well as a set of procedures for optimising the production of BECs. In

the final chapter of this thesis I also demonstrate how holographic optical elements

can be used to create a uniform potential for a condensate.

Cover picture: Photograph of the Monash University crest, reconstructed via

a phase-only hologram using our spatial light modulator.
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the RGA during the bakeout on a logarithmic scale. The pressure is seen

to increase by 2 orders of magnitude as the temperature is increased, and

falls approximately exponentially by over an order of magnitude over the

two weeks. On the day we returned from Easter we slightly increased the

temperature further, leading to a small increase in pressure, but there was

also a significant drop in the pressure when we started backing the turbo

pump with a scroll pump. . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.8 RGA scans pre and post bake. a) and b) show measurements of
the partial pressure of gases remaining in the vacuum system made
with a residual gas analyser on the turbo pump that pumped out
the vacuum system, pre and post bake respectively. Clearly after the
bakeout the partial pressures of all the gases have reduced consider-
ably, notably the largest value on the scale of the post bake out scan
is almost an order of magnitude less than on the pre bakeout scan. . 69

4.9 Hyperfine levels of 52S1/2 to 52P3/2 transition. The hyperfine
levels of the 52S1/2 to 52P3/2 transition are shown, as well as the
features that are used in this thesis. Arrow a) indicates the lock
point for the cooling laser, 47 MHz below the F=2 to F’=2/F’=3
crossover, which places the lock point 180 MHz below the F=2 to
F’=3 cycling transition. Arrows b) and c) represent the approximate
detunings used for the MOT cooling light (in both the source and
Science MOT, and close to the value used for the push beam) and
the imaging light. Arrow d) represents the lock point of the repump
laser locked directly to the F=1 to F’=0/F’=1 crossover, placing the
lock 194 MHz below the repump transition, F=1 to F’=2, where the
repump light for the Source and Science MOT (arrow e)) are fixed to. 70

4.10 Saturated absorption signal for the cooling transition. The
Digilock display of the saturated absorption signal (yellow) and re-
sulting error signal (red) used for locking the cooling laser to the
F ′ = 2/F ′ = 3 crossover, indicated by the dotted white lines. . . . . 71
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4.11 Schematic of the cooling and repump laser setup. A schematic
of the cooling and repump laser system at the time of writing. Not
shown are the saturated absorption setups for locking the lasers. The
bottom lefthand side of the image indicates the key, where PBS is
a polarising beam splitter cube typically used combined with a half
wave plate, λ/2 to control the amount of power in a given beam line
or to combine two beams, λ/4 is a quarter wave plate, which combines
with a lens and a mirror to form a cateye retroreflector for the double
passed acousto-optic modulators (AOMs). The thick apertures are
optical shutters, used to extinguish light leakage through the AOMs,
whilst the thin apertures are irises used to remove the undifracted
mode in the double passed AOM configurations. Fiber couplers con-
sist of a half wave plate used to align the axis of polarisation of the
input light to the fast axis of the fiber, an aspheric lens to focus the
light onto the fiber and an x-y mount used to align the fiber mount
with the focussed spot. . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.12 Error signal for the repump transition. An image of an os-
cilloscope displaying the error signal (blue) and saturated absorp-
tion signal (yellow) used to lock the repump laser to the F = 1 to
F ′ = 0/F ′ = 1 crossover transition. The largest feature in the error
signal is used as the lock point . . . . . . . . . . . . . . . . . . . . . 77

4.13 Coil formers. The interlocking coil former design, made from 3 mm
PVC to prevent eddy currents persisting after the coils are switched
off. The coil former design ensures the alignment and relative po-
sition of the coils with respect to one another, and allows for easy
construction about the science cell. . . . . . . . . . . . . . . . . . . . 84

4.14 Unipolar Magneato schematic. A schematic of a unipolar Mag-
neato circuit used to control the current through the quadrupole coils.
Shaded in green in the sensing circuit, used to sense how much cur-
rent is passing through the coil and convert it to a voltage. Shaded
in red is the control circuit, used to buffer the input control signal,
preventing feedback into the NI card. Shaded in blue is the compar-
sion circuit used to compare the signals from the control and sense
circuits, and provide a control signal to the IGBT used to modulate
the current through the quadrupole coil. . . . . . . . . . . . . . . . 86
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4.15 Simetrix simulations of the current switching for the catch
a), b) and c) show the effect of changing the resistor, R5, in the
Magneato driver on the resultant catch current. For values of R5 that
are too low, a), some ringing is present as the system is underdamped,
for values that are too large, c), the driver can go into oscillation,
whilst for a small range of values, b), the system will be close to
critically damped and will perform optimally. All simulations show
some ringing when suddenly switched off, however, these oscillations
are damped by a diode placed across the coil, not included in the
simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.16 Quadrupole Magneato simulations a) A Simetrix simulation of
the current through the quadrupole coil when suddenly switched on
after 5 ms to the catch current value (40 A). b) A Simetrix sim-
ulation of the transconductance of the Magneato optimised for the
Quadrupole coils. The control voltage is linearly ramped from 0 to
10 V over 100 ms, before being held constant for 10 ms and finally
being linearly ramped back down to 0 V. The current through the
quadrupole coil clearly follows the voltage linearly, however, there is
a slight lag initially, this is not observed experimentally. . . . . . . . 90

4.17 Shutter control circuit. The designed PCB circuit board used to
switch between digital (TTL) control of the shutters, and manual
on/off mode for diagnosis of problems. This board was designed to
be mounted directly to the front panel of a 2RU box via the DPDT
switches, and also switches the state of two LEDs to allow the user
to know whether the shutters are under manual or TTL control, and
whether they are on or off. . . . . . . . . . . . . . . . . . . . . . . . . 95

5.1 Force in optical molasses The force upon an atom due to a pair of
low intensity counter propagating plane waves detuned half a linewidth
below resonance. The dashed lines indicate the force arising from the
two plane waves independently, whilst the solid line indicates the re-
sultant force. There is a clear linear region near v = 0, which is
utilised for laser cooling. Reproduced from ref. [5]. . . . . . . . . . . 100
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5.2 Representation of the drunkards walk A representation of the
drunkards walk and how it can lead to cooling in a MOT. On the
left hand side we see the effect of a single absorption/spontaneous
emission event. The atom initially absorbs a photon from the MOT
laser (red headed arrow) which reduces the atoms velocity, and then
undergoes spontaneous emission and re-emits the photon in a random
direction (blue headed arrow). The right hand side shows how under-
going this process multiple times reduces the atoms initial velocity to
some finite velocity. The two concentric circles are representative of
the capture velocity (larger circle), vc, determined by the MOT pa-
rameters, and the minimum velocity (small circle) of the atom, whilst
the coloured circles represent atoms undergoing multiple absorption
re-emission events as they are cooled. Note that once the atoms are
within the smaller circle they can still undergo absorption re-emission
cycles, these determine the minimum temperature of the MOT. . . . 108

5.3 Schematic of a pure 2D MOT A schematic of a pure 2D MOT
including the rectangular cuvette, the four racetrack MOT coils re-
quired to produce the line of field zero in the centre of the chamber,
the MOT beams with their respective polarisations as well as the
differential pumping tube is shown. The probe-laser, plug-laser and
photodiode (PD) were not utilised. Reproduced from reference [6]. . 113

5.4 2D MOT dependencies. a) Capture velocity of a 2D MOT.
The dependence of the capture velocity of the pure 2D MOT upon the
intensity per MOT beam is shown, Schoser et al.[6] saw a saturation
of the capture velocity, and thus a saturation of the load rate, for
intensities on the order of 17 mW cm−2. b) Velocity dependence
on MOT beam length. Shown above is the dependence of the
velocity distribution of the cold atomic beam emerging from the 2D
MOT on the MOT beam length. With longer MOT beams the cooling
volume is extended and thus atoms with larger axial velocities can
be cooled, leading to an increase in the peak axial velocity of the
distribution. Circles indicate measured data whilst squares are the
results of a model. c) Flux dependence on MOT beam length.
The dependence of the flux of the 2D MOT on the length of the MOT
beams, there is a clear almost linear dependence of the flux on the
length of the MOT beams. The squares show the theoretical values
whilst the circles show the measured data. All figures reproduced
from ref. [6]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
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5.5 Graphical representation of polarisation gradient cooling A
graphical representation of how polarisation gradient cooling occurs.
Along the x-axis the polarisation of light is shown to vary over the
course of half a wavelength, reresented by the red arrows, from ini-
tially linearly polarised, through to circularly polarised, back to lin-
early polarised and finally circularly polarised but of the opposite
handedness. The atom is represented by the coloured circle, with
the colour indicating the magnetic substate the atom is in, either
mf = 1/2 (blue) or mf = −1/2 (red), and the red and blue curves de-
pict how the light shifts of the different substates varies as a function
of the polarisation. An atom initially in mf = 1/2 moving along the
x-axis climbs the potential hill that arises due to the spatially varying
polarisation before being optically pumped into the mf = −1/2 and
the process repeating until the atom no longer has enough kinetic
energy to climb the potential hill. . . . . . . . . . . . . . . . . . . . . 121

5.6 PGC temperature dependence on magnetic fields The exper-
imental results of Lett et al., in which they demonstrate how the
minimum temperature achieved by PGC shows a strong dependence
upon external magnetic fields. Two different sets of measurements at
different powers are shown. Reproduced from ref. [5] . . . . . . . . . 125

5.7 Light induced atomic desorption An image of the source cham-
ber whilst illuminated by UV LEDs to perform light induced atomic
desorption. When the pressure in the source chamber is low enough
LIAD can provide up to a factor of 20 increase in the load rate of the
3D MOT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

5.8 2D MOT optimisation The measured peak fluorescence count of
the Science MOT after 3 seconds of loading from the Source MOT
while scanning three different parameters; a) the current in the bot-
tom source coil, b) the current in the source coil on the south side of
the chamber and c) the detuning of the 2D MOT below resonance.
Clearly there is an optimum value for the current through each coil
that, when viewed with a camera along the length of the Source MOT,
coincides with the 2D MOT aligning with the hole in the differential
pumping tube, whilst there is also a clear optimal detuning for the
load rate, which is ≈ 13 MHz below resonance. . . . . . . . . . . . . 135

5.9 2D MOT image. a) A 2.37 ms exposure taken of the Source MOT,
looking along its length. Above the fluorescence of the 2D MOT, scat-
tered light off the differential pumping tube from the vertical MOT
beam can be seen. b) A vertical (top) and horizontal (bottom) lineout
taken through the centre of the 2D MOT. . . . . . . . . . . . . . . . 137
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5.10 Push beam optimisation. a) and b) show the peak fluorescence
from an image of the MOT, used as a metric for the load rate, as a
function of the detuning below and above resonance (positive numbers
indicate below) of the push beam, as well as a function of beam power.
The colour coding of the 2D graphs are shown to the right of each,
respectively. Note that the integrated fluorescence for the red detuned
cases is approximately 3 times larger than for the blue detuned case. 138

5.11 3D MOT optimisation. a) and b) show the Science MOT fluo-
rescence as a function of the control voltage applied to the bias coils
Magneato in the Z (along gravity) and Y (along the optical axis for
side imaging) directions respectively, which determine the location of
the quadrupole field zero, and hence the centre of the MOT. Each
has a clear optimal value for the load rate. c) The MOT fluorescence
measured for different detunings of the cooling light below resonance,
and values of the quadrupole gradient. . . . . . . . . . . . . . . . . . 140

5.12 Loading of, and the final 3D MOT. a) A fluorescence image of
the MOT when fully loaded, taken with the optimal parameters found
in the optimisation procedure. It also shows two attempted Gaussian
fits to the data, resulting in widths of 2.6 mm and 1.35 mm in the
horizontal and vertical directions, however, the MOT clearly has an
irregular shape thus these are only rough indicators of size. b) The
measured fluorescence signal from the MOT while the MOT loads,
the signal saturates to its maximal value in just under 4 seconds. . . 141

5.13 MOT Thermometry. Thermometry of the MOT once fully loaded,
with data taken over the first 0.5-7 ms. The vertical axis shows the
width of the cloud squared, whilst the horizontal axis shows the time
squared, with the resultant temperature of 700 µK found from the
gradient of the fitted lines (shown). . . . . . . . . . . . . . . . . . . 142

5.14 3D MOT loading movement a), b) and c) show the 3D MOT
at three sequential times during its loading. As the MOT loads the
beam imbalance caused by the atoms casting a shadow in the MOT
beams pushes the MOT back towards the centre of the cell. . . . . . 143

5.15 CMOT gradient optimisation. a) The dependence of the width
of the resulting compressed MOT on the magnetic field gradient. A
clear minimum in width occurs for gradients of 80-90 Gcm−1. This
data was taken after compressing the gradient over 200 ms. b) The
integrated fluorescence from the MOT for the same set of experiments
as in a) is shown, used as a metric for the atom number. This data
clearly shows that whilst the width is decreasing the integrated fluo-
rescence is increasing, indicating that the spatial density is increasing
and is not being limited by other loss mechanisms. . . . . . . . . . . 144
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5.16 CMOT detuning optimisation. a) and b) show the dependence
of the width of final compressed MOT on the detuning of the cooling
and repumping light, respectively. Each dataset was taken with the
quadrupole gradient set to 85 Gcm−1. Each has clear optimal values
for minimising the width of the cloud, and the peak fluorescence for
the two data sets shows the expected inverse relationship, being near
a peak when the width is minimised. A 2D scan of the detuning of
both the repump and cooling light was also performed which showed
that each parameter showed little dependency upon the other. . . . . 146

5.17 In-situ fluorescence image of the resulting CMOT. The com-
pressed MOT in situ after the compression sequence. Clearly the
MOT now has a more regular Gaussian form with the displayed fits
to the line outs fitting the data quite well, indicating waists of 1.3
mm and 0.68 mm in the horizontal and vertical directions respectively.147

5.18 CMOT thermometry. a) Thermometry performed on the CMOT
from 0.5ms to 30ms of expansion. The data is clearly not linear, b)
and c) Temperature fits to the short (0.5-7ms) and long (7-30ms)
drop time data. The short drop time data has a temperature found
to be quite close to the MOT temperature, whereas the long drop
time data indicates that sub-Doppler cooling is occuring in the centre
of the CMOT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

5.19 Optimisation of polarisation gradient cooling. a) Fluorescence
as a function of Z bias control voltage. Note the very small range
of control voltages (≈ 10 mV), outside this range no atoms were
observed after 500 ms of PGC. b) Cloud width after a 20 ms drop as
a function of detuning and intensity. c) Peak fluorescence after PGC
as a function of repump intensity and detuning. d) Peak fluorescence
as a function of PGC time and detuning . . . . . . . . . . . . . . . . 149

5.20 PGC Thermometry. Thermometry for the PGC cooled cloud for
drop times in the range of 0-30ms. The data is much closer to a linear
trend than the thermometry performed on the CMOT, indicating that
nearly all the atoms are cooled to this final temperature and thus the
two component nature of the cloud has been removed. . . . . . . . . 151

5.21 Runviewer trace of the laser cooling process A trace of relevant
parameters that change during the laser cooling process is shown.
The included parameters, from top to bottom, are the control voltage
applied to the quadrupole coils Magneato driver, the RF frequency
applied to the science repump AOM and the RF frequency applied to
the Science MOT cooling AOM. . . . . . . . . . . . . . . . . . . . . . 152
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6.1 Forced evaporation efficiency and runaway evaporation de-
pendence on the potential and ratio of good to bad collisions.
a) shows the dependence of the efficiency of the evaporation, charac-
terised by γ, upon the depth at which the distribution is truncated,
ηkBT for a 3D harmonic potential (solid lines) and a 3D linear po-
tential (dashed lines) for 3 different ratios of good to bad collision,
R, 5000, 1000 and 200 respectively from the upper to lower sets of
lines. From comparison of the curves, at a given value of R, the peak
efficiency in the parabolic trap is always greater than in the linear
trap, and peak efficiency increases with increasing R, as expected. b)
shows how the minimum ratio of good to bad collisions, R, required
to achieve runaway evaporation varies as a function of the truncation
parameter for a parabolic potential (solid lines) and a linear potential
(dotted lines). a) and b) were both altered from Reference. [7]. . . . 163

6.2 Graphical representation of RF evaporation. A graphical rep-
resentation of how RF evaporation occurs in a quadrupole potential.
The top part of the figure shows how the velocity distribution changes
through the three times considered, before evaporation, during evap-
oration and after thermalisation, whilst below a graphical interpreta-
tion of the process is shown. In the representation atoms are shown as
coloured circles with the colour indicating the kinetic energy the atom
has, and the potential is drawn as a black curve, with the potential
seen by the (F = 1,mf = −1), (F = 1,mf = 0) and (F = 1,mf = 1)
indicated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

6.3 Mode-matching a hybrid trap. Top shown above are the cal-
culated trap volumes in the hybrid trap as a function of cloud tem-
perature for a range of different field gradients, given in Tm−1, the
dashed lines indicate the trap volumes in the dipole and quadrupole
traps alone. Bottom The bottom figure shows how the entropy per
particle changes with temperature in the hybrid trap (solid lines) and
quadrupole only trap (dashed lines). Reproduced from reference [8] . 183

6.4 Optimisation of the catch. a) Peak fluorescence from the magnetic
trap as a function of the Z bias control voltage, clearly more atoms are
caught as the bias increases until it reaches a peak at approximately
3 V. Interestingly this corresponds to a magnetic trap position above
the initial cloud. b), c), d) Cloud width measured after a 30 ms drop
once the atoms have been allowed to thermalise in the magnetic trap
as a function of the bias coils control voltages. This is the metric
used to optimise the magnetic trap catch. There is a clear minimum
for each bias coil, however, over the ranges investigated, there is only
minimal heating seen, at most a 20% increase in the width occurred
for the Z bias coil scan. . . . . . . . . . . . . . . . . . . . . . . . . . 187
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6.5 Uncompressed magnetic trap thermometry and measured
coil response a) shows the measured response of the quadrupole
coil and Z bias coil during the CMOT stage, PGC and the catch.
There is clearly an overshoot of about 15% as the quadrupole coils
are suddenly ramped on, but I find this has little effect upon the
resulting temperature of the atoms. b) Thermometry performed on
the uncompressed magnetic trap, 5 seconds after catching the atoms
to allow for adequate thermalisation. . . . . . . . . . . . . . . . . . 191

6.6 Adiabatic movement and compression of the magnetic trap.
a) shows how the position of the atoms in the quadrupole field moves
as the trap is decompressed for a range of different control voltages
for the Z-bias coil. This data is used to minimise the movement of
the quadrupole trap whilst loading the hybrid trap. b) and c) show
the dependence of the width of the ballistically expanded cloud on
the time over which the magnetic trap is moved and compressed,
respectively. Clearly there is a stronger dependence upon the time
over which the cloud is moved as opposed to the time over which it is
compressed, with the data showing a maximal 50% and 5% increase,
respectively. This data was used to determine the rate at which the
cloud could be moved and compressed that ensured the cloud did not
significantly heat. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

6.7 Characterising the quadrupole trap gradient and lifetime. a)
The measurement used to calibrate the field gradient as a function
of current for the quadrupole coils. The data shows the mean fit-
ted position of a cold cloud of atoms for a range of drop times from
10-100 ms, for three different control voltages. The largest variation
in position is only 1 pixel 4.5 µm over the range of drop times inves-
tigated, suggesting a cancellation of gravity on the order of 1 part
in 104. b) The fluorescence from the magnetic trap, measured after
a 0.5 ms drop using light detuned 20 MHz below resonance, decays
as a function of time in the magnetic trap, a reasonable fit to the
data (solid line) indicates a lifetime on the order of 73 seconds, this
is indicative of a close to vacuum limited lifetime. . . . . . . . . . . . 196

6.8 RF Antenna and forced evaporation a) The RF antenna, formed
by two loops of round 2 mm enamelled copper wire wound about a
65 mm circular former. b) To find the initial RF frequency used for
evaporation the RF is held on at a constant frequency for 2 seconds
and the atom number is measured. . . . . . . . . . . . . . . . . . . . 198

6.9 Dipole setup schematic A schematic of the optical setup used to
generate the optical dipole beam used for hybrid trapping and evap-
oration (left hand side) and the sheet trap (right hand side) used
for axial confinement of the atoms for later experiments. All optical
elements are as in the cooling and repump laser schematics. . . . . . 200
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6.10 Finding the dipole beam An absorption image showing how the
dipole beam is found through allowing ballistic expansion of the com-
pressed magnetic trap to expand the volume of the cloud whilst keep-
ing the dipole beam on to capture the atoms that are cold enough
showing the location of the beam. . . . . . . . . . . . . . . . . . . . . 202

6.11 Optimisation of dipole location a) and b) show the dependence of
the number of atoms loaded into the hybrid trap upon the position of
the dipole beam. In both a) and b) there is a clear dip in the number
of loaded atoms that arises from precise alignment of the dipole trap
with the field zero, greatly increasing the Majorana loss rate. The
red dots indicate the position the dipole beam was left at. In a), the
horizontal position is scanned whilst the vertical position is fixed at
the location of the field zero, and similarly for b) the vertical position
is scanned whilst the horizontal position is fixed at the location of the
field zero. c) shows the measured temperature of the atoms in the
hybrid trap. As the temperature in the hybrid trap is set by the depth
of the dipole trap, translating the lens to maximise the temperature
thus maximises the depth at the field zero and thus places the focus
at the atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

6.12 Hybrid load dependence upon dipole power a) and b) show
how the number of atoms loaded into the hybrid trap and the waist
of the cloud after a 25 ms drop time, used as a proxy for temperature,
depends upon the power in the dipole beam. a) shows a clear increase
in number as a function of power until it reaches a value of 0.62, after
which it decreases, the decrease is thought to be attributable to an
increase in 3 body losses caused by the increased density. b) shows a
monotonic increase with laser power as expected. . . . . . . . . . . 206

6.13 Hybrid trap frequency measurements a) and b) shows for 2 dif-
ferent dipole powers the measured (dots) mean position in the vertical
direction of a cloud of cold atoms in the hybrid trap after displacing
the atoms a small amount from the trap centre, waiting a variable
amount of time indicated by the horizontal axis, and then allowing
them to ballistically expand for 25 ms. There is a clear sinusoidal
sloshing motion of the atoms, the frequency of which is equal to the
trap frequency. Solid curves are decaying sinusoidal fits to the data.
c) shows the measurement of the trapping frequencies of the hybrid
trap using parametric resonance, there is a clear decrease in atom
number when the frequency of modulation is twice that measured us-
ing the sloshing motion, but the decrease is very wide in frequency
space. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
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6.14 Hybrid trap lifetime a) shows the atom number decay as a function
of time, there is a faster then exponential initial decay. The data in b)
shows the variation in the waist of the cloud for the same experiments
as in a), and show that the waist of the cloud decreases as a function of
time indicating some ‘plain evaporation’ occurs. Thermometry after
a 7 second hold agrees with this. . . . . . . . . . . . . . . . . . . . . 210

6.15 Optimal evaporation in the hybrid trap. a) and b) show how
evaporation in the hybrid trap occurs. In a) the evaporation ramp is
faster than the optimal rate, leading to evaporation occuring only in
one dimension, along gravity, whereas in b) evaporation is occuring
at the optimal rate, and atoms are seen to evaporate in 3-directions,
along the length of the dipole beam as well as along gravity. . . . . . 211

6.16 First sign of condensation. Shown are the very first signs of con-
densation occurring at the end of the 3rd evaporation ramp, indicated
by the peaked centre of the cloud, the first signs of a bimodal distri-
bution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

6.17 Emergence of bi-modality a), b), c) and d) show the emergence
of a bimodal distribution in time of flight as the final dipole power
is lowered. As the power is lowered the fraction of thermal atoms
reduces whilst the condensate fraction increases, although this is dif-
ficult to see at this relatively short drop time (35 ms) as the OD
becomes very large. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

6.18 Final BEC and PSD versus N a) shows the final condensate
after 100 ms of ballistic expansion. A Thomas-Fermi and Gaussian
fit to the data indicate a 90% pure condensate with ≈ 2.2 × 106

atoms, produced in just under 10 seconds. b) shows how the phase
space density and temperature varies as a function of atom number
during forced evaporation in the magnetic trap and the hybrid trap,
the different stages being indicated by the dotted lines. All axes are
logarithmic, with the horizontal axis indicating the atom number, the
left hand side vertical axis the phase space density, and the right hand
vertical axis the temperature. The data shows an almost linear trend
throughout the entire process, with an average evaporation efficiency
of γ = 3, indicated by the dashed line. . . . . . . . . . . . . . . . . 215
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6.19 Final BEC characterisation a) shows the result of modulating the
dipole beam potential for 1 second with a 2% modulation at various
frequencies. Only one clear resonance was observed at 29 Hz, which
coincides with the trap frequency as measured by a dipole mode oscil-
lation measurement. b) shows the voltage measured by a photodiode
used to monitor the MOT fluorescence during an experiment. The
first 2 seconds show an increase in fluorescence as the MOT loads
before suddenly switching off during the PGC stage. After a few
hundred milli-seconds the Hybrid dipole beam is switched on and the
scatter from the beam is picked up by the photodiode. From ≈6.5 s
to 9.5 s the power in the dipole beam is seen to ramp down as hy-
brid evaporation occurs, followed by two pulses that correspond to
the imaging beam switching on for absorption imaging. . . . . . . . 216

7.1 Interaction of photons with atoms A, B and C show the three
types of interactions phtons have with an atom. In A, the absorption
of a photon by an atom is shown, exciting the electron in the atom
into a higher orbital. B shows the process of spontaneous emission
of photons as an atom in an excited state decays to its ground state.
C shows how the phase of a photon as it passes through an atom is
shifted with respect to a photon passing through vacuum. . . . . . . 221

7.2 Generalised imaging scheme A generalised imaging schemeis shown
above. A probe beam is shown to be incident on the atoms from the
left hand side (red arrows), which scatter some of the light (blue ar-
rows). These photons are then captured with a lens and reimaged
onto the camera using a 4f configuration. In the fourier plane of the
first lens, a grey box represents either an amplitude (t) or phase (φ)
modulating element. In the case of standard absorption imaging, the
element is such that (t,φ)=(1,0), in the case of darkground imaging
(t,φ)=(0,0) and in the case of phase imaging typically (t,φ)=(1,π/2). 223

7.3 Side imaging calibration A calibration of the effective side imaging
camera pixel size is shown above, performed by dropping a cold cloud
for various different drop times, and fitting the displacement along
the vertical axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

7.4 Taking an absorption image a), b) and c) show the images cap-
tured and used to extract the optical density of a cloud via absorption
imaging, with d) showing the resulting optical density of the cloud.
a) shows the first frame taken, the ‘atom’ frame, in which the atoms
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Chapter1
Introduction

Bose Einstein condensates (BECs) of weakly interacting, dilute gases are a relatively

new phase of matter, with their first observation in 1995. A coherent, macroscopic

sample of atoms, such as BECs, are the atomic analogues of lasers, with atoms

replacing photons, and have allowed a range of new physics to be investigated.

Since their first realisation there has been a flurry of research, as a large range of

possibilities have opened up.

From a fundamental physics point of view, BECs allow quantum mechanics to be

studied on a macroscopic scale, with recent demonstrations of matter-wave interfer-

ence of wave-packets separated by up to 54 cm over 1 second[9]. The macroscopic

size of a BEC allows almost complete control of the system experimentally, as the

relevant time and length scales for condensates are all within experimentally achiev-

able means, with timescales on the order of µs to ms, and length scales on the order

of µm to mm. This has given physicists a quantum system in which the potential,

typically formed from magnetic or optical fields, can be dynamically manipulated

on a local scale, and the results of these changes be observed, providing a testbed

for a range of physics. This ability to manipulate BECs has improved our ability

to study a range of other quantum systems, as the physics of BECs is analagous to

a range of other physical systems which do not have such a high degree of control,

thus through studying the behaviour of a BEC as its potential is manipulated we

can also study how analogous systems behave.

In a similarly recent amount of time our ability to control optical fields has increased

an enormous amount, with the advent of spatial light modulators (SLMs) and digital

1
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micromirror devices (DMDs) allowing us high resolution control over both the phase

and amplitude of the optical field. As far off-resonant optical fields can provide

a potential in which BECs can be confined, this increased ability to manipulate

light provides a promising avenue for studying condensates in a range of different

potentials.

1.1 Structured potentials for cold atoms

The first demonstration of optical fields used to trap and manipulate particles was by

Arthur Ashkin in 1969[10], where he demonstrated that a focussed laser beam could

be used to trap and accelerate micron sized particles. This work led to him showing

that structured optical fields could be used to manipulate viruses and bacteria[11],

opening up new pathways in biology for the study of these systems. Later, he also

demonstrated the first use of the optical dipole force to trap sodium atoms[12],

opening up an entire new path to achieving condensation, and the ability to confine

atoms non-magneticaly. This demonstration of the uses of structured optical fields

in such a wide range of disciplines eventually lead to him receiving a Nobel prize in

2018. Before Ashkin could realise the potential of structured optical fields the laser

had to be invented, as well as the laser cooling of neutral atoms for trapping neutral

atoms. This is due to the very small momentum a single photon carries, and the

very weak coupling between neutral atoms and the electromagnetic fields, thus to

manipulate and trap particles extremely high intensities of light are required, and

atoms of extremely low thermal kinetic energy are required.

The optical dipole potential arises from the interaction of an atomic dipole moment

with light far detuned from resonance. This interaction is very weak compared to

other interactions used to capture atoms, such as near resonant radiation pressure

traps, magnetic traps or electrostatic traps, this makes the traps very weak. One key

benefit of optical dipole traps however is that the optical excitation can be kept very

low, with the trapping force arising from the dispersive interaction of the induced

dipole moment with the light field, as opposed to it arising from the absorption of

photons.

For an atom interacting with a far detuned optical field, detuned by an amount ∆

from resonance ω0, it can be shown that the potential the atom sees is given by[13]

Udip(r) =
3πc2

2ω3
0

Γ

∆
I(r) (1.1)
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where Γ is the excited state linewidth, which determines the rate at which photons

can be scattered. The dipole force arises from the gradient of this potential, and

is thus a conservative force, which is clearly proportional to the gradient of the

intensity and inversely proportional to the detuning.

There are two important consequences of equation. 1.1. The first is that as the

potential is proportional to the intensity of the light. This implies we can structure

the potential seen by our atoms if we can structure the intensity of the optical field.

The second important consequence arises from the dependence on the detuning of

the light. As we can detune our light both above and below resonance, the detuning

can thus have both positive and negative values, implying that we can create both

attractive and repulsive potentials by choosing the frequency of the optical field

correctly.

1.1.1 Structuring light

For millennia humankind has attempted to structure optical fields for useful pur-

poses, the most obvious example of which are lenses, which have been used to trans-

form optical fields by focussing the light, creating an image that can then be viewed

with magnification. Until recently we have been quite limited in the range of optical

fields we can produce however, as objects that manipulate the phase or amplitude

of an optical field have mostly been limited by our ability to machine materials that

will act as phase or amplitude objects, typically leading to spatial resolutions on

the order of 10’s of microns, and prototyping with these methods is time consuming

and expensive. As well as limitations to the manufacturing of these elements, the

ability to simulate the effect that these objects have upon an optical field are typi-

cally computationally expensive, requiring ray tracing of a great number of rays to

adequately simulate the effect the object has upon the optical field,.

Recently though, with the advent of the spatial light modulator (SLM) and the dig-

ital micromirror device (DMD), we have gained the ability to spatially manipulate,

with high resolution, both the phase and amplitude of an optical field in real time.

This has greatly reduced the cost in both time and money of producing optical fil-

ters, as it has allowed the rapid prototyping of different phase and amplitude filters

inexpensively, allowing optical filters that generate arbitrary complex optical fields

to be quickly realised. This ability to create arbitrary 3-dimensional patterns has

been furthered through a number of computational efforts in holography. Techniques
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have now been developed that can manipulate both the phase and amplitude of an

optical field with a single phase or amplitude only hologram[14][1], useful when a

known 3-dimensional optical field is to be generated, but these can suffer from low

efficiency in their use of light. Methods which create arbitrary 2-dimensional am-

plitude patterns from a single phase element in the far-field[15][16] have shown high

efficiency in their use of light when patterns are confined to a plane, whilst other

techniques have allowed the independent control of both the phase and amplitude

along curves in 3-dimensional space using phase only filters[17][18].

Using these advances in both the ability to manipulate optical fields in real time

as well as the computational efforts in holography we can thus, almost arbitrarily,

structure the potential that atoms see in an optical dipole trap.

1.1.2 The uses of structured light

Arguably one of the most beautiful theorems in physics is Noether’s theorem[19],

which states that with every symmetry of a system there is a corresponding conser-

vation law; for example the homogeneity of space leads to the conservation of linear

momentum whilst the isotropy of space leads to the conservation of angular mo-

mentum. The homogeneity and isotropy of the geometry of space thus determines

key conservation laws that must be obeyed by the physics of the system. This is

one example of how the geometry of a system plays a large role in the physics the

system displays.

Another clear example of how the geometries of a system affects the resulting physics

is that of either a particle in a uniform box compared to a particle in a harmonic

potential. In the case of a particle in a box, the energy of the nth level is proportional

to n2, whereas in a harmonic oscillator they are proportional to n and are thus

equidistantly spaced. Thus the energy spectrum of these two cases is clearly different,

indicating that a BEC confined in these different potentials would have different

excitation spectra. As atoms can be manipulated with light, structured optical fields

can thus tailor the geometry of our cold atom systems allowing different geometries

to be realised, allowing the study of new and interesting physics.

A key paper that motivated the work during my candidature was produced by

A. Groszek et al.[20], in which they theoretically investigated the dynamics of an

initially random distribution of quantised vortices in a highly oblate BEC in two

different potentials, a harmonic potential and a uniform potential approximated by
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a power law potential. Through their computations they saw the formation of large

scale vortex clusters, known as Onsager vortex clusters, in the uniform potential,

but no evidence of clusters in the harmonic potential. They attributed this as arising

due to the energy of the vortex configurations, which depends upon the local density

of the atoms in the trap and thus depends upon the confining potential.

The direct observation of the formation of Onsager clustering in a 2-dimensional

system has been a goal for many years, as it provides evidence for the realisation

of an inverse energy cascade. In the inverse energy cascade energy flows from small

length scales to large length scales, from a disordered array of vortices with minimal

net flow through to a cluster of vortices about which there is a large net flow. This is

is contrast to the usual direct energy cascade in 3D systems where energy flows from

large lengths to small lengths before being dissipated. Experimental observation

and the theoretical study[21][22][23] of the inverse energy cascade in an enormous

range of systems, from very small scale systems such as superfluid helium[24], ev-

eryday systems such as soap films[25] through to some of the largest systems[26],

has generated a large amount of interest in recent years and thus creating a uniform

potential to attempt to demonstrate this phenomenon is one of the key aims of this

thesis.

Structured potentials have played a large role in studying a range of other phenomena

using ultracold gases. One example is that of a uniform potential as when one

wants to use cold atoms to study condensed matter physics. Cold atoms have

found a niche within the condensed matter community, as the physics is typically

analogous to condensed matter systems, however the cold atom system itself is much

more controllable. However conventional condensed matter systems are uniform in

density whereas condensates adopt the shape of the potential in which they are

confined, and thus are typically not uniform in density. Methods have been made

to circumvent this issue, such as by making local density approximations[27], or by

only probing a small portion of the cloud[28], however these methods are limiting

when studying critical phenomena where the correlation length diverges[29][30]. By

using a uniform potential a uniform system of cold atoms can be produced and these

problems removed, making the condensate a better test bed for understanding the

physics.

Other examples of the use of the physics that can be studied using structured op-

tical potentials such as optical lattices includes; many body physics in periodic

potentials, or with reduced dimensionality[31], the Berezinskii-Kosterlitz-Thouless

crossover[32], classical magnetism[33] as well as the phase transition from a su-
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perfluid to a Mott insulator[34]. Two dimensional structured potentials have also

played important roles in cold atom experiments such as in atomtronic circuits

where cold atoms are confined to different potentials to make analogs of electri-

cal circuits[35], ring traps, where persistent currents have been observed and the

equivalent of a Josephson junction has been made[36] as well as the quantised de-

cay of vortices observed[37] and double well potentials, used to demonstrate an

atom interferometer[38]. Three dimensional structured potentials have played sim-

ilarly important roles in cold atom experiments, having been used to demonstrate

Anderson localisation in three dimensions, using disordered potentials[39] as well

as creating as exotic structures as the Eiffel tower or atoms trapped in knotted

configurations[40], demonstrating unprecedented control of the potential of cold

atom systems.

Reference. [41] provides an overview of the use of structured fields in a range of

other areas of physics, from its uses in microscopy and metrology through to both

classical and quantum optical communications. Structured light currently plays a

large role in a range of different areas of physics, and with increasing accessibility

to the ability to arbitrarily structure light at a reduced cost, the use of structured

light throughout different areas of science will likely only grow.

1.1.3 Holographically generated structured optical fields

Although there are a number of methods by which one can generate an arbitrary

complex optical field via an SLM or DMD, these methods have a number of draw-

backs. One common problem is the efficient use of the light available, with DMD’s

and SLMs suffering from the pixellated nature of the device, with dead space be-

tween pixels absorbing the incident light and the regular pixellated pattern of the

device generating a large number of diffracted orders, much like a grating, which

reduces the efficiency1. These reductions in efficiency also reduce the overall power

that can be used to manipulate atoms, as damage thresholds for these devices are

typically on the order of a few W cm−2 for an SLM, and slightly higher at a few tens

of W cm−2 for a DMD. Alternatively, fabrication of optical elements from glass or

plastics, or the nanofabrication of diffraction gratings can circumvent these efficiency

problems, however prototyping is expensive and time consuming.

In this thesis I present an alternative solution, combining the versatility of an SLM

1These problems can be reduced, but not eliminated, by purchasing better engineered devices,
but this leads to costs on the order of $50k



1.1. Structured potentials for cold atoms 7

(or alternatively a DMD could be used) with the high efficiency that a volume

diffraction grating can provide. To achieve this I first utilise an SLM to generate the

desired optical field, and then record this optical field holographically, by interfering

it with a Gaussian beam, into a relatively new inexpensive photopolymer, Bayfol

HX[42]. This new photopolymer can achieve large refractive index modulations,

δn > 0.03, and is thick (≈ 16µm), allowing volume holograms to be recorded which

can achieve diffraction efficiencies greater than 98%. The other key benefit of this

film is that it is designed for mass production, with the ability of contact copying,

and recording and subsequent production of the hologram is all optical, making it

incredibly simple to work with.

The recorded hologram can then be used to generate the desired optical field by

simply diffracting a Gaussian beam off the hologram, resulting in the desired optical

field, but does not have the inefficiencies associated with the pixellated nature of an

SLM or DMD as these can be spatially filtered before recording the hologram. This

method of generating a desired optical field via an SLM and recording it in a holo-

gram which can subsequently recreate the optical field has an immense benefit to a

range of applications of structured optical fields, as it allows rapid prototyping, fol-

lowed by inexpensive production of an optical element that can produce the desired

optical field2. Not only does this method reduce the cost in the optical elements

required to generate the desired optical fields, it also reduces the number of optical

elements required, with a single hologram replacing a number of lenses required for

beam expansion to fill the SLM or DMD and the subsequent spatial filtering of the

mode to remove the effects of pixellation, both saving cost, time in alignment, and

the ever valuable ‘real estate’ of an experiment. These holograms could thus replace

SLMs or DMDs wherever static structured fields are required and would find their

greatest use in the commercialisation of ultracold atom research.

Although the field of cold atoms has now been around for several decades, the com-

mercialisation of the research is still in its infancy, however the precision measure-

ments that cold atoms have made as gravimeters[43][44], gyroscopes[45][46], inertial

sensors[47][48], magnetometers[49] and pressure sensors[50] are very promising indi-

cations that compact cold atom sensors could provide the next generation of com-

mercialised precision sensors. Our holograms would find their application in two key

areas of this commercialisation; in the creation of the cold atom samples, and in the

final optical traps which may be used.

2A 1 cm2 piece of photopolymer costs ≈10 cents
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As already noted by others[51], one issue that arises with commercialising a cold

atom apparatus is the large size of the apparatus required, partially due to the

magneto-optical trap (MOT) that requires 4+ beams to be accurately aligned. Meth-

ods have been developed to decrease the size required, the most popular method

being to generate all the required beams from one beam and typically are either

reflective[52][53][54] or diffractive[51][55][56]. Use of our method to generate holo-

grams to shape one beam into multiple would fall under the category of a grating

MOT, one generated via diffraction, however the use of the SLM to generate the

beams would allow the MOT to be rapidly optimised for any given conditions, remov-

ing the time and cost associated with prototyping with nanofabricated structures.

In terms of the final optical traps used there is a huge list of possible applica-

tions, including; generating ring traps used for rotational sensing[57] or large area

atom interferometers[58], confining atoms to hollow beam blue-detuned traps al-

lowing longer interogation times and reduced pertubations[59][60][61], double well

potentials for atom interferomety[38], and spatially periodic lattices for improved

measurements of gravity[62], as well as the ability to generate arrays of the above

potentials for spatially resolved measurements.

There is clearly a huge range of applications for holographic elements that can

generate arbitrary optical fields with high efficiency, and as such it is the aim of

this thesis to develop the techniques required to create these holographic optical

elements, and demonstrate that they can perform better than an SLM.

1.2 Thesis outline

The initial aim of my PhD has been to create novel optical potentials for manipulat-

ing and studying Bose-Einstein condensates with the focus being upon the change

in behaviour of the condensate as a result of the potential to which it is confined.

However, it seems that things rarely go according to plan in experimental physics,

as new ideas are discovered through the process of solving problems whilst trying to

achieve your original aim. This has resulted in a greater focus on how novel complex

optical fields can be created and recorded into holographic optical elements, as well

as how Bose-Einstein condensation is achieved. As such, with particular reference

to the chapters focussed on the steps required for achieving Bose–Einstein conden-

sation, I have written this thesis with the mindset of creating a text which I would

have desired when I first began designing and building my apparatus, outlining all
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the theory I deem necessary for producing a BEC, as well as how this is put into

practice, and optimised for the production of BEC.

In this thesis I will present a novel method for the creation of holographic optical

elements (HOEs) which can be used to generate arbitrary complex optical fields

with both high efficiency and fidelity. I shall also demonstrate how these HOEs can

be used to confine a Bose–Einstein condensate to interesting potentials with the

benefit of being much less complex than other methods that are currently used. To

demonstrate this I have built an apparatus capable of creating 87Rb condensates of

2.2× 106 atoms in just under 10 seconds, and confined these condensates to optical

potentials generated holographically. The optical potential of most interest that has

been generated is that of an LG120,0 mode, which creates a very uniform potential

for studying condensates in.

This thesis is divided into 8 chapters, the first of which is this introduction in which

I have briefly reviewed some of the basics of Bose-Einstein condensation and the

thermodynamics of a Bose gas, as well as discussed the role that interesting optical

potentials can play in studying a range of different physics. In Chapter 2 I detail

how one can use a phase-only SLM to create arbitrary complex optical fields through

the use of computer generated holograms (CGH). I then go on to describe how I

implemented these methods to create an optical vortex knot and with this interesting

optical field I demonstrate the principle of wave-particle duality in 3-dimensions, a

result that was published in Scientific Reports.

Chapter 3 begins with an outline of some of the issues that arise when using an SLM

to create arbitrary optical fields, and then describes how these issues can be avoided

through the use of HOEs as opposed to an SLM for the spatial manipulation of the

optical field. I then go on to describe the process of recording HOEs and how to

maximise the diffraction efficiency of a HOE for given recording conditions. Finally,

I demonstrate that these HOEs can achieve close to the highest efficiency possible a

single phase only element can achieve for generating an arbitrary optical field from

an initial Gaussian beam, this work was subsequently published in Optics Express.

At this point during my candidature I had demonstrated the ability to create ar-

bitrary complex optical fields, as well as a method for creating HOEs that could

reproduce these fields with similar fidelity but much higher efficiency than the SLM

could, and with a much simpler optical setup. The next stage would be to use the

holographically generated optical fields to manipulate a condensate, however at the

time it was decided that our current BEC apparatus was not up to the task, and
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as previous experiments were taking longer than expected to be completed it was

decided that I would build a new apparatus. As such, the next three chapters are

dedicated to the achievement of Bose–Einstein condensation in this new apparatus.

Chapter 4 begins with a description of the vacuum requirements of a BEC appa-

ratus, and then delves into the details of the design of the vacuum chamber. This

chapter has a focus upon the requirements placed upon the vacuum system pressure

as well as how this is related to the vacuum pumps, and how regions of different

vacuum pressures can be created through low conductance paths leading to differ-

ential pumping. I also detail how ultra-high vacuum is achieved in my apparatus,

including details of the cleaning procedures involved as well as the process followed

during bakeout. The vacuum system section is followed by a description of the laser

systems required for the laser cooling of 87Rb, including details of how the lasers are

locked to the appropriate transitions as well as the geometric layout used to create

all the necessary frequencies of light for cooling, repumping, pushing and imaging

the atoms. The chapter ends with considerations of geometry, switching speed and

power dissipation on magnetic coil design for confining atoms to quadrupole poten-

tial, as well as the necessary electronics for driving the coils as well as other elements

of the BEC apparatus.

Next, Chapter 5 describes the theory behind the laser cooling of atoms as well as the

experimental implementation of the theory. In the theory section I describe the scat-

tering force that arises from two counter propagating plane waves leading to optical

molasses, and extend this theory to include differing magnetic sublevels and polari-

sation, resulting in both the confinement and cooling of atoms in a magneto-optical

trap (MOT), and consider some experimentally relevant quantities. I then consider

sub-Doppler cooling mechanisms, as well as the spatial compression of atoms in

a MOT arising from large magnetic field gradients, and how these two processes

can be used to maximise the initial phase space density (PSD) of the atoms before

they are loaded into a pure magnetic trap. Although this theory behind laser cool-

ing might be very familiar to some, I believe there are useful experimental insights

within the theory section that will be particularly useful to anyone constructing a

new BEC apparatus. In particular I believe that it is easy for the context of some

of the equations to be forgotten leading to their incorrect use, and insights within

this chapter may help clear some of these issues. The final section of this chapter

focusses upon the process of optimising laser cooling for the production of BEC, and

thus is particularly useful as both a benchmark and a guide for anyone constructing

a new apparatus.
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Chapter 6 then describes the process of forced evaporation in a confining potential.

I begin with a theoretical model of how forced evaporation is implemented and

how key thermodynamic quantities relevant to Bose-Einstein condensation change

during evaporation, as well as describing key metrics for the efficiency of evaporation.

I then apply this model to forced evaporation in a quadrupole magnetic trap and an

optical dipole trap, which also requires consideration of how atoms are confined to

these potentials. Next, I describe some of the experimental considerations of forced

evaporation in these traps and consider the case of the hybrid magnetic-optical trap

first implemented by Lin et al.[8], and how this can remove some of the negative

aspects of each case. Finally the chapter ends with the results of catching the

atoms in the laser cooled cloud in a purely magnetic potential, implementing radio-

frequency (RF) forced evaporation in the quadrupole trap, loading of the hybrid

trap, and the resulting evaporation to BEC in the hybrid trap.

In Chapter 7 I describe one of the most critical aspects of a BEC apparatus, the

imaging of a cold atomic cloud. Accurate quantitative imaging of a cold atoms is

critical to the achievement of condensation, as imaging atoms is the only method

we have for gaining quantitative information of what is happening. In this chapter I

describe the theory behind the interactions between atoms and light, and then go on

to consider the implications for absorption and fluorescence imaging. I then detail

how imaging is implemented on my apparatus, and how it can be quantitatively

calibrated and used to measure properties of the cloud such as atom number and

temperature.

In the final chapter of my thesis I show how the HOEs I have created can be used to

confine a condensate to a uniform potential, and characterise the resulting potential.

This thesis has been ordered somewhat chronologically with regards to the order

in which I carried out the work during my candidature. However where necessary

I have included theory with experiment rather than in chronological order, as I

believe this makes more sense to the reader. For example, in the considerations of

the design for the vacuum system detailed knowledge of laser cooling is required

to understand the optical access that is required and the constraints this places

upon the vacuum system design, however it does not seem logical to combine the

theory of laser cooling with the design of the vacuum system as opposed to with the

experimental implementation of laser cooling.

One further exclusion to the ordering of this thesis is the chapter on imaging cold

atoms. The results of the imaging of cold atoms is necessary to the optimisation
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of a BEC apparatus, as the results of the imaging are the only quantitative metric

we can use for the optimisation of the function of the apparatus. However the

quantitative calibration of an imaging system is much simpler with very cold dense

clouds, thus there is necessarily a recalibration of the imaging system once one

has a cold cloud. As such the chapter on imaging is placed after condensation is

achieved as the calibrations performed are most accurate with a cold cloud, and as

the chapter stands independently of the other chapters within the thesis this seemed

most appropriate.

One final note to any reader whom may use this as a guide to creating a BEC

apparatus of their own is that, like most processes in life, the progress of the design,

construction and resultant optimisation of a BEC apparatus is rarely linear, typically

not even monotonic, with one needing to frequently revisit earlier stages even once

one has progressed, and that they should not be disheartened by setbacks, but

rather use those setbacks to learn more about their unique apparatus and cold atom

physics.



Chapter2
Complex control of an optical field

Some of the work presented in this chapter, as part of my PhD research, has previ-

ously been published in:

• S. J. Tempone-Wiltshire, S. P. Johnstone, K. Helmerson, “Optical vortex

knots - one photon at a time”, Scientific Reports 6, 24463 (2016).

The first step towards trapping a Bose-Einstein condensate in an optical potential

requires the ability to arbitrarily control the complex valued optical field. Most

commercial devices for manipulating optical fields either manipulate the phase, such

as a spatial light modulator (SLM), or the amplitude, such as a digital micromirror

device, of the optical field, not both properties. As such, other methods have to be

implemented to gain full complex control of the optical field. In this chapter I shall

outline the methods I used for achieving full complex control of the optical field by

combining an SLM with phase only computer generated holograms (CGHs), and the

application of this method to generating an optical vortex knot; an intricate three-

dimensional optical field in which optical vortices twist themselves into a non-trivial

topological structure, one photon at a time.

2.1 Spatial light modulators for phase control

In the past there were a number of methods to manipulate light for many purposes:

the focusing of a beam for optically manipulating of atoms, the magnification of an

optical field for viewing, or the creation of non-trivial beam profiles for cold atom

13
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trapping, all which relied upon certain ’standard’ optical elements such as lenses,

axicons and diffraction gratings, typically formed by machining glass. In recent years

with the development of liquid crystal on silicon (LCoS) SLM devices, the ability to

control the wavefront of light has increased considerably.

Liquid crystal SLMs have become commonplace amongst society, with most people

using at least one device that relies upon them every day, such as a phone, computer

or television which utilises a liquid crystal display1. SLMs consist of an array of

pixels, within which is a small ’fluid’ of liquid crystals. By applying a small voltage

to these crystals, the crystals can be made to align with the electrical potential,

which creates a birefringence in that pixel which, in most standard technological

configurations, can be used to rotate the polarisation of the incoming light onto

that pixel. Coupled with a linear polariser directly after the SLM, this creates

amplitude modulation of the light exiting the pixel, and is how most liquid crystal

displays work.

As we desire full complex control of the optical field, we must combine the SLM with

CGHs to achieve this. Given this, we configure our SLM in a phase only modulation

mode by aligning the polarisation axis of the input light with the axis of the liquid

crystals. In this configuration applying a voltage to the liquid crystals simply results

in a relative phase delay between light passing between neighbouring pixels, and thus

spatial modulation of the phase of the optical field can be achieved.

For the experiments performed in this thesis we use an SLM that has been removed

from a Hitachi CPA100 projector, with all unnecessary elements of the projector

removed (light source, casing etc.) and the projector configured as a second display2.

The Hitachi CPA100 contains three SLMs, one for each colour channel, red, green

and blue. Only a single SLM was required for this work, thus the SLM optimised

for green was used and only the green channel of the display addressed the SLM.

The SLM in this projector consists of 1024 X 768 pixels, however, typically only the

central 768 X 768 pixels are addressed due to the symmetries of our desired modes.

The Hitachi projector and the resultant SLM and electronics contained in a 3RU box

are shown in figure. 2.1. To make the projector work for our purposes, the casing

was opened and all unnecessary optics and electronics was removed, with what was

1The underlying technology of an SLM and LCD is the same, but some may draw distinctions
between the two.

2i.e. we connect our ‘projector’ to the computer as a second display via a VGA cable, as well
as a third display that duplicates what is shown on the projector so as to allow us to see what
is displayed on the SLM, and then simply address the projector as one would a regular computer
display.
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(a) (b) (c)

Figure 2.1: Scavenging an SLM from a projector a), b) and c) show the original
Hitachi CPA100 projector from which I scavenged an SLM from, contained within the 3RU
box with the SLM attached beneath with the connector plate visible and one of the SLMs
as removed from the projector.

left over being moved into a 3RU box, and the SLMs attached through a hole cut in

the lid of the box.. The connector plate from the projector casing was also removed

and fixed to the 3RU box so that addressing the SLM was as simple as addressing

an additional display on the computer.

To make the projector work a number of additional sensors had to be bypassed3,

such as those that checked to see if the mirror had been moved into place, that

the lamp was turning on (when no lamp was present) and that the entire system

remained within its thermal limits. These sensors were found one by one and shorted

so that the projector would switch on without requiring these features. Once this

had been done the projector could then be turned on, connected to a computer via

a VGA cable, and the SLMs could then be used as an additional display for the

computer.

As the phase response of an SLM depends upon many factors such as; the wavelength

of light used, the angle of incidence, and properties of the SLM itself, such as the

depth of the pixels, the phase delay as a function of applied pixel value must be

measured, yielding a look up table (LUT) of pixel values to corresponding phase

shifts, to be able to accurately generate the desired holograms. The LUT of our

SLM was measured to have a maximum phase delay of 1.19π at 532 nm, and was

measured using the methods described in Ref. [63]

3Components such as the lamp, a motorised mirror, and thermistors cannot simply be removed,
as the sensors are there to prevent the projector running when a fault is present.
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2.2 Methods for full complex control of an optical field

To gain full control of the complex optical field, some technique must be used to allow

amplitude modulation of the optical field as well as the phase modulation the SLM

can provide. If using a single phase-only SLM this is typically achieved in one of two

ways. One method is to split the SLM display in half and use one half of the display

to modulate the amplitude of the optical field, using a phase mask that produces the

desired amplitude modulation in the Fourier plane, and then refocussing that field

onto the second half of the display and using it to generate the desired phase. This

method has been demonstrated by A. Jesacher et al.[64], however, it suffers from

passing through the SLM twice and results in twice the losses from the SLM, which

can be as large as 50% on each pass. The method we chose to employ was to use a

single, phase only, CGH wthat can perform both phase and amplitude modulation

of the optical field, first described by J. Kirk and A. Jones[14] and later extended to

the encoding method we employ, which only requires 1.17 π of phase modulation,

by V. Arrizon et al.[1].

2.2.1 Encoding a complex optical field with a single phase only

filter

To qualitatively describe how a single phase only filter may generate an arbitrary

complex optical field, we analogise the filter to how the radio is transmitted. First,

the phase of a diffraction grating is applied to the incident field, which acts to

generate a number of diffraction orders from the incident field. These resultant

diffracted modes can be thought of as akin to the carrier frequency that the audio

signal for the radio is transmitted upon. This modulation depth of this grating is

typically π, which diffracts the most light possible into the desired mode. Next, the

local phase and amplitude of the diffraction grating is then modulated to provide the

desired field, similar to how radio either uses amplitude modulation, or frequency

modulation of the carrier to transmit the audio signals. For instance, if we consider

a pixel at coordinates (x,y), where the amplitude of the optical field at that point

is 50% of the maximal intensity, then the diffraction grating modulation is reduced

to 50% also (i.e. π
2 ). Whereas if the phase between pixel (x,y) and (x+1,y) varies

by π, then that phase is also added to the grating (modulo 2π) shifting the relative

position of that grating from perhaps a maximum to a minimum. The analogy here
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most accurately describes the original method of J. Kirk and A. Jones[14] for a

single, complex valued phase only filter. V. Arrizon et al.[1] developed this method

further, generating a number of different methods of encoding complex valued filters

in phase only filters, and it is their methods that will be applied in this thesis.

To describe how this complex filter works, we begin by considering the complex

optical field after it has transmitted through the SLM, and assume an incident

uniform optical field of constant phase. Assuming we are attempting to create a

complex optical field, s(x, y) = a(x, y) exp[iφ(x, y)], the optical field upon exiting

the SLM can thus be described by

h(x, y) = exp[iψ(a(x, y), φ(x, y))] (2.1)

where ψ is the phase imparted by the SLM which is dependent upon the amplitude,

a(x, y), and phase, φ(x, y), of our desired complex scalar field, both functions of

position, (x,y). The aim is to thus find an encoding function, ψ(a, φ) that will

realise our desired optical field.

Noting the analogy above, we wish to only shape the first diffraction order from our

grating into the desired mode, so at this point we shall expand the optical field into

a Fourier series in the variable φ

h(x, y) =

+∞∑
q=−∞

caq exp(iqφ) (2.2)

where the coefficients of the expansion, caq , indexed by q, are given by

caq = (2π)−1

+π∫
−π

exp(i[ψ(a, φ)− qφ])dφ (2.3)

and where we have included the superscript ‘a’ as a reminder that the coefficients

of the expansion are also dependent upon the amplitude of the desired optical field.

From equation 2.2 it is clear that the first Fourier term, q = +1, already has the

desired phase and thus it is left to determine how the spatially dependent coefficients

can be used to generate the desired amplitude modulation. We thus need to satisfy

the condition

ca1 = Aa(x, y). (2.4)

This condition is typically referred to as the encoding condition, and includes a
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normalisation constant, A, so as to allow for encodings that do not diffract all the

light into the desired mode, but still recreate the desired optical field4. To proceed

further, we next explicitly calculate the first coefficient,

π∫
−π

[cos(ψ(a, φ)− φ) + i sin(ψ(a, φ)− φ)]dφ = 2πAa(x, y). (2.5)

This integral form of the coefficient has been arrived at by simply using the standard

definition for the coefficients of a harmonic Fourier expansion of a function, and can

be found in any mathematical textbook describing Fourier series. With this form

we next note that as the amplitude function, a(x, y), is a real scalar function we

thus require the imaginary component of the coefficient to vanish. This yields two

sufficient and necessary conditions to fulfil the encoding condition;

π∫
−π

sin[ψ(a, φ)− φ]dφ = 0 (2.6)

π∫
−π

cos[ψ(a, φ)− φ]dφ = 2πAa. (2.7)

From observation of equation 2.6, if ψ is chosen to be an odd function in the variable

φ then our first condition will be satisfied, and thus we are left with choosing a

function that satisfies equation 2.75.

There are numerous odd functions that will satisfy equation 2.7, it is now up to us to

determine an explicit form. Here we shall derive the form for the encoding method

used throughout this thesis, originally developed by V. Arrizon et al.[1]. The chosen

encoding function has the form

ψ(a, φ) = f(a)sin(φ) + φ (2.8)

note this function is still odd in the variable φ, and thus satisfies our first condition. If

we then substitute this form into our original transmittance function, equation.2.10,

4As A is spatially invariant, the generated optical field has the same spatial variations of ampli-
tude and phase as the desired optical field, just not the same peak intensity as the incident optical
field.

5It is noted that there are numerous encoding functions that satisfy these conditions, and thus
all realise the same desired optical mode in the first Fourier coefficient, what differs between these
encoding methods is the spatial amplitude of the higher order Fourier coefficients
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we have

h(x, y) = exp(i(f(a) sin(φ) + φ)) (2.9)

which if we separate into two terms, one containing the phase term and the other

containing the combination of the phase and amplitude, we have

h(x, y) = exp(i(f(a) sin(φ)) exp(iφ)). (2.10)

Next we expand our first term using the Jacobi-Anger expansion,

exp(iz sin(φ)) =

+∞∑
q=−∞

Jq(z) exp(iqφ) (2.11)

where Jq(z) is the qth Bessel function of the first kind. Upon substitution into

equation 2.10 we yield

h(x, y) =
+∞∑
q=−∞

Jq(f(a)) exp(iqφ). (2.12)

From here it is clear that the coefficient corresponding to the first term which has

the desired phase is

c1 = J0(f(a)) (2.13)

and thus the encoding condition becomes

J0(f(a)) = Aa. (2.14)

We thus have the functional form of f(a) if we can find the inverse of equation 2.14,

and we can thus apply our encoding method.

With the above encoding, the Fourier terms in the expansion are all still centred

upon the optical axis in the Fourier plane however, and thus the desired Fourier

component can not be spatially separated from the other terms. By adding a ‘carrier

frequency’ to our desired phase the Fourier terms spatially separate in the Fourier

plane and the appropriate Fourier term can be isolated. Thus we add the phase of

a plane wave whose k-vector is not aligned with the original optical field,

φ′(x, y) = φ(x, y) + 2π(µ0x+ ν0y) (2.15)

where µ0, ν0 are two chosen wavevectors in the x and y directions respectively. This

‘carrier signal’ then spatially separates all of the Fourier terms, allowing isolation of
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Figure 2.2: Creation of an arbitrary complex field. A schematic showing how a com-
plex optical field can be created using a phase only spatial light modulator and a computer
generated hologram. A halfwave plate orients the polarisation of the light for maximum
diffraction efficiency, followed by a pair of lenses that expand the beam to overfill the SLM.
Another pair of lenses follows the SLM, reimaging the SLM in a 4f configuration and allow
spatial filtering of the desired mode.

the desired term.

2.2.2 Implementing the encoding method

To implement the above method we numerically invert equation 2.14 to find the val-

ues of f(a) for a ∈ [0, 1]6, and storing these pairs of values in a LUT for calculation

of the CGH. Of particular importance to this work is the fact that numerical inver-

sion of this equation, coupled with a phase range of [0, 2π] for the desired complex

optical field, requires only a [0, 1.17π] phase range for the SLM7, just below the limit

of 1.19π that our SLM can achieve. Once the desired complex optical field is known

and the amplitude and phase stored in an (m,n) matrix of the size of the resolu-

tion of the SLM display, the carrier frequency phase is added to the mode and the

6This is done by finding the solution to J0(f(a))− a = 0 numerically
7Note that this arises due to our choice of encoding function, different encoding methods shall

require different phase ranges.
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encoding function, equation 2.8 is then applied to generate the appropriate CGH8.

The resultant CGH then contains an array of the desired phase for each pixel, and

this is then converted to grayscale values using the LUT described in section 2.1,

and the result displayed upon the SLM.

So far we have only discussed how an appropriate CGH can be calculated, to gen-

erate a desired complex optical field, here I will describe how this is experimentally

implemented. A schematic of a typical setup used to generate a desired optical field

with this method is shown in figure. 2.2. As can be seen, the output of the laser

is first expanded to overfill the SLM, providing a relatively uniform intensity across

the SLM. The polarisation of the light is also adjusted here with a half waveplate

to ensure maximal diffraction power in the diffracted mode, as only the polarisation

that aligns with the axis of the liquid crystals will be phase shifted.

To separate the desired field from the higher order modes generated by the encoding,

the optical field needs to be spatially filtered in the Fourier plane. This is achieved

by imaging the SLM with a telescope, typically with some level of magnification

dependent on the application, and placing an iris at the focal plane of the first lens,

where the modes will be smallest and most easily separated, and allowing only the

first order mode to pass through the iris unobstructed. This is performed with two

lenses in a 4f imaging configuration, with the SLM one focal length in front of the

first lens, and an iris placed one focal length behind the first lens. Finally the second

lens, placed one focal length away from the iris, collimates the beam and places the

desired optical field one focal length behind it.

8All this is performed in MATLAB.
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(a) (b)

Figure 2.3: Implementing computer generated holograms. a) shows how the ad-
dition of a carrier frequency to the computer generated hologram spatially separates the
Fourier components of the hologram in the Fourier plane, whilst b) shows how this can be
implemented optically. Reproduced from [1].

2.3 Creating an optical vortex knot

Having established a method of generating arbitrary complex optical fields, the

method was to be put to the test generating arguably the most intricate of optical

fields, an optical vortex knot. An optical vortex knot is an optical field in which,

if you image a series of planes transverse to the direction of propagation, optical

vortices appear in pairs of opposite handedness from a field that initially contains no

topological defects, twist about one another as they propagate, and then recombine

to annihilate. If one traces out the trajectory that these vortices follow, they’ll find

a closed loop tied into a knot. Optical vortex knot’s were first realised by Leach et

al.[65], a complex9 feat of work combining the mathematics of knot theory with the

paraxial Helmholtz equation to calculate complex paraxial optical fields that upon

spatial evolution would realise an optical vortex knot. It is this method that was

followed to create a knotted optical field and is briefly summarised below, however,

reference [66] or [65] describe the process in detail.

To realise the knotted optical fields of Leach et al.[65]10 a complex-valued scalar

polynomial function must first be defined in which the nodal lines realise the desired

knotted topology, it should be noted that this complex scalar polynomial function

does not obey the Helmholtz equation. Next, this complex scalar polynomial is ap-

proximated in the Z=0 plane using the Laguerre-Gaussian (LG) modes, of a chosen

9No pun intended!
10An extension to this method that introduces two new parameters allowing the geometry of the

knot to be tuned can be found in Ref. [66] or the supplementary information of Ref. [2]
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waist, w, which affects the geometry of the knot, as a basis, as these are the cylin-

drically symmetric solutions of the paraxial Helmholtz equation, which naturally

contain the topological defects (vortices) that forms the knot. This superposition

of LG modes is truncated at some finite order11, and is then experimentally imple-

mented, realising the desired topological structure.

2.4 Optical vortex knots, one photon at a time

The double slit experiment as described by Feynman, is “a phenomenon which is

impossible, absolutely impossible, to explain in any classical way and which has

in it the heart of quantum mechanics[67]”. The double slit experiment has been

instrumental in demonstrating key features of quantum mechanics, almost simulta-

neously demonstrating both the wave and particle nature of light and matter; by

requiring the propagation of the quantum object of interest through the slits to

be described by their wave like properties if an interference pattern is seen, and

yet any information that might yield ‘which way information’ about the object as

it propagates through the experiment will destroy the resulting pattern, indicating

particle behaviour. To date, numerous double slit experiments have been performed

with single photons[68][69][70], electrons[71][72][73], atoms[74] and even macroscopic

molecules[75], however, each of these experiments has only demonstrated the inter-

ference within a given 2D plane and with further propagation the resulting fields

have all been self-similar.

Given such a significant statement by such a notable physicist, we set out to realise

the first measurements of a three dimensional complex optical field on average12,

one photon at a time, demonstrating that wave-particle duality not only implies

that interference will occur between spatially distinct modes, but also through the

complex evolution of the superposition of these modes. By measuring the complex

three dimensional vortex structure of the resulting optical field we demonstrate that

the effects of diffraction upon what can naively be thought of as a single particle of

11With larger numbers of modes, the complex field in the Z=0 plane is more accurately realised,
however, the interference of the varying Gouy phases of the LG modes can lead to the destruction
of the knotted topology

12We can make a statement only about the statistical number of photons, as a highly attenuated
laser beam is described by a weak coherent state where the distribution of photons is Poissonian
and therefore there is a non-zero, but small probability that the beam contains more than single
photons. Ideal single photon behaviour, however, can be mimicked using superposed weak coherent
states[76]
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Figure 2.4: Optical set-up for producing optical vortex knots, one photon at
a time. Each photon passes through the spatial light modulator (SLM), which acts as
a static phase element generating both the knot and a Gaussian reference beam, which is
split upon a non-polarising beam splitter cube (NPBS) and then spatially filtered with
a pinhole (SF) such that one path contains the knot, and the other the reference beam.
These two paths are then recombined at a small angle, which generates an interferogram
that facilitates identification of the vortex structure, and then imaged onto the camera
(EMCCD). The double headed arrow indicates the Imaging lens that is translated to
image different transverse planes of the knot. Reproduced from [2]

light, are the same as for the entire optical field passing through the apparatus, even

though the effect of diffraction is essentially ‘non-local’, and thus the light particle

must have ‘knowledge’ of the entire phase hologram.

2.4.1 Measuring an optical vortex knot

To demonstrate that photons, approximately one at a time, can realise an optical

vortex knot we used the experimental setup shown on the left of figure. 2.4. First,

light from a continuous wave, 532 nm diode laser is spatially filtered and expanded

to overfill the SLM, upon which a complex-valued phase-only hologram, generated

as described in section. 2.2, is displayed that generates both a complex optical field
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containing a Trefoil knot, and a Gaussian beam, that shall be used to interferomet-

rically measure the resulting complex structure of the knotted field. The resultant

field is then split in two via a non-polarising beam splitter cube (NPBS) to create an

interferometer with two arms, each arm containing a telescope, which magnifies and

spatially filters the optical field, selecting either the knotted optical field or the Gaus-

sian reference beam. In the arm that selects the knotted optical field, an imaging

lens is placed after the telescope allowing different planes of the knotted optical field

to be imaged onto an electron multiplying CCD (EMCCD) array. Finally, the two

fields are recombined on another NPBS and directed onto the EMCCD to measure

the resultant field, with the reference beam directed at a slight angle with respect

to the knotted optical field creating slanted interference fringes used to identify the

locations of the optical vortices.

To ensure that our apparatus only contains on average, a single photon at a time

within the device, the output power of the laser is reduced to <10 pW which cor-

responds to <0.1 photons at a time along the path from the SLM to the camera,

≈1 m. If we assume a Poissonian distribution of the emission of photons from the

laser[77][78], then the chance of two photons being within the apparatus at any given

time is ≈20 times less that that of a single photon being within the device, however,

due to optical losses from a number of elements along the path, the chance of any

given photon making it through the apparatus from the SLM to the camera is 5%,

and as such the chance of two photons making it through the device to the camera is

much further reduced. The laser beam can be described by a coherent superposition

of different photon number states, here I have attenuated the beam such that the av-

erage of this superposition is such that <0.1 photon is in the apparatus at any given

time. To be able to detect single photons, we use an Andor Ixon EMCCD in high

gain, photon counting mode, where each pixel can only return a binary response,

either a photon has been detected or not. Figure 2.5a) shows a single image taken

by the EMCCD. The exposure of a single image is 0.3 seconds, and this on average

records ≈600 photons, much less than the total number of pixels of the camera13.

From a single image, however, it is not possible to discern the shape of the resulting

field, let alone the locations of the vortices that are in the darkest regions of the

optical field, thus thousands of images must be taken, and the images summed

together to create high enough contrast to pick out the forked structures in the

interferogram. Figure 2.5b)-d) show the result of 100, 1000 and 8000 images summed

13The camera has 512 by 512 pixels, thus if a photon was equally likely to fall into any given
pixel, the chance of two falling into the same pixel is ≈ 5% per image
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Figure 2.5: Left: Measurement of the knotted topology a, A single frame imaged
by the camera in photon counting mode. b-d, Measurements resulting from the summation
of 100, 1000 and 8000 images, respectively, with the contrast of the resultant interference
pattern increasing with increasing numbers of images making the forked vortex structure
more visible (shown magnified in insets). Right: Normalised cross correlation as a
function of photon number. The peak value of the NCC between the interferometric
measurement of the knotted optical field at Z=0 with the expected theoretical intensity
pattern of the knot, a Gaussian mode and the modal decomposition of the knot used in the
’which path’ measurement, each interfered with a Gaussian mode to reproduce the global
fringe pattern as a function of increasing number of summed images, displayed as increasing
photon number. Reproduced from [2]

together, respectively, while the inset shows the location of one of the vortices.

From these figures, it is clear that with increasing number of images the contrast

of the resultant image improves, and eventually the location of the vortices can be

determined. To be able to take thousands of images without the interference fringes

shifting, the difference in the optical path length must remain constant, as variation

by more than λ
2 will shift the phase of the fringes by half a wavelength and wash

out the resultant interferogram. We found our optical setup to be stable on time

scales greater than one hour, allowing us to collect ≈8000 images for each position,

creating images with high enough contrast for accurate location of the vortices.

To quantitatively evaluate how close the resultant optical field was to the expected

theoretical field, a normalised cross correlation (NCC) between the resultant im-

age14, of different numbers of exposures, and the expected theoretical field, as well

as a Gaussian beam of the same waist as used in the knotted optical field and a non-

14measured in the Z=0 plane



2.4. Optical vortex knots, one photon at a time 27

Figure 2.6: Measuring the optical fields knotted topology. Different transverse
planes of the optical field along the beam propagation direction (indicated by the black
arrow) are imaged onto the camera by moving the position of the final imaging lens before
the camera (see optical set up in left of Fig. 2.4). The length scales in both the propagation
direction and transverse plane are shown. a, Vortices within each plane (indicated by red
dots) are located by the characteristic forked structure they create in each interferogram,
due to the 2π phase winding about each vortex. b, The vortices located in 25 separate
planes are then ‘stitched’ together to form the three dimensional trefoil knot nodal structure.
Reproduced from [2].

coherent modal decomposition of the knotted optical field15 was performed. The

result of these normalised cross correlations can be seen on the right hand side of

figure 2.5, as a function of the total number of photons that had been detected by

the camera. From this data, it is clear that even after a single image containing

only ≈ 600 photons, corresponding to only 0.002 photons per pixel, the correlation

of the resultant image with theory is greater than any of the other choices, with

respective values of 0.08, 0.06 and 0.04. Each of the resultant curves show a similar

shape, initially rapidly growing approximately linearly followed by a flattening once

the number of photons approaches 106, corresponding to ≈3 photons per pixel on

average.

Once we could measure the resultant optical field in a given plane, the imaging lens

in figure 2.4 was then translated to image a different transverse plane of the knot

onto the camera, while keeping the Gaussian reference beam the same. This was

15This is the resultant field if the amplitude of the Laguerre-Gausssian basis used to form the
knot were added together, but their phases were not.
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then repeated to generate a series of 30 images16, within which the entire knotted

structure was encapsulated. For each of these positions, a series of 8000 images

was captured to ensure high enough contrast in each plane to locate the vortices by

their characteristic forked structure in the interferogram, and the locations of the

vortices were recorded. The resultant locations of the vortices in three dimensions

was then known17 and stitched together, with a linear interpolation used in between

locations, resulting in the knotted structure shown in the bottom right hand corner

of figure 2.6. The rest of figure 2.6 shows 6 typical images of different transverse

planes while the inset shows the characteristic vortex ‘fork’[79] used to locate the

positions of the vortices, and the red dots indicate these positions.

This data shows that even when the measurements are performed such that on

average only one photon is within the apparatus at any given time, the knotted

topology of the optical field remains, showing that the ‘non-local’ effect of diffraction

is preserved both in space (within a single transverse plane) and time (throughout

the temporal evolution of the knotted field).

2.4.2 ‘Which path’ measurements

Having verified that an optical vortex knot could be realised approximately one

photon at a time, we had our main result. However, one key feature of the double

slit experiment is that if one of the two paths are blocked throughout the experiment,

or alternatively a measurement made of which path the photon traversed throughout

the experiment, the interference is lost. Performing this type of experiment ensures

that we can produce a null result, that we can ensure that the photon being able

to traverse both paths at the same time is a necessary condition for generating an

optical vortex knot.

To perform this ‘which path’ measurement, the superposition of 5 LG modes that is

used to form the knotted optical field was generated via two complex filters displayed

on the SLM side by side, with the first four LG modes18 generated by the first

complex filter, and the final LG mode generated by the second complex filter19.

16Only 25 planes of which contain vortices
17the camera provided the (x,y) coordinates, while the distance the lens was translated and the

position of the corresponding plane that was imaged provided the z coordinate
18The LG modes displayed on one complex filter were of orders (p,m)=(0,0), (1,0), (2,0) and

(3,0), and on the other was order (0,3)
19The chosen separation of modes ensures that the non-coherent summation of the modes retains

its rotational symmetry upon propagation, while the knotted optical field does not
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Figure 2.7: Left: Optical set-up for a ‘which path’ measurement. The SLM displays
two holograms side by side. The laser beam is split into two and passes through a chopper
blade (CB), which ensures that photon’s are present along the optical path from only one of
the two holograms at any given time. The two beam paths are later recombined and imaged
onto the camera. Right: ‘Which path’ measurements of the optical field. The three
columns shown contain the theoretical intensity patterns of the knotted optical field (left),
the intensity patterns resulting from the unchopped beams (centre) and from the chopped
beams (right). These images are taken at three different transverse planes along the beam
path (positions are indicated in centimetres). A normalised cross correlation of the data
(centre and right) with simulation (left) shows a higher correlation of the knot with the
unchopped optical field, with an average peak value of 0.89, as opposed to when the beam
is chopped, which yields an average peak value of 0.62. Reproduced from [2]

These complex filters diffracted the resultant modes in different directions, allowing

a chopper blade to be inserted that would guarantee that light could only pass

through one of the two filters at any given time. The optical setup shown on the

left hand side of figure 2.7 shows an inset with the two complex filters side by

side, and the resultant diffraction of the two desired modes and the chopper blade

(CB) inserted as well. The two modes are then recombined upon a NPBS, and the

resultant field imaged onto the camera.

To generate the desired knotted optical structure, light must pass through both

slits at the same time so that the resultant modes can coherently interfere with one

another, otherwise the resultant field will simply be the summation of the intensity

profiles of the two complex filters. To perform these experiments the chopper blade

was first removed, and the resultant optical field was measured in a number of

planes as described in section 2.4.1, the result of these measurements can be seen in

the central column of the right hand side of figure 2.7, which shows three different
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transverse planes of the knotted optical field, alongside theory on the left hand side.

The chopper blade was then subsequently inserted, and the measurements repeated

with the chopper blade alternately blocking the two paths at a rate of 1kHz. This

resulted in the intensity profiles shown on the far right column of figure 2.7, which

can be seen to approximately retain its rotational symmetry.

The three images were taken at the centre of the knot (0 cm), and after 5 cm and

10 cm of propagation respectively. We then also performed NCC of the resultant

profiles with theory, when the photons were able to pass along both paths unin-

terrupted the NCC resulted in values of 0.91, 0.89 and 0.89 for the three images

respectively, while when one of the two paths was alternately blocked the resultant

NCC was 0.67, 0.76 and 0.46, all significantly less that that of the unchoppered

field. We then also looked at the average NCC between the three images in a given

data set, i.e. the images within a column of figure 2.7, for the unchoppered path the

average NCC was 0.54 while for the choppered path the average NCC was 0.75, in-

dicating that the choppered path was more self-similar upon propagation, and thus

contained less three-dimensional structure.

2.4.3 Summary

In this chapter we have demonstrated the ability to generate arbitrary complex

paraxial optical fields using a phase only spatial light modulator and a complex

valued phase only filter.

To demonstrate this ability we generated arguably one of the most intricate paraxial

optical fields, an optical vortex knot, and realised this optical field approximately

one photon at a time. We then performed an experiment akin to a ‘which path’

measurement of the double slit experiment, in which the knot was decomposed into

two separate groups of optical modes, the coherent interference of which resulted in

the desired knotted topology. By inserting a chopper blade to prevent the photons

from being able to traverse both paths simultaneously, the coherent interference,

and the resultant knotted topology was lost. These measurements demonstrate a

fundamental physical principle, that particle-wave duality implies both interference

in space, between spatially distinct modes, as well as time, through the complex

evolution of these modes. The techniques for the complex manipulation of an optical

field presented in this chapter allows us to be able to generate a range of optical

fields that can be used for trapping and manipulating atoms, however, it has its
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drawbacks, mostly associated with the use of the SLM.

In the next chapter we shall describe how these issues can be circumvented by using

the SLM to record our own holographic optical elements (HOEs) which can recreate

our desired optical fields, but without many of the drawbacks associated with an

SLM.





Chapter3
Holographic optical elements for

ultracold atom trapping

Some of the work presented in this chapter has previously been published in:

• S. J. Tempone-Wiltshire, S. P. Johnstone, K. Helmerson, ”High efficiency,

low cost holographic optical elements for cold atom trapping”, Optics Express,

Vol. 25 ,1, 99. 296-304 (2017).

Although we have demonstrated the ability to manipulate the complex wavefunction

of an optical field, the path we have chosen is not the most experimentally feasible

due to problems that arise due to the spatial light modulator. In this chapter we

shall introduce a method of recording holographic optical elements (HOEs) from the

optical fields that have been generated by the SLM, which when played back with a

Gaussian beam can recreate the desired fields with high efficiency and fidelity. This

method relies upon a relatively new photopolymer, known as Bayfol HX, which re-

quires no chemical processing and due to a large refractive index modulation coupled

with a relatively thick medium, can produce volume holograms capable of reaching

close to 100% diffraction efficiency. In this chapter we shall also introduce a method

of recording HOEs that can record phase structures that require an SLM with higher

resolution than our SLM has. It is these HOEs that will be used on our experiment

to confine and manipulate our atoms.

33
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3.1 Problems with SLMs

As mentioned, SLMs have greatly enhanced our ability to manipulate the complex

wavefront of light, however, this is not without drawbacks arising from the physical

structure of the device, as well as how they are electronically addressed. The prob-

lems most relevant to the application of cold atom trapping are; low total diffraction

efficiency[80], time varying profiles and low optical damage thresholds.

The low total diffraction efficiency arises from typically two properties of the SLM;

the first is the large number of optical modes that are generated when a phase or

amplitude only complex filter is used, whilst the second arises from the pixelated

nature of the device. Two factors arise from the pixelated nature of the SLM, which

act to reduce the total diffraction efficiency of the device; the first is due to the fill

factor of the screen, which is never 100%. The fill factor measures the percentage

of the screen through which light can pass, with the rest of the space being dead

space between pixels that that does not interact with the light and thus reduces the

diffraction efficiency of the device.

The second factor arising from the pixellation occurs due to the regular structure of

the screen, with the dead space between the pixels acting as a periodic diffraction

grating, generating a number of diffraction orders from the screen. This effect is

clearly shown in figure 3.1, where a Gaussian beam is shown both with and without

being transmitted through the SLM, when the beam passes through the SLM the

diffraction into the higher order modes is clear. For our SLM, the transmission is

≈50% which, coupled with a damage threshold of 1 W cm−2 and a display size of ≈
1 cm2 means that little laser power will be available for trapping, <500 mW, without

even considering the efficiency of the phase holograms used to generate the desired

modes.

The other major drawback of a spatial light modulator is the time varying profile

it generates. This time varying profile is caused by a phenomenon known as ‘phase

flicker’, which arises from the pulsed modulation scheme used to address the liquid

crystals[81], and occurs at 100Hz, which is close to the typical trapping frequencies

for BECs which can thus lead to resonant parametric heating of the atoms. This

phenomenon can be reduced by actively cooling the liquid crystal display, however,

it has not been fully removed[82].

Finally, as will be discussed in section 8.1 we intend on generating optical fields

with large orbital angular momentum (OAM) for confining our atoms as this creates
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(a) (b)

Figure 3.1: Pixellation of an SLM. a) and b) show the effect of the pixellation of
the SLM upon the transmitted light, with a) showing a Gaussian mode that is not passing
through the SLM whilst b) shows how transmission through the SLM generates a large
number of diffrated modes, significantly reducing the power in the undiffracted mode.

more uniform potentials. However, due to the techniques employed to generate these

modes with an SLM, there is a limit to the maximum OAM that can be imparted to

the optical field, limited by the resolution of the SLM. This is because our phase only

complex filter requires the different diffraction orders to be separable in the Fourier

plane to be able to separate out the desired mode. However, as more orbital angular

momentum is imparted to the optical field, for a given Gaussian waist illuminating

the display, the size of the mode in the Fourier plane tends to increase until the

modes start to overlap, limiting the amount of angular momentum that can be

imparted to the optical field.

It may not be immediately clear why it is the resolution of the SLM that is the

key factor here. Consider an SLM with a given pixel size, if the resolution of the

display is increased (more pixels) then the overall size of the display is increased and

a Gaussian mode with a larger waist can be used to illuminate the display creating

a smaller beam in the Fourier plane, allowing greater separation of the modes. One

could think that this could also be achieved by increasing the size of the pixels of

the SLM at a fixed resolution, however, overall this does not help, as although the

display size increases and a smaller beam at the focus can be created, the pixel

pitch is also increased. This increase in pixel pitch reduces the angular separation

achievable by the diffraction grating used to separate the modes, which brings them
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closer together at the focus, and these two effects act to cancel one another1.

We thus seek a solution that can alleviate these issues associated with using an SLM,

without sacrificing the high fidelity of the optical fields it generates. Our solution

to this problem was to continue using the SLM to generate these fields, but then

using these fields holographically record optical elements that could then recreate

these high fidelity fields with high efficiency. To be able to achieve this though, a

recording medium is required that is ideally simple to work with and can accurately

encode our desired fields.

1The spot size at the focus is proportional to the area of the LCD, whilst the spatial frequency of
the pixellation, which is proportional to the separation in the Fourier plane, is inversely proportional
to the pixel pitch.
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Figure 3.2: The working principle of Bayfol HX. Bayfol HX consists of two main
components, imaging monomers, and matrix precursors in a resin. During the films pro-
duction at Bayer, the matrix precursors are formed into a cross-linked matrix. The film is
then exposed to laser irradiance to record the hologram, initiating photopolymerisation, and
the imaging monomers then diffuse away from the dark regions and this, coupled with the
polymerisation, creates a refractive index modulation storing the hologram.
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3.2 Bayfol Hx

The problem of most holographic recording media is that they cannot achieve large

refractive index modulations, ∆n, which limits the maximum diffraction efficiency

they can obtain. Besides this, from a commercial point of view, most holographic

recording media require a cumbersome stage of wet chemical or thermal process-

ing after laser exposure, making the process of recording a hologram more com-

plex and susceptible to failure. In 2009 Bayer Material Science introduced a new

photopolymer[42] it was developing, which required no chemical or thermal post-

processing, could achieve high diffraction efficiency and was durable.

Figure 3.2 shows the working principles of Bayfol HX, which relies upon two differ-

ent polymer chemistries, one which forms a cross-linked matrix during production,

making the film stable, allowing it to be stored and handled in light safe conditions

before exposure, and the other which is responsible for the hologram formation. Once

the film has been produced, recording of a hologram via laser irradiance initiates

photopolymerisation by activating the imaging monomers. Unactivated monomers

then tend to diffuse through the material until they react with another activated

monomer or polymer chain near a bright interference fringe, which generates a net

diffusion from the dark regions to the light regions. It is this net diffusion, cou-

pled with the photopolymerisation that generates the refractive index modulation

within the material, and can lead to local refractive index changes of ∆n > 0.03.

Once all imaging monomers have reacted, the writing chemistry has been consumed

and all that is required is to photo-bleach the material with UV to gain full optical

transparency.

3.2.1 Recording with Bayfol HX

Recording with Bayfol HX seems relatively straightforward, expose the material

and you’re done! However, life is never so simple and there are some considerations

that need to be kept in mind to create high diffraction efficiency holograms. The

first consideration is simply of recording geometry, whether the hologram will be a

transmission or reflection hologram, as this will dictate other recording parameters.

It has been demonstrated that Bayfol HX can achieve high diffraction efficiency in

both transmission and reflection geometries[83], however, as our holograms are to

be used with our experiments, transmission holograms are typically the simplest to
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work with since the diffracted mode won’t retrace the path of the incident beam

making it simpler to isolate.

With the recording geometry chosen we then must determine what recording pa-

rameters will give the highest diffraction efficiency, to this end we consider some

basic volume hologram theory. When considering a simple non-slanted transmission

volume Bragg grating, the diffraction efficiency, ignoring Fresnel reflections off the

surfaces and absorption by the media, is given by[3]

η = sin2(
π

λcos(θ)
· d ·∆n) (3.1)

where η is the diffraction efficiency, ranging from 0 (no diffraction) to 1 (100%

diffraction), λ is the recording wavelength, θ is the angle of incidence of the recording

beam with respect to the normal of the surface of the photopolymer (and hence also

the Bragg angle), ∆n is the refractive index modulation of the photopolymer, and

d is the thickness of the photopolymer.

The argument of sin2 in equation 3.1 is sometimes referred to as the grating strength,

φ, and it is clear that as φ ranges from 0 through to π
2 , the diffraction efficiency

of the grating will increase from 0 through to 100%, this is known as the weak

grating strength regime. As the grating strength is further increased above π
2 the

diffraction efficiency then begins to fall off again approaching zero as φ → π this

regime is known as the strong grating strength regime. For maximal diffraction

efficiency it is therefore clear that we wish to make the grating strength as close to
π
2 as possible. Figure 3.3 shows how this modulation occurs during the recording

process of a transmission hologram. There are three distinct regions shown, the

first region is a period of inhibition in which there is no change in the refractive

index modulation as photo polymerisation is only beginning. After the period of

inhibition the refractive index modulation begins to grow, as does the diffraction

efficiency, whilst the hologram is still within the weak grating regime. Once the

grating strength has reached π
2 the hologram starts to enter the strong grating regime

and the diffraction efficiency begins to fall with further refractive index modulation.

As the thickness of the photopolymer film is fixed in production, and the wavelength,

with which we record our holograms, is fixed by the laser we will use for trapping our

atoms, there are only two parameters left that can be varied, the refractive index

modulation and the Bragg angle.

The refractive index modulation of the recorded photopolymer depends upon a great
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Figure 3.3: Overmodulation of a transmission hologram. The dependence of the
diffraction efficiency, η, upon the grating strength, which increases with exposure time is
shown. The graph has three defined regions during exposure. Region 1 corresponds to an
initial inhibition in which recording of the hologram has not yet begun as photopolymerisa-
tion is still occurring. Region 2 shows the growth of the refractive index modulation whilst
the grating strength is still in the weak grating regime, and thus the diffraction efficiency
increases with increasing modulation. Region 3 shows the strong grating regime, where the
diffraction efficiency begins to fall with further modulation. Reproduced from [3].

number of parameters, such as the spatial frequency of the recorded grating2, the

intensity of light used for the recording, the total exposure dosage[83] as well as

the fringe contrast of the resulting interference[3]. However, in reference [83] it

can be seen that the refractive index modulation increases rapidly with increasing

exposure dosage, until it saturates to a fixed value. We chose to make use of this

saturation in order to make the recording of our holographic optical elements more

repeatable, by making the diffraction efficiency effectively independent of exposure

dosage by reaching this saturation regime. In doing this, however, the refractive

index modulation that the photopolymer attains is fixed, and thus there is only one

2The spatial frequency of the grating is determined by the relative angle between the two beams
used to record the grating.
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parameter left to vary in order to attain the maximal diffraction efficiency, the Bragg

angle3. A quick calculation of the required Bragg angle using the values presented

in reference [83] for the refractive index modulation, ∆n ≈ 0.015, yields;

θ = arccos(
2 · 0.015 · 16 · 10−6

532 · 10−9
) ≈ 26◦. (3.2)

Experimentally we find that 22◦ < θ < 28◦ yields diffraction efficiencies greater than

80%

3.3 Recording a holographic optical element

Once the parameters for recording a transmission hologram have been chosen, it

is time to experimentally implement the recording process, the experimental setup

employed is shown in figure 3.4.

The output of a continuous wave 532 nm laser is split on a NPBS to generate two

arms of the setup, the reference arm and the object arm. The light traversing the

object arm passes through a polariser and a halfwave plate, allowing the control of

the amplitude of the incident light, as well as ensuring the polarisation of the light

incident on the SLM is correct for phase only modulation. This light then passes

through the SLM displaying the appropriate phase only complex filter, as described

in section 2.2, to generate the desired optical field and a telescope then images this

field onto the photopolymer at an angle of 25◦ with a magnification that generates

an appropriate sized hologram for utilising in the experiment. The telescope also

acts as a spatial filter, with an iris placed in the focal plane of the first lens used

to separate out the desired optical field. Meanwhile along the reference arm, the

incident beam passes through a telescope that also acts as a spatial filter to produce

a clean filtered Gaussian beam, and magnifies the beam again to the appropriate size

for use with the experiment. This beam is also then directed onto the photopolymer

at an equal angle of incidence as the object beam.

There are a few experimental properties of the recording process that ensure record-

ing and playback of the hologram are as simple as possible. Firstly, the path lengths

of each arm of the setup, the incident polarisation and the local intensity of the

3I should stress that as the saying goes ”There are many ways to marinate your tofu” and I have
chosen but one method to attain maximal diffraction efficiency, however, the reduction in parameter
space from four orthogonal parameters to one makes the achievement of high diffraction efficiency
relatively simple experimentally.
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[t!]

Figure 3.4: Hologram recording setup. A schematic of the experimental set up used
for recording transmission holograms. M, mirror; NPBS, non-polarising beam splitter cube;
P, polariser; λ/2, half-wave plate; L, lens; SF, spatial filter; SLM, spatial light modulator.
For recording reflection holograms the stage on which the hologram is mounted is rotated
such that the object and reference beams enter the photopolymer on opposite surfaces.
Reproduced from [4].
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two beams at the photopolymer film should be matched as closely as possible, as

differences in these three quantities will lead to reduced fringe contrast, resulting in

different optimal angles for recording. With regards to the intensity of the object

and reference beams, spatially matching the intensities is not always possible due to

the spatially varying profiles of the desired optical fields. In this case we typically

choose the intensity of the reference beam such that it is everywhere greater than

the object beam.

To ensure the object and reference beam are incident upon the hologram at equal

angles, and thus ensure a non-slanted hologram is recorded removing any asymmetry

between the two Bragg angles, the reflection of one of the beams off the front surface

of the hologram film can be traced back along the incident path of the other beam.

Both beams should also be made as collimated as possible at the hologram plane,

ideally using a shear plate interferometer, as any divergence of the beams will create

an additional lensing effect in the resultant hologram.

During the exposure, the recording of the hologram can be visualised by placing a

camera in one of the two beam paths, as once the hologram starts to record the object

and reference beams will begin to diffract into one another, and phase variations

between the two paths then manifest themselves as intensity variations upon the

camera. Once the intensity variations on the camera have reached their largest

amplitude, the hologram is then at the maximal diffraction efficiency it will achieve4.

Typical recording intensities for a transmission hologram are ≈10 mW cm−2 and

exposures are typically on the time scale of 1-2 seconds, with the exact time varied

to maximise diffraction efficiency. Once the photopolymer has been exposed, the film

can be immediately played back and the efficiency and resulting fidelity measured,

however, some optical bleaching may be required to gain maximal transmission

through the film.

3.3.1 Quantifying the success of our method

To measure the effectiveness of our method for recording HOEs and their subsequent

ability to recreate the desired field, we chose to create a HOE that would convert

an incident Gaussian mode into a Hermite-Gaussian mode[84], HG(0,1), to axially

confine a BEC.

4Visualising the recording process is a good method to ensure that some form of recording is
occuring, and can also be used immediately after to check the fidelity of the resultant optical field
by blocking the object beam.
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Measuring the effective diffraction efficiency of a single holographic element that

converts a Gaussian beam into an optical mode that is spatially different is not

as simple as measuring the ratio of input to output power. This is because using

a single phase-only element to generate a complex optical field limits the maximal

obtainable efficiency to the spatial overlap of the amplitude profiles of the two modes.

The overall diffraction efficiency can thus be expressed as

ηtotal =
PD

PT + PD
≤ ηS.O.ηH , (3.3)

where ηtotal is the overall efficiency of the HOE in generating the desired mode, PD

and PT are the optical power in the diffracted and transmitted modes respectively,

and ηS.O. and ηH are the normalised spatial overlap of the amplitude of the two

modes and the diffraction efficiency of the hologram respectively. Here we have

chosen to ignore losses due to reflections off the glass substrate the photopolymer is

mounted to, as these can be effectively removed via an appropriate anti-reflection

coating, and have also ignored absorption losses in the material, which are wave-

length dependent.

In the case of two identical beams, the overlap is obviously 100%, and ηtotal = ηH , in

this case we have measured diffraction efficiencies in excess of 90%. For a Gaussian

mode to a HG(0,1) mode where the waist of the Gaussian is chosen so as to maximise

the spatial overlap, the spatial overlap and thus the maximal obtainable diffraction

efficiency, is ≈ 54%. For the HOE that we have recorded producing the optical

field in figure 3.5a, ηtotal was measured to be ≈ 50%. In figure 3.5b, the profile

of the optical field is shown when focussed with a cylindrical lens, along with a fit

along the vertical direction for a HG(0,1), the fit shows close resemblance to the

data, indicating high fidelity of the reconstructed mode and that our holograms

achieve close to the largest possible efficiency for a single, phase-only hologram.

Figure 3.5c shows the use of the optical field in practice: by replaying the hologram

with 532 nm light straight out of an optical fiber, and focussing the resultant field

with a cylindrical lens, ultracold atoms are confined to the dark centre of the mode,

whilst the atoms are prevented from expanding radially by a quadrupole field.
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Figure 3.5: The result and use of a HG(0,1) recorded into a hologram. a) Image
of the intensity profile of the HG(0,1) mode at the focus of a lens. b) A fit (dashed lines) of
a HG(0,1) intensity profile to the measured intensity profile (circles) taken along the green
line shown in the image. c) An image of ultra cold Rubdium-87 atoms trapped within the
nodal region of HG(0,1) mode (shown in 3.5a) formed from ≈ 50 mW of 532 nm laser light
with a magnetic field providing the transverse confinement of the atoms. Optical density is
shown on the right hand side. Reproduced from [4].

3.4 Generating large angular momentum Laguerre-Gaussian

modes

One limitation of using an SLM for creating large angular momentum Laguerre-

Gaussian modes was discussed in section 3.1, that the largest angular momentum

the SLM could impart was limited by the resolution of the SLM. In this section we

present a method that allows this upper limit to be increased by a factor of 2 when

writing a HOE directly from the SLM5.

5By iteratively applying this method to the optical mode generated by the HOE that it creates,
HOEs that impart greater angular momentum could be written. It is not known what limits this
process and what the upper limit to the amount of angular momentum that could be imparted to
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Figure 3.6: Optical setup for recording large angular momentum modes. The
optical set up used to record the hologram with twice the angular momentum per photon
achievable by diffraction from just the SLM; all labels are as in Fig 3.4. The difference in the
number of reflections each mode undergoes must be an odd integer in order for the modes
to be mirror images of each other. Reproduced from [4].

Our method of generating LG(0,l) modes with twice the angular momentum of the

mode generated by the SLM relies upon interfering the original mode with its mirror

image. When an optical field reflects off a surface, the mirror image of the spatial

mode is formed, for an LG(0,l), however, this leads the spatial amplitude unchanged

under lateral inversion. However, an LG(0,l) mode does has an azimuthal phase

exp(ilθ), where θ is the azimuthal angle and l is the azimuthal order of the mode,

which under reflection from a mirror does change. This change simply corresponds

to reversing the sign of the azimuthal order, l→ −l.

Utilising this property, we form the interference of a LG(0,l) mode with its mirror

image (LG(0,−l)) by splitting the LG(0,l) mode generated from the SLM with a NPBS

and then recombining the two modes onto the photopolymer with a pair of mirrors,

as shown in Fig. 3.6. The critical feature of this setup is that the number of reflections

that the two modes undergo differs by an odd number, otherwise the modes would

end up the same handedness when they interfere and a simple diffraction grating

would be written. As the written HOE must convert the LG(0,l) mode to the LG(0,−l)

mode, the HOE must impart 2l of angular momentum to the diffracted optical

an optical field is.
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field, twice that of either mode. This set up is also particularly stable, as the path

length between the NPBS and photopolymer is quite small, which decreases the

sensitivity to vibrations. Splitting the modes on a non-polarising beam splitter

cube also ensures that the power in each mode is approximately balanced and the

polarisation the same.

To demonstrate this technique we generated an optical field with 160~ of orbital

angular momentum per photon, twice the limitation of the SLM, with typical holo-

grams of this type achieving 50% diffraction efficiency6. This mode is shown

Fig. 3.7a, along with the radial intensity profile, averaged azimuthally. As can

be clearly seen, the resultant optical field appears as a thin ring, with a peak to

peak diameter of 1.6 mm, while a Gaussian fit to estimate the thickness of the ring

results in a 1/e2 waist of 20 µm yielding a 80:1 ratio of the diameter to the wall

thickness7. The intensity variation over the central 1.48 mm is less than 1%8. If we

fit a power law function to the average radial intensity, a power law exponent of 100

yields an R2 value of 0.94, further verifying the sharp walls of the optical mode9.

To verify the angular momentum of the mode, an interferogram of the optical field

with its mirror image is shown in Fig. 3.7b, which would show 2l azimuthal fringes.

The figure shows 320 fringes, as expected for the interference of a LG(0,160) mode

with a LG(0,−160) mode.

6The diffraction efficiency is typically mostly limited by the spatial overlap of the Gaussian and
the LG mode.

7For creating a uniform flat bottomed potential, this is the most relevant parameter for creating
uniform flat bottom potential.

8This is the second most relevant parameter.
9The greater the exponent, the sharper the walls, for a harmonic potential the exponent is 2.
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Azimuthal average

(a) (b)

Figure 3.7: The resulting optical field generated by the method described in
section 3.4. a) The intensity distribution of the optical field. The (green) line is the
azimuthally averaged, radial profile. b) The interference of the optical field with its mirror
reflection, verifying the high angular momentum state. Reproduced from [4].

3.5 Creating other optical elements

During my PhD we experimented with generating a number of other HOEs from

physical optics such as lenses. Few were ultimately used on experiments as they

offered little advantage over the physical elements themselves, however, they did

demonstrate the versatility of Bayfol HX as a recording medium, and some of the

information learned could be of use to others. The most interesting optical ele-

ments that were recorded into the photopolymer were lenses. When recording a lens

into the photopolymer there are a number of interesting properties of the resultant

hologram dependent upon how the lens was recorded.

The first thing to note is that when the lens is fully illuminated with light, and

is recorded by interfering the focussed light with a collimated Gaussian beam, the

results will be a HOE that similarly acts like a lens with the same numerical aperture,

however, the focal length of the lens may be varied by altering the distance between

the photopolymer and the focus of the beam. When playing back this hologram, the

lens can then either function as a positive or negative focal length dependent upon

the direction in which the HOE is played.

Next, if the collimation of the Gaussian beam is instead changed to be diverging

(converging), then a lens with a larger (smaller) numerical aperture may be written.

For example, consider the case of interfering two beams initially of identical size,
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passing through two lenses of equal focal length, and thus the resultant Gaussian

beams having equal numerical aperture, NA. Now, if one of these lenses was of

negative focal length and the other positive, and the two beams were to interfere

upon the photopolymer film at an equal size, then the recorded HOE would act as an

element that would take a diverging Gaussian beam of numerical aperture, NA, and

covert it to a converging Gaussian beam of the same numerical aperture. The HOE

would then be behaving identically to a single lens in a 2f imaging configuration,

which must have twice the numerical aperture of either beam to be able to behave

in this fashion. Using the second of these properties, HOEs with greater numerical

aperture than physical lenses, which may be available, can be written10, and the

HOE can also be optimised to the type of imaging required, whether it be a 2f

configuration, imaging to infinity etc.

Finally, one other benefit of volume HOEs is their directionality. As volume holo-

grams are highly angularly selective, HOEs can be formed that will only affect light

coming from a particular direction. For example, if one was to want an optical ele-

ment that could form an image from light collected in one particular direction but

not the other, then a HOE could be used for this purpose. This could be especially

useful when the desired signal may be especially weak compared to background light

levels, allowing the angularly selective nature of the HOE to act as a filter reducing

the relative background light level.

3.6 Summary

In this chapter we have described a method for recording holographic optical ele-

ments that can reproduce arbitrary complex optical fields that have been generated

from an SLM via the methods described in section 2.2. This method utilises Bayfol

HX, a photopolymer that has proved both easy to use and versatile, and to date11

we have seen no degradation of a hologram written in late 2015. To verify the ef-

fectiveness of this method a HOE was written that could generate a HG(0,1) mode,

which achieved 95% of the maximal possible mode conversion efficiency for a single

phase only hologram. This mode was subsequently used to confine a condensate

axially.

10There would be a limit to the highest numerical aperture that could be recorded, as at some
point one would expect total internal reflection into the film to become a problem, however this
limit was not explored.

11April 2019
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We also introduced a method for creating HOEs that can generate Laguerre-Gaussian

modes that have twice the orbital angular momentum per photon than can be gen-

erated with an SLM. This method relies on the symmetry of the amplitude of the

mode under reflection from a mirror, and the reversal of the phase gradient under

reflection. This method will be critical for generating the large angular momentum

modes used in this thesis for ultracold atom trapping.



Chapter4
Building a Bose–Einstein Condensate

apparatus

At this point in my PhD I had implemented the creation of arbitrary complex optical

fields using a phase only spatial light modulator and had developed the techniques

required to record these fields into a HOE, which could then recreate the desired

field with high efficiency and fidelity. The creation of high order orbital angular

momentum modes to confine and manipulate our condensate was thus achievable

and implementable, and the final steps to performing the experiment was to trap

the atoms with the optical fields. This was always intended to be performed on

the first generation BEC apparatus built at Monash, however, this apparatus was

having difficulty producing condensates at the time, and the design of the apparatus

was such that high numerical aperture imaging was performed in a glass cell, which

the cold atoms had to be transported to, during which a significant loss of atoms

occurred.

Given two of our requirements for performing our experiment; reproducible large

atom number condensates and high numerical aperture imaging for both creating

healing length features in the resulting trap as well as being able to image vor-

tices in-situ, we decided it was time to design and construct a new apparatus that

meets these requirements. In the following chapter I will outline the design and

construction of all elements of a Bose–Einstein Condensate apparatus; from vacuum

system design, construction and the resultant bakeout required to achieve ultra-

high vacuum, through to the layout of the laser system required for laser cooling

51
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and trapping, the design of coils for magnetically trapping and manipulating atoms

as well as the electronics required for driving the coils, generating RF, shuttering

lasers and interlocking the entire system to prevent disaster.

One of the most critical aspects of a BEC apparatus is the vacuum system itself

as this is typically the hardest to change once built, and has to meet a number of

demanding requirements such as;

• Good optical access for optically manipulating the atoms

• Good optical access for high numerical aperture imaging

• Room for placement of critical components such as the magnetic coils for

confining the atoms

• Close proximity and high conductance paths to vacuum pumps to ensure a

good vacuum is achieved where evaporative cooling will occur

The design that I settled on utilises a two chamber approach, with a high vacuum

side of the vacuum system that acts as a source of cold atoms (the source chamber)

for the ultra-high vacuum side (the science chamber) of the apparatus. A 2D MOT

is built around the source chamber and provides a beam of pre-cooled atoms that

are pushed into the science chamber through a differential pumping tube, allowing

a large pressure difference to be maintained. The atoms are then collected in a 3D

MOT in the science chamber where they undergo further cooling before they are

transferred into a purely magnetic trap for forced evaporation, and eventually into

a hybrid magnetic/optical trap in which a condensate is formed and the result can

be imaged.

To begin, we will consider the vacuum quality requirements placed upon the system

to achieve condensation.

4.1 Ultrahigh vacuum for ultra-insulation

To reach Bose-Einstein condensation and perform experiments on time-scales of the

order of seconds, lifetimes on the order of 10’s to 100’s of seconds must be had

to ensure effective evaporative cooling as the effectiveness of evaporative cooling

depends greatly upon the ratio of ‘good’ collisions, which allow rethermalisation

between the trapped atoms, and ‘bad’ collisions, collisions which either heat the

atoms or results in atoms lost from the trap. There are typically three mechanisms
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through which heat can be transferred, and the vacuum system almost entirely

eliminates two of these mechanisms, while greatly reducing the third.

The most common form of heat transfer that is considered is that of mechanical

heating, whereby two objects in physical contact exchange heat in order to reach

an equilibrium temperature. As the vacuum system is exposed to the laboratory

atmosphere, the vacuum system itself is kept at 294 K, nine orders of magnitude

hotter than the temperature of the BEC. However, as the BEC is either held in a

magnetic or optical trap, the atoms themselves are not in physical contact with the

vacuum chamber walls, preventing any heating.

Another method of heating arises from the blackbody radiation emitted by all objects

not at absolute zero, this heat is exchanged through photons being emitted from

one body and absorbed by the other, and is known as radiative heating. Radiative

heating of the BEC, however, is not much of a concern, as the quantised absorption

lines of the condensate must be considered, and thus when integrating the power

absorbed by the condensate from the blackbody, the power spectrum should only

be integrated across the respective line widths of the accessible transitions. This

has been calculated[85] to only result in the absorption of single photons every 1014

years, causing negligible heating.

The final and most difficult method of heating to remove is due to convective heat-

ing. Convective heating is typically considered as the transfer of heat from one

object to another through an intermediary fluid, the atmosphere between the ob-

jects, however, in this case it is the intermediary fluid itself that causes the heating.

In a perfect vacuum this heating mechanism will be prevented, however, even in

our ultra high vacuum system of ≈ 5 × 10−12 torr, there are still ≈ 108 particles

per cm3, making convective heating the dominant source of heating for a cold atom

experiment. Convective heating is a large problem for producing BEC’s, as since

only the atomic species of interest are cooled in our apparatus, the dominant gas

load on the system, typically hydrogen molecules (H2 from outgassing of the steel

in the vacuum chamber, remains at 294 K and thus a single collision of a cold atom

with an atom at this temperature will impart enough energy such that the cold atom

is no longer trapped1. It is possible to estimate the loss rate from a cold atom trap

due to the background gas collisions, reference [86] gives a detailed calculation that

is not repeated here, but typically a background pressure on the order of 10−11 torr

1As I cannot load much of a MOT in the science cell without the Source MOT turned on, and
the lifetime in my magnetic trap is in excess of a minute, this indicates the background pressure of
rubidium is quite low.
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provides a suitably long lifetime, on the order of a minute.

There is a second, almost contradictory, requirement for creating a BEC, however,

a high partial pressure of rubidium is desirable for loading large numbers of atoms

into a magneto-optical trap for cooling to reach condensation. As the equilibrium

number of atoms in a MOT is limited by the load rate2 and the load rate is typically

proportional to the partial pressure of the species being cooled[87]3, greater pressure

typically results in larger atom numbers when loading from a background vapor.

Secondly, the load rate of the MOT also determines the time required to load the

MOT to a reasonable size for a starting point for achieving condensation, and the

longer this time is, the more time consuming it is to optimise the creation of a BEC.

To satisfy both these requirements with a single vacuum chamber, the chamber is

typically split in two; an ultra high vacuum side in which the pressure is kept below

10−11 torr for evaporative cooling to reach BEC ,typically known as the Science side,

and a high vacuum (HV) side where the pressure is kept at ≈ 10−7 torr4, for the fast

loading of large numbers of atoms into a MOT, known as the Source side. These

two sides of the vacuum system are separated with a low conductance aperture, a

differential pumping tube, placed between the two sides, which maintains a pressure

gradient of approximately 4 orders of magnitude.

4.1.1 Vacuum pumps

To reach ultrahigh vacuum, the vacuum system must be actively pumped with vac-

uum pumps. This is as even in an ideally sealed vacumm system with an incredibly

low leak rate, there is still a relatively large gas load. This results as most vacuum

systems are constructed from 304 or 316 stainless steel, which typically has hydrogen

dissolved into it, incorporated undesirably through a number of the techniques used

in the manufacturing of the vacuum components, and the refining of the iron from

the ore itself. Thus even in an entirely sealed vacuum system, hydrogen can diffuse

out of the steel walls of the chamber, creating a gas load upon the system. In our

vacuum system we have two vacuum pumps, one is a Nextorr D200 NEG pump,

and the other a Titanium Sublimation Pump (TSP), which actively maintain our

2As in equilibrium the loss rate from the MOT, caused by background gas collision and light
induced collisions between atoms in the MOT, is balanced with the load rate of the MOT.

3Until the partial pressure becomes large enough to start causing significant loss from the MOT
itself.

4Note that this chamber is initially pumped out to UHV pressures, but then is filled with the
atomic species of interest.
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Figure 4.1: Nextorr D200. A Solidworks representation of the NexTorr D200. The
red box contains the ion pump which is designed to actively pump the noble gases, whilst
the cartridge seen extending from the box is the NEG cartridge that performs most of the
pumping, but passively.

vacuum system at ≤ 5× 10−12 torr.

The Nextorr D200 NEG pump is a relatively new vacuum pump on the market,

and contains two different types of pump, an ion pump and a non evaporable getter

(NEG) pump. Ion pumps are the standard workhorses for producing UHV vacuum

chambers, however, they have their drawbacks as they are relatively large, actively

consume power and require large magnets to work, which leads to stray magnetic

fields in the science chamber. NEG pumps on the other hand are passive and

very compact, pumping on the gas load by providing a very high surface area for

gases to adsorb onto. However, NEG pumps have their drawbacks as they cannot

actively pump noble gases, which is why the ion pump is also incorporated to pump

those particles the NEG cartridge cannot. The Nextorr D200 combines these two

technologies, providing a pumping speed of ≈200 l s−1 for hydrogen[88] which is the

main gas load on the chamber, as well as being able to pump the noble gases.

Figure 4.1 shows a Solidworks model of the Nextorr D200, the red box contains the

ion pump, whilst the cartridge sticking out of the box are the NEG pump elements.

A titanium sublimation pump works very similar to a NEG pump in that it sub-

limates titanium onto the chamber surrounding the pump when activated, which

provides a surface for gas molecules to react with, forming a solid, which then re-
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mains there. TSPs have incredibly high pumping rates for reactive gases such as

hydrogen making them very useful in UHV applications, however, they are not par-

ticularly efficient at pumping much else, which is why the Nextorr is also required.

Our TSP is contained in a 4.5” CF flanged, 8.25” long nipple, this provides a surface

area of ≈ 750 cm2of surface area for the titanium filament to deposit upon, which

allows the TSP to provide up to ≈ 1900 l s−1[89] of pumping speed for hydrogen.

4.1.2 Designing the differential pumping tube

With the expected pumping speed of the vacuum pumps known, we can now turn to

calculating the required conductance of the differential pumping tube to maintain

the desired pressure difference between our Source and Science chambers. To begin

we must first consider the rate at which gas can be pumped out of the system by the

Nextorr and TSP. The mass flow rate pumped by the Nextorr and TSP, Qpumped,

is given by the total pumping speed, Stotal = STSP + SNextorr, and the pressure at

these pumps, which we shall denote as PUHV
5, and is given by

Qpumped = StotalPUHV . (4.1)

Meanwhile the mass flow rate into the Science side, Qsci is given by the product of

the conductance, C, of the impedance and the difference in pressure between the

two chambers,

Qsci = C(PHV − PUHV ). (4.2)

In equilibrium the mass flow pumped by the vacuum pumps will equalise with the

mass flow through the impedance, yielding the pressure in the Source chamber as

PHV
PUHV

=
Stotal
C

+ 1. (4.3)

Given we typically desire PHV
PUHV

≈ 104 we can simplify the above to

PHV
PUHV

=
Stotal
C

. (4.4)

Thus as Stotal ≈ 2000, we thus require C ≈ 10−2 − 10−3 to maintain the desired

pressure differential.

5Given the high conductance from the Science chamber to the central chamber where the vacuum
pumps are located, we shall also take this as the pressure in the Science chamber.
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Figure 4.2: A Solidworks model of the designed differential pumping tube. The
designed differential pumping tube formed by three concentric holes of varying diameters and
lengths drilled into a 12mm diameter grade 304 stainless steel rod. The holes were designed
to allow divergence of the atomic beam coming from the 2D MOT while also achieving
the desired conductance to maintain a pressure differential of approximately four orders of
magnitude.

The differential pumping tube (DPT) between the Science and Source chambers is

formed by a long (≈ 120 mm) grade 304 stainless steel rod attached to a 2 3/4”

blank flange, with a series of different sized concentric holes drilled into it to form

the conductance path for the atoms, as shown in figure 4.2. The DPT consists of

three holes, one is 0.8 mm in diameter and is 11 mm long, the second is 3 mm in

diameter and is 40 mm long, while the final hole is 7 mm in diameter and is the

rest of the length of the tube, 75 mm long. The ratio of the sizes of the concentric

holes and the length of each holes was designed to provide a path which would allow

a diverging atomic beam of ≈60 mrad6 to pass through without colliding with the

tubes walls, ensuring the flux of atoms travelling from the Source chamber to the

Science chamber is not reduced. The total conductance of the DPT can be calculated

by first calculating the reciprocal of the conductance of each of the holes, and then

calculating the reciprocal of the summation of these reciprocal conductances, as

conductance in series adds much like resistors in parallel[91]. The conductance of a

hole for a vacuum system in the molecular flow regime7 is given by[91]

C =
π

6

√
2kbT

πm

D3

L
(4.5)

where m is the mass of the atom, kb is Boltzmann’s constant, D is the diameter

6This number is based on references [87], [90] and [6], which typically found a divergence of
≈30 mrad, thus 60 mrad will easily allow the beam to traverse the DPT with minimal loss.

7The pressure at which molecular flow occurs depends upon the geometry and size of the vacuum
system, but occurs when the mean free path of a particle is greater than the diameter of the tube
the particle is flowing through, this typically occurs well above high vacuum pressures and is thus
guaranteed for our vacuum system.
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of the hole, and L is the length of the hole. Using eq. 4.5 the conductance for our

differential pumping tube is calculated to be ≈ 3× 10−3 ls−1

4.1.3 Pressure measurement

Although not crucial to the design of a BEC apparatus, two devices are particularly

helpful in diagnosis of vacuum quality issues; a residual gas analyser (RGA) and

a Bayard-Alpert ion gauge pressure monitor. An RGA is effectively a mass spec-

trometer that can provide the user with a measurement of the partial pressure in

the vacuum system of a particular mass, whereas an ion gauge provides an accurate

measure of the total pressure in the vacuum system, and in particular has a lower

x-ray limit, allowing it to measure pressures 10-100 times lower than a typical RGA.

The RGA finds its use throughout the ’bake out’ phase, where the vacuum system

is heated to 250◦C in order to remove as much hydrogen as possible from the steel

of the vacuum chamber. During this phase the RGA allows one to look at the

partial pressures of the different mass components in the system, allowing one to

identify when all of the water is baked out of the system, as well as if there are any

leaks through analysing the relative abundance of oxygen to nitrogen as these two

gases are typically pumped at different rates, thus finding them in the same relative

abundance as in atmosphere can indicate a leak. The RGA is also particularly useful

in a final check for any leaks of the vacuum system by squirting helium about the

flanges of the vacuum system, as these are most susceptible to leaks, and looking

for the appearance of helium on the RGA, hence any possible leak can be localised.

The ion gauge finds its usefulness through continual monitoring of the vacuum sys-

tem, allowing leaks to be quickly identified and addressed reducing possible down-

time of the experiment, as well as providing an accurate measure of the pressure in

the vacuum system. However, the pressure in our vacuum system is typically below

5 × 10−12 torr, which is the x-ray limit of the ion gauge, thus there is no accurate

measurement for the pressure of the system system below this apart from measuring

the lifetime of the atoms held in a trap8, therefore the ion gauge only provides an

upper limit on the pressure.

8This is only accurate if the trap is not limited by other loss mechanisms, such as technical noise
from current instability in the magnetic trap or non-resonant scattering of photos in a dipole trap.
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4.1.4 Source and Science chambers

The final crucial components to the vacuum design are the Source chamber, which

provides the initial source of cold atoms, and the Science chamber, where evaporative

cooling to reach condensation occurs and the science begins.

The Source chamber consists of a glass cell fabricated by Precision Glassblowing

Inc. in Boulder, Colorado, USA. This cell consists of a 25 mm square profile glass

chamber that is 100 mm long, attached to a glass cross that contains two getters

in each arm, four of which are rubidium, while the other four are potassium, all

procured from SAES. This cell is shown in figure 4.3a. One end of this cell has a

window attached to allow the a laser beam to propagate along the length of the cell,

to push the atoms loaded into the MOT that is formed around the rectangular cell

out towards the Science cell. The other end of the chamber is attached to a minimal

length coupler9, which allowed the chamber to be easily attached to the vacuum

system upon which the DPT was already mounted.

The Science chamber, shown in figure. 4.3b, consists of an octagonal glass cell made

from 4 mm thick glass, with 40 mm (external) square optical flats on 6 sides, and glass

to metal seals attached to the other two faces that oppose each other. This cell is

mounted directly off the main vacuum chamber, a 6” spherical octagon from Kimball

Physics, via a custom 6” to 2-3/4”reducer flange. There are two such custom reducer

flanges, one attached to either side of the spherical octagon, which are designed with

the 2-3/4” flange offset from the centre of the custom reducer by 24.8 mm. These

flanges ensure that the cold atomic beam that is emitted from the source side can

travel to the Science side unperturbed by the prescence of the Nextorr-D200, which

protudes into the spherical octagon, maximising the conductance to the Science cell.

The other end of the octagonal cell is attached to a bellows10, before being attached

to a gate valve which is capped with a window. This gate valve uses a Kalrez O-ring

and is thus bakeable to 200◦C, and is in a position such that the apparatus can be

extended in the future with an additional chamber.

9This allowed the glass chamber, with the end window already attached, to be placed upon an
optical rail and a vertical translation stage allowing it to be easily moved into place to prevent the
DPT damaging the cell, and the orientation of the cell to be fixed while tightening the bolts.

10The bellows allows the gate valve to be mounted to the table, as otherwise the rigid vacuum
system would be mounted in multiple places and during bakeout could open up leaks due to thermal
expansion of the system.
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(a) (b)

Figure 4.3: Glass cells. a) A Solidworks representation of the source cell, made from a
rectangular cuvette with 4 glass tubes attached to one end in which the getters are installed.
b) A Solidworks representation of the octagonal glass cell used as the science cell.

4.1.5 Overall system design

Throughout this thesis, I shall define the axes of the experimental apparatus as

follows; the X axis of the experiment is coincident with the axis of line of sight along

the differential pumping tube, from the source chamber to the science chamber,

whilst the Z axis of the experiment is aligned with gravity and the Y axis orthogonal

to these two directions. Figure 4.4a shows the a cut through of the resultant final

vacuum system design when looking directly along the Source chamber. The system

is centred around a 6” spherical octagon11 which has two 6” faces, and eight 2 3/4”

ports evenly spaced around its edge. Four of the eight 2 3/4” ports have 780 nm AR

coated viewports attached, to allow optical access if the flux from the 2D source is

to be quantified, while the other four ports attach the various vacuum gauges and

pumps.

The Nextorr D200 is seen on the bottom right hand corner of the chamber, while the

TSP is directly opposite it. This design was chosen as the TSP has a metal disk that

prevents sublimation from the TSP being directed along the axis of the filaments,

hence preventing direct line of sight from the filaments to the Nextorr NEG cartridge

which protrudes into the main chamber. This ensures the NEG cartridge does not

get coated in titanium, preventing it from pumping. The ion gauge is seen on the

bottom left corner of the system contained within a 4 1/2” to 2 3/4” conical reducer,

this was chosen to help prevent the filaments of the ion gauge shorting to the walls

of the vacuum chamber12, preventing it functioning. Finally, the RGA is mounted

11Kimball Physics, MCF600-SphOct-F2C8
12A design flaw of a previous system.



4.1. Ultrahigh vacuum for ultra-insulation 61

(a) (b)

Figure 4.4: Vacuum system perspectives. a) A Solidworks model of the final vacuum
system looking along the length of the system from the source end, when cut through the
centre of the spherical octagon, the centrepiece of the system. b) shows the same model but
viewed from the side instead and cut along the length vertically to show the path the atoms
follow from the 2D MOT formed in the Source chamber on the left hand side, through to
the 3D MOT in the octagonal chamber on the right hand side.

in a T piece on the top right corner, with the T being connected to a right angle

valve for allowing the initial pump down of the system.

Figure 4.4b shows a cut through of the system when viewed from the side. The left

hand side of the vacuum system is the Source chamber, connected to the spherical

octagon via the custom 6” to 2 3/4” zero length reducer flange. The differential

pumping tube can be seen protruding into the Source chamber, allowing the 2D

MOT to be aligned as close to the DPT as practical to ensure the cold atomic beam

is as small as possible when first entering the DPT. On the right hand side we can see

the Science chamber again attached via the custom reducer flange, and the bellows

and gate valve allowing a future extension of the system.

The vacuum system in its entirety in its final design is shown in figure 4.5. The

design philosophy for the vacuum system was as simple as possible while maintain-

ing all necessary features. This has been achieved through the use of getters as

opposed to a chunk of rubidium in an oven allowing the footprint of the vacuum

system to be greatly minimised, while the use of the spherical octagon in the centre

allows all necessary components for the vacuum system to be compactly arranged,

whilst maintaining good conductance through to the Science chamber ensuring good

pumping.

One problem that typically arises with the design of a BEC apparatus that can
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Figure 4.5: Finalised vacuum system. The final vacuum system design with mounts
and some optics included. The source end with the 2D MOT optics as well as the coil formers
is shown in the forefront, whilst the science side is in the background with the octagonal cell
mostly obscured by the quadrupole coil formers.

both produce large BECs, as well as maintain high resolution imaging of the final

result, is how to maintain optical access for the MOT beams whilst also getting an

objective lens as close as reasonably possible to the atoms to maximise the possible

numerical aperture of the imaging system. This problem arises as the objective lens

cannot typically be placed on one of the axes that the MOT beams follows, as the

MOT beam would then either have to pass through the objective, or the objective

be actively moved throughout the experiment.

If the MOT beam were to pass through the objective, then the output beam from

the objective would have to be a large diameter collimated beam, as the objective

would be the last optical element before the atoms. This is difficult to achieve as

large numerical aperture objective lenses typically have short focal lengths, thus if

used in any telescopic arrangement the telescope will have to have a similarly short

focal length for the input lens so as to not reduce the beam size too much. This

telescopic arrangement is typically difficult to implement due to the limited access

about the cell, furthermore, desirable MOT beams sizes are typically larger than the
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diameter of the first lens in most high numerical aperture objectives, thus significant

clipping will occur for large MOT beams. For similar reasons, this also removes the

possibility of retroreflecting the MOT beam through the objective in a cateye type

configuration, as access to place a mirror at the back focal plane of the lens is lacking.

Alternatively, the objective lens could be moved during the experiment, however, as

the field of view and depth of focus of the objective lens are typically very small,

whatever translates the objective lens must reliably reproduce the same position of

the objective lens to within a few microns each time. By translating the objective

lens, vibrations are also likely to be introduced via the translation mechanism, which

can lead to imperfect cancellation of interference fringes during the image subtraction

used in absorption imaging, reducing the quality of the resultant image.

My solution to this problem was to use a long working distance objective lens (≈40

mm), and to slide a very thin (2 mm) custom designed optic, a quarter wave plate

at 780 nm with a high reflection coating on the back side, between the top of the

objective lens and the bottom of the glass cell during the MOT stage, and then

remove it when using the imaging. By using this solution, the MOT beam whose

axis is coincident with the imaging axis can be retroreflected by the custom optic

without having to pass through the objective lens.

This solution requires a small gap between the bottom of the cell and the top of the

objective lens, I used an 8 mm gap, which places the focus of the objective lens 8

mm below the centre of the glass cell. As the focus of the objective lens is below

the centre of the glass cell, where the MOT was found to load best, this requires the

location of the atoms to be translated.

For my apparatus I designed the quadrupole coils to be centred on the imaging

location of the atoms, not the centre of the glass cell. This allows only relatively

small bias fields to be required to shift the field zero up to the centre of the glass

cell during the MOT loading stage and during the transfer into the uncompressed

magnetic trap, and then the translation into the final location is performed by

reducing the bias field. I also considered the scenario where the quadrupole coils are

instead centred on the glass cell, and a bias field used to translate the compressed

magnetic trap to its final location. This would require large currents to be driven

through the bias coils for long times, the duration of both RF evaporation in the

compressed magnetic trap as well as during the loading of the hybrid trap. It would

also be more difficult to maintain the location of the hybrid trap during its loading,

as the bias field would have to be ramped in proportion to the changing quadrupole
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field as it is decompressed, which may reduce the efficiency of the load.

The translation stage for the retroreflecting optic was made from 4mm PVC, thick

enough to allow a 1 mm thick lip at the bottom of the aperture in which the optic

sits, 2 mm for the optic itself, and a further 1 mm for a retaining ring to be glued

into place to secure the optic. The aperture in which the optic sat was 30mm in

diameter, whilst there was a second aperture, used for imaging through, 40 mm

in diameter, placed 50 mm further along the translation stage. The separation of

these two apertures, centre to centre, was chosen to be the same as the distance the

actuator translated (50mm), so that the two positions the translating mount had to

be in where at the two extremes of the actuator’s range.

4.2 Achieving Ultra-High Vacuum

Achieving ultra-high vacuum is no mean feat, as at such low pressures the smallest

impurity in the system can create a gas load large enough to limit the ultimate

achievable pressure to above UHV. To achieve the desired base pressure for the

vacuum system careful preparation of all components must be undertaken before

they can be fixed together. Once the system is constructed, a vacuum system then

also typically undergoes a stage known as ’bake out’ where the entire system is

brought to a few hundred degrees celsius to help outgas any impurities on the surface

or within the walls of the vacuum system, typically lowering the lowest achievable

pressure by 1-2 orders of magnitude.

4.2.1 Component preparation and construction

In preparation for the construction of a UHV vacuum chamber all components must

carefully be cleaned. This is simplest with the aid of an ultrasonic bath and a

series of different solvents, each used in turn to clean the previous solvent, which

may leave residue. Each vacuum system component13 was first cleaned in a bath of

trichloroethylene for 30 minutes, used to remove any grease from the manufacturing

of the product. This was then followed with an ultrasonic bath of acetone and

then methanol for similar amounts of time. Once this was completed, all metal

components were then baked in a vacuum oven at low pressure and 250◦C for 2 weeks

13We did not clean the ion gauge nor glass cells in this manner, as the manufacturers specified
they were already UHV ready.
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to help remove any additional residue, which may be clinging to the component, and

begin removing hydrogen from the components.

Following this initial preparation of the vacuum components, the vacuum system

was then constructed. All components of the vacuum system are CF flanged, with

high purity oxygen free copper gaskets used to form the seal between each com-

ponent. Before joining any two components, each knife edge seal must be checked

for any damage as this would prevent proper sealing, and all knifes edges as well

as the copper gasket were wiped clean with methanol. Once the vacuum system

was constructed and mounted in place, the entire system was pumped down using a

turbo pump being backed by a scroll pump. At this point catastrophe struck with

a small implosion from the science cell, with the fused seal between one of the glass

to metal seals and the main body of the octagon failing. This required the cell to

be removed from the vacuum system, and to be repaired by a local glassblower.

Once the cell was returned and reattached, the vacuum system was then pumped

down again, this time to a pressure of 2× 10−8 torr. This pressure is still far from

our ultimate desirable pressure, however, at this point none of the vacuum pumps

had been activated, and the system was still dominated by water pressure. The

next stage to achieving UHV requires another bake of the entire system in situ.

During this baking process, the pressure inside the vacuum chamber quickly rises as

many different chemicals and elements outgas from the vacuum chamber walls. This

increase in pressure then allows the turbo pump to actively remove these impurities

from the system before the system will be closed off.

4.2.2 Bakeout

To bake the vacuum system, an oven must first be constructed. To begin, a number

of K-type thermistors were placed across the vacuum system to monitor the temper-

ature. These thermistors were placed in the areas most prone to leaking such as the

interfaces of glass to metal seal, to ensure acceptable thermal gradients14. The struc-

ture of the oven was then formed from Thorlabs post’s, post holders and metal rack

unit stripping, around which a stiff anodized aluminium foil was wrapped, which

was then wrapped with heater tapes. This frame ensures that no heater tapes came

into direct contact with either of the glass cells, as the glass cells, along with the

glass to metal seal to which they are attached, are typically the most susceptible

14If thermal gradients become too large across these interfaces, the differing thermal expansion
of the materials can lead to vacuum system leaks opening up.
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Figure 4.6: The bakeout oven. To achieve ultrahigh vacuum the entire vacuum system
must be‘ baked out’ to help remove any water present and reduce the outgassing of hydrogen
from the steel. Pictured is the vacuum system once an oven had been constructed about it
and the entire system insulated with aluminium foil. On the table are 7 red variacs, that
allow independent control of the seven heater tapes used to heat the vacuum system, ensuring
the temperature of the vacuum system can be uniformly increased thereby preventing any
leaks forming from differential expansion of the materials.

component of the system to thermal stresses leading to leaks. Next the outside of

the heater tapes were then wrapped with multiple layers of standard aluminium foil

to create a thick layer of insulation to keep the heat in the vacuum system, allowing

a greater final temperature.

Seven heater tapes were used across the vacuum system each localised to a particular

area to give greater control of thermal gradients, allowing the varying thermal mass

of the system to be accounted for. Each heater tape was controlled by a variac,

which determines the voltage across the heater tape, and thus power delivered by

that heater tape. Figure 4.6 shows the vacuum system once the oven had finished

being constructed, with the red variacs in the foreground of the image. Next, the
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Figure 4.7: Bakeout temperature and pressure. During bakeout the temperature and
pressure of the vacuum system was measured. The bottom graph displays the temperature
measured by the 15 different temperature sensors on a linear scale, the lowest temperature
reading (red) is of a thermistor placed upon a set of magnetic field coils, which had to be in-
situ during bakeout, visible on the left of figure. 4.6 The top graph displays the pressure read
by the RGA during the bakeout on a logarithmic scale. The pressure is seen to increase by 2
orders of magnitude as the temperature is increased, and falls approximately exponentially
by over an order of magnitude over the two weeks. On the day we returned from Easter we
slightly increased the temperature further, leading to a small increase in pressure, but there
was also a significant drop in the pressure when we started backing the turbo pump with a
scroll pump.

power of the heater tapes was slowly ramped up15, with each of the variac’s being

independently controlled to ensure the thermal gradients across the system were

limited. To ensure the temperature of the entire system did not rise too quickly, we

aimed for increasing the temperature by approximately 1◦C per minute16.

Figure 4.7 shows the measured temperatures (bottom) and vacuum system pressure

(top) as measured by the thermistors and RGA respectively, during the bakeout

period. Over the course of the first day the temperature of the vacuum system

15As the heater tapes are constant resistance, the power varies with the square of the voltage,
and thus the voltage was increased as a square root function in time for a constant heating rate.

16This is the typical recommended heating speed for glass to metal seals on vacuum components.



68 Chapter 4. Building a Bose–Einstein Condensate apparatus

rose to 180◦C, while the pressure rose by 2 orders of magnitude, note the scale for

the pressure is logarithmic, whereas the temperature scale is linear. At this point

the system was then left for six days to continue baking, before the temperature

was further brought up to 200◦C and a scroll pump added to back the turbo pump

allowing faster pumping, and left to bake for another 6 days before being brought

down to room temperature. During this time it can be seen that the pressures fell

approximately exponentially, as the graph shows an approximate linear decrease on

the logarithmic scale, initially starting at a pressure of 2× 10−6 torr, and ending at

a pressure of 8 × 10−8 torr. When the vacuum systems temperature was brought

down, the final pressure read by the RGA was 4×10−9, an order of magnitude below

the initial pressure, and now limited by nitrogen and hydrogen, not water.

Figure 4.8 shows two mass spectrometer scans performed with a residual gas analyser

attached to the turbo pump that was used to pump out the vacuum system, one

before bakeout and one after. Clearly before bakeout the dominant source of gas in

the system was due to water, at a mass of 18, whereas this is mostly removed during

the bake. The dominant source of pressure in the vacuum system after bakeout was

nitrogen, at a mass of 28, however, this was due to backflow through turbo pump,

thus once the vacuum system was sealed this load was pumped out by the NexTorr.

From comparison of the two scans there is also a clear decrease in the pressure, with

the scale of the pre to post bake scans changing by an order of magnitude.

Once the bakeout was complete the ion gauge, titanium sublimation pump and neg

cartridge on the Nextorr were degassed, and the ion pump on the Nextorr activated

before the angle valve was closed to seal off the vacuum system and let it pump

down to its ultimate pressure, reaching below 5 × 10−12 torr after one day, the

lowest pressure the ion gauge can read. At this point we then leak checked the

entire system by spraying Helium gas around the leak ports of all flanges, and near

the glass cells. During this check we found that two leaks had opened up around

the electrical feedthroughs for the getters built into the glass source cell, these were

readily repaired through the repeated application of Vacseal over the course of a

day. The getters were then degassed, however, this created a large pressure in the

Source chamber, which would have required weeks to pump out, so at this point

it was decided to perform a second ’mini-bake’ of the source cell to 100 degrees to

speed up the process17.

17I would recommend degassing the getters whilst still pumping on the system, however this was
against the manufacturer’s recommendations.
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(a) (b)

Figure 4.8: RGA scans pre and post bake. a) and b) show measurements of the partial
pressure of gases remaining in the vacuum system made with a residual gas analyser on the
turbo pump that pumped out the vacuum system, pre and post bake respectively. Clearly
after the bakeout the partial pressures of all the gases have reduced considerably, notably
the largest value on the scale of the post bake out scan is almost an order of magnitude less
than on the pre bakeout scan.

4.3 Laser cooling system

With the vacuum system built and baked out it was then time to focus on the

assembly of the laser system required for the laser cooling of the atoms. The light

used for cooling and imaging of our atoms is generated from a single external cavity

diode laser (ECDL) and tapered amplifier (TA) system18, which at the time of

writing outputs 1 W of power19, while the repump light comes from a single cateye

ECDL20 providing 80 mW of light. These two lasers provide all the light required

for laser cooling atoms down to 30 µK, as well as the ability to image the result,

with all the desired transitions reached by adjusting the frequency of the laser light

with acousto-optic modulators..

Figure 4.9 shows a schematic of the hyperfine levels of the 52S1/2 to 52P3/2 transition

which has all relevant levels to this thesis included. The figure indicates the lock

points and their detunings below the relevant resonance as well as the detunings of

the main beam lines.

18Toptica TA Pro
19The TA pro is rated to output 1.5 W but over time has drifted down to 1 W, however, as the

apparatus still functions well it was not deemed necessary to optimise the power output as this
would likely require realignment of most of the laser table.

20Moglabs Cateye diode laser CEL
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Figure 4.9: Hyperfine levels of 52S1/2 to 52P3/2 transition. The hyperfine levels of
the 52S1/2 to 52P3/2 transition are shown, as well as the features that are used in this thesis.
Arrow a) indicates the lock point for the cooling laser, 47 MHz below the F=2 to F’=2/F’=3
crossover, which places the lock point 180 MHz below the F=2 to F’=3 cycling transition.
Arrows b) and c) represent the approximate detunings used for the MOT cooling light (in
both the source and Science MOT, and close to the value used for the push beam) and the
imaging light. Arrow d) represents the lock point of the repump laser locked directly to the
F=1 to F’=0/F’=1 crossover, placing the lock 194 MHz below the repump transition, F=1
to F’=2, where the repump light for the Source and Science MOT (arrow e)) are fixed to.

4.3.1 Cooling laser

The first important element of laser cooling is a frequency stabilised laser. To achieve

this, approximately 20 mW of the light from the laser diode of the cooling laser is

split off before the TA to lock the laser. This light passes through an acousto-

optic modulator (AOM) which shifts the frequency of the light upwards by 47 MHz

before passing through a telescope to expand the beam, and then into a standard

saturation absorption setup. The saturated absorption setup begins with a half
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Figure 4.10: Saturated absorption signal for the cooling transition. The Digilock
display of the saturated absorption signal (yellow) and resulting error signal (red) used for
locking the cooling laser to the F ′ = 2/F ′ = 3 crossover, indicated by the dotted white lines.

wave plate to rotate the polarisation of the light so that it entirely passes through a

polarisation beam splitter (PBS) cube, which passes the P polarisation of the light.

The light then passes through a quarter wave plate producing circularly polarised

light before entering the vapor cell containing rubidium and being retro-reflected by

a mirror normal to the beam. Once reflected the beam passes back along its original

path, thus acting as both the probe and pump beam in this setup, while the second

pass through the quarter waveplate combined with the change in handedness of the

polarisation due to the reflection off the mirror, rotates the polarisation to become

S polarised, thus being reflected by the PBS rather than transmitted, after which

the light is focussed with a 35 mm focal length lens onto a photodiode.

This setup is useful in its simplicity, requiring only a single beam to produce the

saturated absorption signal, however, this comes at the cost of being able to inde-

pendently chose the power and polarisations of the pump and probe beams. We find

this not to be an issue though, with the saturated absorption signal showing well

defined hyperfine peaks. Using this saturated absorption setup, we then lock this

signal to the F ′ = 2/F ′ = 3 crossover, with the error signal being generated by a

200 kHz modulation on the current of the laser, generated by the Toptica Digilock

110 module. Figure 4.10 shows a typical measured saturated absorption peaks of

the rubidium-87 D2, F = 2→ F ′ = 1− 3, 2− 3 and 3 transitions.

The expanded beam is critical in our locking scheme, due to the increased error

signal it provides. This is as an expanded beam with more power can be used (up to
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Figure 4.11: Schematic of the cooling and repump laser setup. A schematic of
the cooling and repump laser system at the time of writing. Not shown are the saturated
absorption setups for locking the lasers. The bottom lefthand side of the image indicates
the key, where PBS is a polarising beam splitter cube typically used combined with a half
wave plate, λ/2 to control the amount of power in a given beam line or to combine two
beams, λ/4 is a quarter wave plate, which combines with a lens and a mirror to form a
cateye retroreflector for the double passed acousto-optic modulators (AOMs). The thick
apertures are optical shutters, used to extinguish light leakage through the AOMs, whilst
the thin apertures are irises used to remove the undifracted mode in the double passed
AOM configurations. Fiber couplers consist of a half wave plate used to align the axis of
polarisation of the input light to the fast axis of the fiber, an aspheric lens to focus the light
onto the fiber and an x-y mount used to align the fiber mount with the focussed spot.

the point that the photodiode saturates) without saturating the atomic transition21.

If the original sized beam is used for locking (3 mm) a large current modulation is

required to generate a large enough error signal to lock to, which increases the side-

bands on the laser mode. Without the expanded beam, modulations 4 times larger

are required to produce a usable error signal and when the linewidth was measured

with a Fabry-Perot interferometer, the signal displayed significant sidebands. This

locking scheme locks the output of the TA to 47 MHz below the F ′ = 2/F ′ = 3

crossover, placing it 180 MHz below the F = 2 to F ′ = 3 cooling transition, well

within the reach of a double passed 80 MHz AOM.

21i.e. expanding the beam reduces the intensity of the beam (for a fixed power), so the power in
the beam can be increased whilst maintaining the local intensity below the saturation intensity of
the transition.
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The output of the TA is used to generate three separate beam lines, one to create

light for the Source MOT, one for the Science MOT, and the other for both imaging

and a push beam. The TA output first passes through a 2× cylindrical telescope to

correct for the asymmetric mode generated by the tapered amplifier chip, producing

a 3 mm 1/e2 diameter Gaussian beam with a Rayleigh range of ≈ 9 m[84]. This beam

size is chosen so that the Rayleigh range is long enough such that the collimation

of the beam does not change significantly over the propagation distances required

for all three beam lines22. The circularised beam then passes along the main beam

line of the system, which consists of 3 half wave plates and 3 PBS used to split the

beam into the three separate beam lines.

Each beam line is identical in configuration until it passes back through the PBS,

with the beam line first consisting of a 5× telescope that demagnifies the beam to

0.6 mm for maximum diffraction efficiency through the AOM, two mirrors to steer the

beam through the AOM for highest diffraction efficiency, and a cateye configuration

after the AOM. The cateye configuration is used to retroreflect the laser beam back

through the AOM from a range of incident angles, which allows a greater bandwidth

to be achieved as compared to a conventional single pass AOM. This is as the cateye

configuration ensures the position and angle of the beam that exits the beamline is

independent of the frequency the AOM is driven at, and thus the angle the AOM

deflects at. Our cateye configurations consist of a singlet 150 mm focal length lens

placed 150 mm from the AOM, with a mirror placed 150 mm further from the lens23.

A quarter wave plate is also incorporated in this setup to ensure the polarisation

of the light that exits the cateye is rotated by 90◦, as well as an iris to select out

the first order mode of the AOM. Upon exiting the cateye configuration, the beam

then traces its incident path back, again being deflected by the AOM, and passing

back through 5× telescope to be magnified back to its original 3 mm diameter. Once

the beam encounters the PBS, however, the beam is now transmitted rather than

reflected, as the cateye configuration rotates the polarisation by 90◦.

Typically we find the efficiency of a double pass configuration such as ours, using

Goouch and Housego 3080-122 AOM’s that have a typical maximal diffraction effi-

ciency of 80%, is on the order of 64%, indicating the highest efficiency obtainable.

We find that when using the reflection off the PBS to generate the light for the beam

line that the highest power beamlines should come first. This is because the purity

22The beam size cannot be too much larger either though, or not all the light will pass through
the laser shutters.

23We find the accurate placement of the lens with respect to both the AOM and mirror is critical
in achieving a large bandwidth for the double-pass setup.
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of the polarisation is worse for a weak relative reflection off the cube, as there is al-

ways a minimum percentage of light of the wrong polarisation that will be reflected.

Hence if only a small amount of power is to be used the purity of the polarisation

will be worse. This polarisation purity becomes an issue as AOMs have a preferred

axis of polarisation, and thus can exhibit thermal birefringence, meaning that the

overall efficiency of the beamline becomes dependent upon the temperature of the

AOM. Alternatively, this can be overcome by using only the transmitted beam of

the PBS for each beam line, however, this creates more complexity in the geometry

of the layout.

Once each beam line has been double passed, the three beam lines then differ. The

Source MOT light gets coupled into the 2D Source MOT with free space optics. We

find this to be adequate as the 2D MOT is relatively insensitive to small deviations

in the alignment and spatial purity of the mode. This allows us to have ≈ 2× more

power in the 2D MOT, resulting in a total of 225 mW in the 2D MOT, coming from

313 mW injected into the Source MOT beamline initially. The Science MOT light

first passes through a laser shutter and half wave plate, before being split into two

beamlines on a PBS. One path leads to a fiber coupler for the light for the vertical

Science MOT beam, and the other leads to a fiber coupler for the two horizontal

Science MOT beams. It is upon this PBS that the repump light for the Science

MOT is also combined with the trapping/cooling light, however, it is only coupled

into the horizontal MOT beams. The input power in the Science MOT beam line

is 275 mW, while the output power is 190 mW. The splitting in power between the

vertical MOT beam and the two horizontal MOT beams is roughly 1:2, and thus

after fiber coupling the power in each of the MOT beams is approximately equal at

30 mW.

The final beam line is the imaging and push beam line, which first passes through a

half wave plate and another PBS. This splits the beam into a push beam reflecting

off the cube through a laser shutter to be coupled into the 2D MOT setup with free

space optics, while the transmitted beam is then passed through another half wave

plate and PBS to be split into a side imaging and top imaging beam. Both imaging

beams pass though a laser shutter and are then fiber coupled to be transported to

the Science MOT. The incident power to the imaging/push beam line is 63 mW

resulting in 37 mW exiting the double pass configuration, with 14.5 mW going into

the push beam, 14 mW into the side imaging beam and into the top imaging beam.

A schematic of the entire laser system for the MOT, imaging and repump lasers is

found in figure 4.11. The schematic shows the approximate layout used to create the
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2 beam lines of the repump laser light and the 3 beam lines of the MOT and imaging

light, and how they are combined. In the bottom left hand side of the image is a

key explaining what the symbols represent, in particular it should be noted that;

• PBS is a polarising beam splitter cube

• λ/2 is a half wave pate

• λ/4 is a quarter wave plate

• A fiber coupler consists of a half wave plate, aspheric lens in a z translation

mount, and a fiber mount in an x-y translation mount.

• Lenses are used to either form telescopes, or in the cateye retroreflector con-

figurations

• Apertures can either be electronic laser shutters or irises

• AOM are acousto-optic modulators

4.3.2 Repump laser

For creating a MOT with rubidium-87, a second laser frequency resonant with the

F = 1 to F ′ = 2 transition is required. This is because atoms being cooled on

the 5S1/2F = 2 to 5P3/2F
′ = 3 cooling transition have a small probability of being

excited into the 5P3/2F
′ = 2 state, from which the atom can fall into the 5S1/2F = 1

‘dark state’ which is not resonant with the MOT cooling/trapping light. Although

the probability of this is rather small the atoms will almost definitely fall into this

dark state, as the atoms typically have to undergo tens to hundreds of thousands

of absorption/emission cycles on the cooling transition to be cooled down to the

millikelvin temperatures achieved in a MOT. Thus to be able to recapture these

atoms that have fallen into the dark state, a repumping beam is needed that op-

tically pumps the atoms back up from the F=1 to the F’=2 excited state. Light

at this frequency is typically either generated with a second ECDL, or alterna-

tively an electro-optic modulator, as the cooling transition and repump transition

are separated by 6.8 GHz. We choose to generate the light for our repumping beam

from a second ECDL, a MOGlabs cateye laser, that is locked directly to the F=1

to F’=0/F’=1 crossover, as this is conveniently placed 194 MHz below the desired

repump transition, well within the reach of a double passed 80 MHz AOM. The sat-

urated absorption signal (yellow) and resulting error signal (blue) used for locking
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is shown in figure 4.12, with the largest feature being the lock point.

Light from the output of the laser first passes through an optical isolator and half

wave plate, before being split on a PBS for locking and the main beam line. The

reflection from the PBS is used for locking the laser. This setup has a similar satu-

ration absorption setup as the one used for locking the main laser, a half-waveplate

and PBS is used to reflect the incident light along a path consisting of a beam

expanding telescope, a quarter wave plate, a vapor cell containing rubidium, and

a mirror, which retroreflects the incident beam. This saturated absorption setup

behaves identically to that used to lock the main laser, apart from the placement

of the beam expander. The beam expander used in the repump locking setup is

placed within the retroreflected path rather than before, as the photodiode used to

measure the saturated absorption signal is a MOGLabs photodiode, which comes

with a lens preinstalled on the front, and can only focus a beam on the order of a few

mm, thus the beam exiting the setup must be of similar size to that which enters.

This locking setup uses ≈5 mW of power, as we find the errror signal is greatest for

the largest intensity passing through the cell that does not saturate the photodiode.

The error signal for the locking scheme is similarly generated by the MOGlabs diode

laser controller, with the controller adding an ≈250 kHz modulation onto the laser

current, the demodulation of which provides the error signal.

The main beamline used for the experiment contains 75 mW and is split into two

beamlines, one for the Source MOT, and one for the Science MOT. Each of these

beamlines is identical to those described above for the main laser, the beams pass

through a telescope demagnifying the beam, a pair of mirrors to steer the beam

for maximum diffraction efficiency through the AOMs, and a cateye retroreflector

setup. Approximately 35 mW of light passes along the Source repump beamline,

which is free space coupled into the Source MOT setup, combined with the cooling

light on a PBS, with 15 mW of light making it through the setup. The Science

repump beamline is combined with the science cooling light on a PBS also, and

fiber coupled into the horizontal MOT beam fibers. 40 mW of repump light passes

along the Science repump beamline, with a total of 10 mW making it through the

fiber coupled to the experiment. As previously mentioned, figure. 4.11 shows a

schematic of the repumping laser system in its current state at the time of writing.
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Figure 4.12: Error signal for the repump transition. An image of an oscilloscope
displaying the error signal (blue) and saturated absorption signal (yellow) used to lock the
repump laser to the F = 1 to F ′ = 0/F ′ = 1 crossover transition. The largest feature in the
error signal is used as the lock point

4.4 Quadrupole coil design

There are a number of different types of magnetic traps that can be used to confine

cold atoms, varying in size and complexity. For my apparatus, I chose to use a

quadrupole magnetic field to magnetically trap the ultracold atoms, generated by a

set of coils external to the vacuum system.

There are a large number of trade offs and requirements that must be met when

designing quadrupole coils for cold atom trapping, with each factor that must be

considered typically impacting upon the other factors, generally resulting in an it-

erative process until a final solution is achieved. The magnetic coils play a large

role in a Bose-Einstein condensate apparatus as they determine the properties of

the magnetic trap used to confine the atoms, which in turn plays a large role in the

efficiency of the forced evaporative cooling stage necessary to achieve Bose-Einstein
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condensation.

When designing coils for a magnetic trap the following properties must be considered:

• The geometric size of the coils

• The inductance and resistance of the coils

• The power dissipation of the coils

• The characteristics of the power supply driving the coils

Typically their are two solutions to designing coils that meet all the requirements for

cold atom trapping; coils made of a large gauge hollow wire, which can be actively

cooled, and coils made of much smaller gauge wire, which are passively cooled.

The design considerations and how the two different solutions account for them are

detailed in the following subsections.

4.4.1 Geometry of the coils

The geometry of the magnetic coils is dependent greatly upon the vacuum system

design, as the coils must be centred on the the position in which the BEC will be

prepared. The main consideration with regards to the geometry of the coils comes

typically from the required optical access for imaging as well as the MOT beams,

which will set the minimum inner diameter of the coils24, while the chamber size will

set the minimum coil separation. These two properties of the geometry, the inner

coil diameter and the coil separation, both greatly affect the resulting magnetic

field gradient from the coils for a given current density, and thus these geometric

constraints will be considered first, and the number of turns of the coils25 and the

required currents then calculated based upon these constraints.

One further consideration is the orientation of the coils. The rotational symmetry

axis of the coils typically shares the same axis as gravity, and as the magnetic field

gradient along this axis is twice as strong as along the other axes and aligning these

axes ensures lower currents26 are required to support the trap against gravity.

24Large enough to pass the MOT beams and/or for the desired numerical aperture for imaging.
25Note this affects the geometric size of the coils, more turns increases either the radial extent of

the coil or the number of layers, which may be limit optical access or be limited by other vacuum
components.

26Which allows faster switching speeds.
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4.4.2 Switching speed of a coil

The inductance and resistance of the coils can greatly affect how much an atomic

cloud will heat up when being loaded into a magnetic trap. This is because most

BEC apparatus have a stage in which the magnetic field gradient is reduced to

zero so as to cool the atoms to a lower temperature27 before loading them into the

magnetic trap. The magnetic field must then be quickly switched on to at least a

large enough gradient to hold the atoms against gravity28, with this typically known

as ’the catch’. This generally must occur on a timescale of the order of 1 ms to

efficiently capture the atoms, as during the catch the cooling light is switched off

and the atoms are in freefall. Long switch on times thus lead to significant increase

in velocity of the atoms as they fall under gravity as well as a change in position,

leading to significant heating once the atoms are caught29.

The speed at which you can switch a current on through a coil is limited by the

inductance of the coil and the voltage trying to drive current through the coil.

When current begins to flow through the coil a back emf, VL, is induced across the

coil opposing the change in magnetic flux through the coil. This back emf is related

to the rate of change of current through the coil, dI
dt , and the inductance L by[92]

VL = −LdI
dt

(4.6)

thus the rate of change of current through a coil is proportional to the driving

voltage, and the inductance of the coils. The self-inductance of a single coil is given

by[92]

L =
µN2A

l
(4.7)

where N is the number of turns of the coil, A the cross sectional area of the coil,

l the length of the coil and µ the magnetic permeability of the coil. As the driving

voltage of the coils is fixed by the power supply, the maximum driving voltage of

the power supply must be considered when calculating the maximum permissible

inductance of the coils.

Throughout the following sections we will consider two coils, coil one, made from a

27Through a stage of polarisation gradient cooling.
28For rubidium-87 atoms in the F = 1,mf = −1 state this is ≈30.5 Gcm−1.
29An increase in velocity will result in an increase in temperature, as the atoms initially oscillate

back and forth in the magnetic trap once they are caught and as the atoms thermalise this motion
damps out, but increases the overall temperature of the sample.
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large diameter wire, and coil two made from a smaller diameter wire, say by a factor

α, for comparison. We shall assume that the two coils have the same cross sectional

area, as the cross sectional area is generally set by other considerations such as the

required optical access30. From equation 4.4.2 it is clear that as the second coil has

more turns, by a factor of α, this coil shall also have a greater inductance, by a factor

of α2. However, if we consider the current density in the two coils, as the current

density is the key physical quantity in determining the magnetic field gradient31,

then for the first coil to achieve the same current density as the second, a greater

current, by a factor of α, must be run through the coil. Given this, via equation 4.4.2

it is clear that the generated back emf on the coil made from the larger diameter

wire is only a factor α smaller than that generated on the first coil to switch the

same overall current density.

4.4.3 Power dissipation of a coil

When maintaining large currents through magnetic coils, as required to generate

large magnetic field gradients to tightly compress our atomic trap, a large amount

of power is dissipated as ohmic heating. This resistive heating is readily calculable,

POhmic = I2R (4.8)

where I is the maximum current required for the tightest trap, and R is the resistance

of the coils.

Considering our two coils from before, as the larger diameter wire has to carry

a factor of α more current to achieve the same current density, naively we might

assume that the ohmic heating in this coil would be a factor of α2 larger. However,

as the resistance of a wire is inversely proportional to it’s cross-sectional area32 and

proportional to it’s length, the coil made from the smaller diameter wire will require

a length that is a factor of α longer, and a cross sectional area that is a factor of

α smaller, leading to a resistance that is α2 larger. The overall power dissipated

by the two coils should therefore be approximately equal. This analysis ignores the

possibility of having a water cooled core for the larger diameter wire which would

30This is akin to assuming that the cross sectional area of the first coil’s wire is greater than the
second coil’s wire by a factor of α, and hence in the same cross sectional area the smaller diameter
wire can have α more turns, assuming a 100% packing fraction.

31Given the cross sectional area is fixed.
32As we are considering DC currrent only here, the skin effect, where the current density through-

out the cross section of a wire is not uniform in alternating currents, need not be considered.
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decrease the wires effective cross sectional area, and ignores any possible differences

in the packing factor between the two cases.

The power dissipation of the coils is critical to the experiment as if the cooling,

whether passive or active, is not enough to remove the heat generated by the coils

and maintain a constant temperature, then runaway heating can occur. Runaway

heating occurs due to a positive feedback cycle arising from the dependence of the

resistance of the wire upon its temperature. It is well known that copper wire has a

positive temperature coefficient[93], and thus the resistance of the wire will increase

with increasing temperature. Thus for a fixed current driven through the coils this

will also increase the power dissipated, which in turn heats the coil further, leading

to a positive feedback cycle. This can lead to the eventual melting of the enamel

about the wire, creating an electrical short, or alternatively becoming hot enough

to damage surrounding objects33, thus it is critical that this regime not be reached

during an experiment.

4.4.4 Power supply considerations

The power supply is the easiest element of the designs to change, however, is also

the most expensive. The key limitations the power supply places upon the coil

design are the maximum voltage the power supply can generate, and the maximum

current it can supply. As shown in section 4.4.2, coils made from smaller diameter

wire will typically have a greater resistance and inductance, and will thus generate

a greater back emf when switching them on for the catch. This means that a higher

voltage power supply will be needed to provide enough voltage to counteract this

back emf and provide a reasonable switching speed. If using a simple transistor

circuit to switch these coils, this large voltage requirement for the catch stage may

lead to high power dissipation in the transistor when only low currents are being run

through the transistor for the MOT stage, and thus active changing of the power

supply voltage may be required. Our coils are driven by a Sorensen SGA power

supply, which can generate up to 150 Amps at 100 Volts and has the ability to have

the voltage changed by either an analog voltage fed into the back of the device, or a

resistor placed between two pins on the device, making switching the voltage across

the coils during an experiment possible.

33Coil formers, etc.
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4.4.5 Final quadropole coil design

Based upon the considerations above, a larger diameter wire was ultimately chosen

as this would reduce the inductance allowing a faster switching speed. The final coil

design settled upon used wire with a square cross-sectional area, 4.6 mm external

width and a 2.5 mm diameter hollow core allowing the core to be actively cooled with

circulating water cooled to 19◦Celsius34. The design resulted in two coils separated

by 56mm, with each coil consisting of 6 turns in the vertical direction, and 8 turns

radially, for a total of 48 turns per coil. The separation between the two coils is much

larger than the 40 mm we were limited to by the glass cell, however, this increased

separation allows the coils to be placed asymmetrically about the glass cell so that

the quadrupole field zero is 8 mm below the centre of the glass cell. This asymmetry

allows the imaging objective to be placed 8 mm below the bottom of the glass cell,

far enough away to allow a quarter wave plate with a dielectric reflective coating

on the back side to be placed between the objective and the cell. The purpose of

this quarter waveplate with a high reflection coating is to retroreflect the vertical

MOT beam, and thus prevent it having to pass through the objective lens35 , while

also ensuring the objective lens need not move within the experiment to image the

condensate.

With this coil design the quadrupole coils can achieve a magnetic field gradient of

1.75 Gcm−1A−1, allowing the desired final field gradient of 200 Gcm−1 to be achieved

at 114 A, and the coil pair had a theoretical inductance of 312 µH. These values

require 17 A to catch the atoms at 30 Gcm−1, and thus the back emf generated

by these coils when switching over 1 ms is 5.5 V, well within the range our power

supply can handle. However, during the experiment we typically catch at 80 Gcm−1,

requiring 46 A of current that is switched over 2 ms, this generates a back emf of 7

V. All simulations of these coils were performed with Radia36, as these simulations

take into account the true geometry of the coils by simulating the coils as a set of

independent conductors.

34This hollow core reduces the effective cross sectional area of the wire, but allows higher currents
to be sustained due to the active cooling preventing runaway heating.

35From the previous apparatus it was known that getting a large diameter MOT beam through
the objective lens that was not distorted was very difficult due to the high numerical aperture of
the objective lens.

36Radia is a magneto-statics computation package created by ESRF for solving technical problems
for synchrotron light sources.
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4.4.6 Bias coils and formers

Bias coils are typically configured in Helmholtz configuration to generate a uniform

magnetic field between the coil pair for the cancelling of stray magnetic fields, and the

ability to move the zero of a quadrupole magnetic field around. The requirements for

bias coils are generally much less strict, as much smaller current densities are required

meaning both switching speeds and power dissipation do not become technical issues.

In the current design, a large bias field is needed along the Z axis, as this bias field

pushes the quadrupole field zero from 7 mm below the centre of the glass cell to

the centre for loading the MOT and the magnetic catch. For the 70 Gcm−1 field

gradient used when catching the atoms, the Z bias coils must be able to produce

and maintain a field of at least 49 G to maintain the field zero position during the

catch. To achieve this the Z bias coils were wound directly on the outside of the

quadrupole coils using the same square, hollow wire, with 6 turns in the vertical

direction and 4 turns radially for a total of 24 turns per coil. This configuration

allows the coils to generate 4.5 GA−1, thus requiring 11 A to achieve the desired

field bias, well within the capabilities of most power supplies. The Z bias coils were

made out of the same wire as the quadrupole coils to allow them to also be actively

cooled, enabling future experiments that might require large bias fields, with bias

fields of up to 700 G being readily achievable with these coils.

The X bias coil pair and Y bias coil pair were both designed using rectangular

formers, as this allows the coils to be placed much closer together, without being

prohibitively large (as they have to fit around the quadropole coils). This change

from typical round coils to rectangular coils reduces the uniformity of the generated

bias field, however, as these coil pairs are large in size37, the effect on the uniformity

of the field over the region occupied by the atoms is negligible. Square coils, however,

are not easy to wind as copper wire does not like relatively sharp bends. Thus to

make the coils easier to wind and reduce the chance of damaging the wire and

enamel, rounded edges of 37mm radius have been used on the formers. The X bias

pair were wound onto 170 mm square formers with 5 layers of 12 turns (60 turns

total), with the pair separated by 85 mm, achieving 6.25 GA−1. The Y bias pair

were wound onto 200 mm square formers with 4 layers of 4 turns (16 turns total),

and separated by 100 mm producing a field of 1.28 GA−1.

To position the coils and align them geometrically to the glass cell, a set of formers

37Relative to the size of the atom cloud.
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Figure 4.13: Coil formers. The interlocking coil former design, made from 3 mm PVC
to prevent eddy currents persisting after the coils are switched off. The coil former design
ensures the alignment and relative position of the coils with respect to one another, and
allows for easy construction about the science cell.

were designed that fix them to one another. The formers were made from 3 mm PVC,

ensuring enough rigidity of the former to have the coils wrapped under tension onto

them and made of a non-conductive material to prevent the possibility of any eddy

currents. The resultant complete coil former set is shown in figure 4.13.

4.5 Magneato coil drivers

Once the coils have been designed and made, a device that drives the desired amount

of current through the coils must be procured. There are a number of ’off the shelf’

solutions to this problem, power supplies that can output a current proportional

to an analog line fed into the device, however, these are typically at least twice

as expensive as a power supply that can simply handle the voltage and current

requirements, and can generally only drive a single output. The current apparatus

has 8 coils, each of which require the ability to be independently driven;

• 4 Source coils that, when independently driven, allow the position of the field

zero and the magnetic field gradient of the 2D MOT to be controlled.

• The quadrupole coil pair, in which control of the coil allows the magnetic field



4.5. Magneato coil drivers 85

gradient of the magnetic trap and 3D MOT to be controlled.

• The three pairs of bias coils, which allow the position of the magnetic field

zero generated by the quadrupole coil to be moved, and can be used to cancel

stray magnetic fields.

To use an independent power supply for each of these coils would be prohibitively

expensive, especially as most power supplies are typically not configured to drive

such low resistance inductive loads with high stability. One solution to this problem

is to build a coil driver for each element that needs to be independently driven. We

call our design a Magneato coil driver. These coil drivers must be optimized for the

resistance, inductance and current requirements of the specific coil they are driving,

but this is readily achieved through changing the value of a few key resistors and

capacitors.

4.5.1 Design of the Magneato

The principle behind the Magneato driver is relatively simple, the driver measures

the current running through the coils and generates a voltage corresponding to this

current, compares this voltage to the control voltage provided by the lab user, and

then either allows more or less current through the coil depending on how the two

voltages compare. A schematic of the Magneato circuit is shown in figure 4.14, with

the three main sections of the circuit highlighted; the sensing circuit (green) which

measures the current passing through the coil, the control circuit (red) which buffers

and filters the control voltage, and the comparison circuit (blue) which compares

the two signals from the control and sensing circuit and outputs a control voltage

to an insulated gate bipolar transistor (IGBT) which acts as a variable resistor,

allowing more or less current to flow through the coils in an attempt to balance the

two inputs.

To measure the current through the coil the sensing circuit uses an LA 150-P38

current transducer. This device outputs a current 2000 times smaller than the

current passing through the a rectangular aperture in the device, which is then

converted to a voltage through a 100 Ω sense resistor to ground39. This resistor is

chosen so as to produce a voltage in the range of 0-7.5 V for currents between 0-150

A for the quadrupole driver, however its value can be changed to select the range of

38Manufactured by LEM USA inc.
39The transconductance calculation for the Magneato can be found in appendix. C.
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Figure 4.14: Unipolar Magneato schematic. A schematic of a unipolar Magneato
circuit used to control the current through the quadrupole coils. Shaded in green in the
sensing circuit, used to sense how much current is passing through the coil and convert it
to a voltage. Shaded in red is the control circuit, used to buffer the input control signal,
preventing feedback into the NI card. Shaded in blue is the comparsion circuit used to
compare the signals from the control and sense circuits, and provide a control signal to the
IGBT used to modulate the current through the quadrupole coil.

currents the Magneato can measure. For example, if the Magneato is only to output

currents between 0-10 A, then a 2 kΩ resistor would produce a voltage range of 0-10

V for the desired current range.40

Typically, we would wind the coil through the current transducer multiple times to

ensure the full current output range of the current transducer can be used so as to

increase the stability of the driver, as this minimizes the effect of fluctuations in the

output of the current transducer. In the above example, using a 100 Ω resistor and

winding the coil through the transducer 15 times would produce the same result

as using the 2 kΩ resistor. This voltage is then passed through an operational

amplifier (op-amp), an AD820, configured as a voltage follower to act as a buffer

for the signal41 which is then passed onto another op-amp, an OP27 for comparison

with the control voltage. Meanwhile, the control voltage from the computer passes

through an instrumentation amplifier, the AD620, which is also configured as a

40The voltage generated at the high side of the resistor is given by VResistor = ICoil
2000

100.
41This provides isolation of the measured signal from the feedback loop.
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voltage follower to act as a buffer for the input signal, before also being passed onto

the operational amplifier for comparison.

In the control circuit, there is a pair of resistors whose ratio sets the transconductance

of the circuit by forming a voltage divider on the input signal, these are resistors R2

and R3 in the schematic. Resistor R2 also limits the current flow from the control

voltage, which allows the response time of the operational amplifier to be tuned to

reduce ringing in the driving circuit. Also on the control signal path is a capacitor

C2, which offers a low resistance path to ground for high frequency signals, generally

set to remove all frequencies greater than the fastest response time desired for the

Magneato, which for our experiments is typically 1 kHz, as the catch is the fastest

we need to change the current in the coils. The combination of capacitor C2 and

resistor R2 form a low pass filter on the control input, which limits the maximal

frequency response of the Magneato to

fmax ≈
1

2πR2C2
(4.9)

The comparison circuit then looks at the inputs from the sensing and control circuit

and compares them with an operational amplifier. The OP27 is used as a closed

loop amplifier, with a resistor, R5, used to provide a negative feedback path from the

output to the negative input, which is also combined with the sensed voltage. The

value of resistor R5 determines the closed loop gain of the op-amp, which is used to

limit ringing in the output of the op-amp when quickly changing the output current

of the Magneato, for example during the catch, however, it also limits how quickly

the current in the coils will change when the op-amp is presented with a difference

between the control and sense voltages, as reducing the ringing reduces the gain of

the op-amp. The negative feedback path also contains a capacitor, C4, which offers

a lower resistance path for higher frequency signals to pass back to ground without

feeding into the IGBT. Additionally, there is a pair of resistors, R6 and R4, upon the

path to the input of the negative terminal of OP27 (for the sensed voltage) which

similarly act as a voltage divider, and a capacitor C5, which acts similarly to C2,

these are typically set to the same values as R2, R3 and C2 respectively.

To actuate the output of the Magneato coil driver, in the case of the quadrupole

driver42, an IGBT is placed between the coil and negative terminals of the power

supply. The IGBT can be viewed as a variable resistor, with the resistance of the

device determined by the voltage applied to the gate of the IGBT, thus the Magneato

42In the case of the other drivers, lower power MOSFET’s are suitable.
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allows the desired current to pass through the coil by varying the gate voltage upon

this device. An IGBT is chosen rather than a power MOSFET, as they are typically

designed to handle larger currents and power dissipation, making them more robust

for driving the large currents required for the magnetic trap. For coil drivers in which

the actuator need not dissipate large amounts of power, or drive large amounts of

current, a power MOSFET is suitable. In the comparison circuit, just before the

gate voltage is applied to the gate of the IGBT, a final resistor, R13, is placed that

limits the rate at which current can accumulate at the gate of the IGBT, limiting

the rate at which it responds. This final resistor can also be tuned to optimize the

response of ringing in the circuit.

4.5.2 IGBT power dissipation

One precaution that must be taken when using an IGBT is to ensure that the power

dissipated by the IGBT remains below its maximum power dissipation at all times,

otherwise the IGBT will fail, typically catching alight and shorting the circuit, which

if not caught in time can lead to a smoke/water filled lab.

To calculate the power dissipated by the IGBT, the voltage across the IGBT and the

current it is driving must be known, then the power dissipated via Ohmic heating

is simply;

PIGBT = VIGBT I. (4.10)

However, as the voltage drop across the IGBT is dependent upon how much voltage

is dropped across the coils, this can be rewritten as

PIGBT = (VTotal − IRCoils)I (4.11)

∴ PIGBT = VTotalI − I2RCoils. (4.12)

From equation. 4.12, it is plain to see that the power dissipated by the IGBT is

quadratic in the current, with the peak power dissipated given by

Ppeak =
V 2
Total

4RCoils
(4.13)

occurring when I = VTotal
2RCoils

43. Typically, large voltages on the power supply are

43This is easily found by taking the derivative of equation 4.12 and solving for the stationary
point.
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(a) (b) (c)

Figure 4.15: Simetrix simulations of the current switching for the catch a), b)
and c) show the effect of changing the resistor, R5, in the Magneato driver on the resultant
catch current. For values of R5 that are too low, a), some ringing is present as the system is
underdamped, for values that are too large, c), the driver can go into oscillation, whilst for
a small range of values, b), the system will be close to critically damped and will perform
optimally. All simulations show some ringing when suddenly switched off, however, these
oscillations are damped by a diode placed across the coil, not included in the simulation.

helpful when needing to drive large amounts of current quickly as this voltage de-

creases the switching time, however, care must then be taken to ensure the IGBT

doesn’t dissipate too much power. To avoid the IGBT dissipating large amounts of

power, we actively switch between three different voltages on the power supply44.

4.5.3 Magneato performance

To be able to tune the Magneato driver, the circuit must first be simulated. All

simulations I performed of the coil driver were done in Simetrix. Tuning of the

circuit’s transconductance was first performed by changing the values of the ratio

of resistors R2 and R3 until the desired current range for the coil was achieved.

Simulations of the current through the coil as a function of the control voltage when

varied from 0-10 Volts were used to measure this response, as shown in figure 4.16.

Once this was completed the circuit was then tuned for the current switching for the

catch. The control voltage that corresponded to 40 A of current through the coils

44Actuated by two digital control lines, which power two separate relays that can switch additional
resistors into a circuit between two pins on the back of the power supply, whose resistance determines
the output voltage of the supply.
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(a) (b)

Figure 4.16: Quadrupole Magneato simulations a) A Simetrix simulation of the
current through the quadrupole coil when suddenly switched on after 5 ms to the catch
current value (40 A). b) A Simetrix simulation of the transconductance of the Magneato
optimised for the Quadrupole coils. The control voltage is linearly ramped from 0 to 10 V
over 100 ms, before being held constant for 10 ms and finally being linearly ramped back
down to 0 V. The current through the quadrupole coil clearly follows the voltage linearly,
however, there is a slight lag initially, this is not observed experimentally.

was found, and a 10 ms pulse with a 1 µs rise and fall time was used to simulate the

switching on and off of the coil to the desired current. Resistors R13 and R5, as well

as capacitor C4 were then adjusted to reduce the ringing of the current in the coil

while maintaining a rise time of <1 ms. Figure 4.15 shows how increasing the value

of R5, which reduces the closed loop gain of the op-amp can be used to decrease the

ringing in the coils. In the case that ringing was still present on long time scales,

resistor R13, which limits the response rate of the IGBT could then also be tuned,

as well as capacitors C2 and C5. Figure 4.16 shows the resulting transconductance

of the magneto driver, as well as the switch on characteristics for the catch.

4.5.4 Future improvements to the Magneato design

There are a number of improvements that could be made to the Magneato board

layout, for both a more robust design and a more practical design. The main feature

that would be useful to include in a future version, would be to replace key resistors,
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which tune the response of the driver (resistors R13 and R5) with molex connectors

on the board, so that a variable resistor could be mounted to the front panel of the

box to allow active tuning of the driver to optimise its response, rather than relying

upon the optimal configuration found through simulations.

Another improvement to the design would be to have an additional voltage dividing

circuit that could provide the control voltage for the coils generated by the Magneato

power supply. Whenever dynamic control of the coils are required this feature is

redundant, however, for a number of coils, for example the four Source coils, once

a particular optimal value has been found dynamic control is no longer necessary.

The addition of the control voltage being generated by the Magneato power supply

would thus allow a number of analog control lines from the control system to be

freed for other purposes. In addition to the manually controlled voltage, a TTL

powered relay could also be included so as to allow the coils to be switched on and

off when desired through the use of a single digital line.

One further improvement would be to also include a set of high current relays,

actuated by a TTL signal, into the Magneato box, that would allow for reversing

the polarity of the coils. This would then negate the requirement for a bipolar driver,

halving the number of MOSFETs per channel needed.

4.6 Coil cooling system interlock

One drawback of using large gauge wire for our coils is the need to actively cool

the coils, as the consequences of thermal runaway or the possibility of destroying

the enamel coating between the windings would be disastrous; leading to either the

coils needing to be rewound, which would most likely require the entire rebuild of

all optics about the chamber, or worse, damage to the vacuum system requiring

a rebuild and rebake of the entire system. Another possible failure of the cooling

system, with perhaps lesser consequences, would be a leak somewhere in the water

cooing circuit leading to flooding of the lab and perhaps damage to electronics. A

necessary measure to avoid these circumstances is the use of an interlock system

that can monitor the temperature of the coils to ensure they are not overheating

and measure the flow rate to ensure there is no leaking, and in either case take

measures to prevent further consequences.
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4.6.1 The interlock system

To build such an interlock system, three components are required;

• A sensing component, which can observe the variable of interest such as tem-

perature or flow rate

• A decision making component, which can decide whether the variables of in-

terest are within the expected ranges, or decide whether action need be taken

• An action component, which the system can use to prevent consequences from

occurring if something does go wrong

these three components are all carried out with the use of a Galil RIO-47102 PLC45.

The Galil is a programmable logic controller with 8 analog inputs and outputs, 16

digital inputs, and 16 digital outputs, which is the brain of our interlock system. By

using the analog inputs of the Galil, temperature measurements of the coils can be

made, as well as water flow measurements through the water cooling system, and

then by comparing the measured values to the limit values preprogrammed into the

controller, the PLC can decide upon what type of error mode to go into, or whether

to continue in a state of ‘all ok’.

4.6.2 Temperature measurement

To measure the temperature of the coils, a negative temperature coefficient (NTC)

thermistor is used in a voltage dividing circuit. The voltage dividing circuit is formed

with 5 V supplied by a power supply for the interlock, a 10 kΩ resistor to ground,

and the NTC thermistor in series with the analog input of the Galil. The NTC

thermistor is nominally 10 kΩ at 25 ◦celsius, with a β value of 3970. The β value

of a thermistor allows the resistance of the thermistor to be calculated at other

temperatures, through the equation[94]:

β =
ln(RT1

RT2
)

1/T1− 1/T2
(4.14)

where RT1 and RT2 are the resistance of the thermistor at temperatures T1 and T2.

Using equation 4.14, and the formula for the voltage measured at the output of a

45Galilmc
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voltage dividing circuit[95]:

Vout = Vin
R2

R1 +R2
(4.15)

where R1 is the resistor in series with the voltage reading Vout, and R2 is the resistor

to ground, one can calculate the temperature through rearranging equation 4.15 for

the resistance of the NTC, R1, and rearranging equation 4.14 for the temperature

and then combining the equations, resulting in

T2 =
1

1
T1

+
ln(

Vin
Vout

−1)

β

(4.16)

Unfortunately, the Galil does not have the capability to perform logarithm’s, thus a

Taylor expansion of ln( VinVout
−1) must be used. As R2 lies between 3500 Ω and 16000

Ω for the temperature range [15◦, 50◦], the argument of the logarithm lies between

[0.3,1.65], thus a Taylor expansion of ln(x) about x=1 is relatively accurate.

Four of the analog input channels of the Galil are dedicated to temperature mon-

itoring. The Galil is programmed to compute the temperature using the acquired

voltages, and if it is within a suitable range then the Galil powers a relay that

connects two pins on the power supply for the coils, enabling the power supply.

If instead the temperature falls outside of the allowed region, then the Galil stops

powering the relay, breaking the contact between the two pins on the power supply

and thus disengaging it, preventing further heating of the coils.

4.6.3 Water flow measurement

The flow of water through the coils is measured utilising an RS PRO radial flow tur-

bine flow meter46. This flow sensor measures the flow of water through a spinning

turbine, a photodiode and an LED, and outputs a signal whose frequency corre-

sponds to the flow rate of the water through the device. This frequency is then

converted into a voltage though the use of a Texas instruments LM2907 Frequency

to voltage converter. The Galil then compares this input voltage to predefined min-

imal and maximal voltages, and if it is within these limits the Galil then powers a

relay which connects 18 V across a pair of Asco solenoid valves, engaging them and

allowing water to flow through the coils47.

46part number: RS 257-149
47Obviously when the interlock is not engaged no water flows through the flow meter, thus when

engaging the interlock the solenoids are powered for a short time so as to be able to measure the
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4.7 RF generation and shuttter control

There are a number of other electronic devices that are required for the success-

ful creation of a BEC, these include devices that can generate large amounts of

radio-frequency electromagnetic radiation (RF) for driving acousto-optic modula-

tors, which then control the laser frequency and amplitude, as well as to drive an

RF antenna for evaporative cooling in a magnetic trap. Although acousto-optic

modulators allow the control of the amplitude of light, light leakage even when the

AOM is switched off is typically enough to significantly reduce the lifetime of the

atoms. As such mechanical optical shutters are also required to provide slow48, but

absolute shuttering of the light. Off the shelf solutions for these are available, but

typically lab made devices are cheaper and as effective.

4.7.1 RF generation

To produce the RF for our experiments we use a Novatech DDS9M signal generator

module, capable of generating up to four independent RF outputs of up to 170 MHz

in 0.1 Hz increments. Of these four channels, two are static channels whose values49,

must be set and unchanged throughout an experiment, while the other two channels

are dynamic and can step through a range of values50. These signals, however, are

quite low power, and thus are passed through an amplifier51 to reach the required

powers for the AOM’s52. Before reaching the amplifier, however, a Mini-circuits RF

switch53 is used to allow TTL control of the RF signal.

The Novatech module is incorporated into a device we call a SuperNova, which

integrates all components into the one box, along with thermal switches to ensure

the amplifiers don’t overheat and burn out, and relays to engage/disengage the

amplifier power at will, disengaging if the thermal switches are triggered.

flow rate.
48Typically ms switch on times, as opposed to µs with an AOM.
49amplitude, phase and frequency
5032,768 values can be stored
51Delta RF technologies LA2-1-525-30
52Maximum 2 W
53Mini-circuits ZX80-DR230-S+
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Figure 4.17: Shutter control circuit. The designed PCB circuit board used to switch
between digital (TTL) control of the shutters, and manual on/off mode for diagnosis of
problems. This board was designed to be mounted directly to the front panel of a 2RU box
via the DPDT switches, and also switches the state of two LEDs to allow the user to know
whether the shutters are under manual or TTL control, and whether they are on or off.

4.7.2 Laser shutter control

For the ability to completely extinguish laser light from entering the experiment

eight laser shutters are used on the laser side of the experiment, before the optical

fiber couples the light to where it is needed for the experiment. We chose to use

Uniblitz TS6B laser shutters that have a 6 mm aperture, large enough for the largest

laser beam on the laser side of the experiment, are bistable, thus preventing them

from overheating in cases where they are held open for large amounts of time, and

have a reported 3 ms closing and opening time. To drive these shutters, the Uniblitz

ED12DSS bistable shutter driver is used. This shutter driver can power a single

shutter, and can take a TTL signal as input to actuate the shutter.

The TTL input to these drivers was connected through the designed PCB shown in

figure 4.17. This circuit allows the user to select between three modes, manual on,

manual off and TTL through the position of a switch to be mounted to the front

panel of a 2RU box, which also powers two bi-colour LEDs that indicate whether

the shutter is being controlled manually or through the TTL signal, and whether

the shutter is open or closed. The response of these shutters have been measured by

placing a photodiode after the shutter and measuring the delay and closing/opening

time of the shutter. Typical opening times of the shutters are less than a millisecond,

whereas delays can be on the order of 3 ms, these values are taken into account in

the labscript suite so that when the shutter is programmed to open or close at a
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given time the control signal will be sent taking into account the delay.



Chapter5
Laser cooling of atoms

Having discussed the construction of the vacuum system, along with all the necessary

electronics and optics required for a Bose-Einstein condensate apparatus, we now

turn to the theory required for understanding how a Bose-Einstein condensate can

be produced. In Appedix A I cover some of the basic theory behind Bose-Einstein

condensates, however, I do not discuss how the state physically comes to be realised.

The route to Bose-Einstein condensation can typically be broken into two separate

stages, laser cooling and evaporative cooling. During the laser cooling stage large

numbers of atoms are caught from a background thermal gas of atoms at 300 K,

and cooled to a few mK, with temperatures of a few tens of µK achieved with

sub-Doppler cooling mechanisms. The next stage, evaporative cooling, requires the

atoms to be caught in a purely magnetic trap1, where their temperature and lifetime

are not limited by the resonant scattering of photons, and they then undergo forced

evaporative cooling, where atom number is traded for a reduction in temperature

by the selective removal of atoms with energies greater than the average thermal

energy of the gas. In this chapter we shall discuss the theory behind the first of

these two stages, the laser cooling and confining of atoms.

At the turn of the 19th century, the mechanical effects that light had upon matter

were first starting to be demonstrated in a laboratory setting by Lebedev[96] in 1901

and Nichols and Hull[97] in 1903. However, these effects were relatively small, as the

effect any individual photon had upon a massive object was greatly hindered by the

small momentum a single photon carries, and as such intense sources of light were

required to produce large effects upon matter. With the invention of the laser in the

1Or alternatively an optical dipole trap.

97
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60’s though, access to a highly monochromatic intense source of light was possible,

and the ability to trap and manipulate particles with laser light was put to the test

by Arthur Ashkin in 1969[10]2.

The idea of using a laser beam tuned to an atomic resonance to cool atoms was

introduced approximately 5 years later, in 1975 by Hansch and Schalow[98], and

independently by Wineland and Dehmelt[99]. The first laser cooling experiments

were performed only three years after by Wineland, Drullinger and Walls[100], in

which a cloud of magnesium ions were cooled in Penning trap. It is with these

observations that the beginning of a new field of physics, the laser cooling of atoms,

began.

5.1 Optical forces and molasses

To be able to discuss the mechanism by which we can cool an atomic sample, we

must first understand the forces that arise from the interaction of a photon with

an atom. There are two forces typically considered in laser cooling of atoms when

discussing the interaction of the atoms with a photon; the scattering force and the

dipole force, however, the dipole force plays only a small role in laser cooling3, and

as such will not be discussed here.

The scattering force arises from the absorption of a photon by an atom, requiring

the light to be tuned to an atomic resonance, before the photon is spontaneously

emitted by the atom in a random direction. As the photon carries momentum4 and

the photon changes direction through this interaction, the photon necessarily imparts

some momentum to the atom that scattered the photon. The momentum change of

the atom from the interaction, divided by the duration of the interaction provides an

estimate of the force upon the atom known as the scattering force, Fs. To consider

the scale of this force, a rubidium 87 atom has a mass of 1.4× 10−25kg and absorbs

light at 780 nm for the D2 cooling transition. Given the lifetime of the atom is 26 ns

in this excited state, the atoms can thus absorb ≈ 1.9 × 107 photons per second5.

Each photon provides a momentum kick to the atom of ~k = 8.5 × 10−28kg m s−1

2Whose work was worthy of a Nobel prize
3However, it plays an important role in forced evaporation in an optical dipole trap.
4The momentum of a photon is given by p = h

λ
, where p is the momentum, h is the Planck

constant and λ the wavelength of the photon.
5This assumes a photon scattered every 52 ns, if one tries to scatter photons faster then stimu-

lated emission starts to compete with spontaneous emission.
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and thus the total acceleration applied to the atom is ≈ 105 m s−2.

The scattering force described above, however, does not cool atoms in itself, as it

needs to be coupled with some anisotropy in the system that makes it more likely for

the atoms to absorb a photon from a laser whose k-vector opposes the direction of

the atomic motion, rather than whose k-vector is aligned6. Hansch and Schawlow[98]

realised that the Doppler shift that arises due to the atoms own velocity, coupled

with detuning the incident light field below resonance could provide the required

anisotropy in the system7. An atom moving towards a laser beam will act to blue-

shift the laser light with respect to the atom, i.e. the atom will see a light field

that is oscillating at a greater frequency than in the lab frame. By choosing the

right detuning below resonance of a two level atomic transition the optical field can

then be made to be more likely absorbed by atoms whose velocity vector opposes

the k-vector of the optical field. This effect has been demonstrated to significantly

reduce the velocity of atoms, slowing them to near zero.

The realisation of Hansch and Schawlow that allowed the laser cooling of atoms

in counterpropagating laser beams was seen to rapidly cool the atoms over a few

milliseconds to a fraction of a degree Celsius above absolute zero, nearly halting the

atoms in their path as they move such a small distance over this time. It was later

realised that this configuration also realises some level of confinement as the atoms

start to exhibit diffusive motion, demonstrating random walks within the beams,

and only slowly drifting out of the confines of the beams. Due to the ‘viscous’

nature of the force this resulting geometry became known as ‘optical molasses’.

To begin, we will consider the force an atom feels from a single beam in this ar-

rangement. We will assume a laser of intensity I and frequency ω, and an optical

transition of saturation intensity Isat where the saturation intensity is defined as

Isat = ~ωatomΓ
2σ0

, where Γ is the natural linewidth of the transition, ωatom the res-

onance frequency and σ0 is the on resonance scattering cross section.8 Next, we

assume that the splitting between the ground and exited state energies of our two

level atom is ω0, and then we can define the difference in frequency between the

optical field and the atomic transition as δ = ω − ω0. As our atoms are moving

6This is akin to ensuring that the scattering force always opposes the atom’s velocity making
it a damping force, since if the k-vector is aligned with the atom’s motion the atom will speed up
rather than slow down, whereas if it is opposed it will slow down and thus ‘cool’ the atom.

7Note that this anisotropy is in momentum space, not position space.
8The saturation intensity is the light intensity at which the on absorption cross section will

reduce by a factor of 2 from its weakly pumped value, thus the amount of light the atom will
scatter as a fraction of the incident light is also reduced by a factor of two.
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Figure 5.1: Force in optical molasses The force upon an atom due to a pair of low
intensity counter propagating plane waves detuned half a linewidth below resonance. The
dashed lines indicate the force arising from the two plane waves independently, whilst the
solid line indicates the resultant force. There is a clear linear region near v = 0, which is
utilised for laser cooling. Reproduced from ref. [5].

through this molasses, we need to consider the effect of the Doppler shift the atom

experiences. An atom moving with a velocity, v, towards one of the lasers will see

the laser frequency Doppler shifted down by kv, where k is the magnitude of the

wavevector of the optical field. The combined Doppler shift of the light and de-

tuning of the optical field provides a total detuning of δ ± kv that the atoms see,

where the plus sign is taken if the k vector of the optical field points in the opposite

direction to the velocity of the atom, and the minus sign is taken if they are aligned.

Finally, the rate at which the atom can scatter photons from this light field will be

determined by how long the atom stays in the excited state, which is given by the

inverse of the linewidth, Γ, and thus the excited state population will radiatively

decay to the ground state at a rate of Γ.

The average force that the atom will feel due to the light field is the product of the

momentum that a single photon imparts to the atoms, ~k, the fraction of incident
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photons that the atom scatters, and the number of incident photons, yielding[5]

Fscat =

±~kΓ

2

I/Isat
1 + I/Isat + (2(δ ± kv)/Γ)2

(5.1)

where in the case that the atoms velocity is antialigned with the k-vector of the light

field we take the upper signs, resulting in a force that opposes the atoms motion,

whereas if the velocity is aligned with the k vector we take the lower sign and the

force is in the direction of the atomic motion. From equation 5.1 we can see that in

the limit of I � Isat the force approaches its maximal value of ~kΓ
2

9.

Note that this is the force that an atom travelling in the presence of a single optical

field will feel, to extend this we now need to consider the effect of a second coun-

terpropagating beam. To do this, in the simplest case we can assume the forces are

independent and thus act independently on the atoms and simply take the sum of

the positive and negative versions of equation 5.1 as they represent the force felt by

an atom from a plane wave in the positive and negative direction. If we then assume

that the Doppler shift of the optical field is much smaller than both the linewidth

of the transition and the detuning of the field from resonance, the force upon the

atom can be written[5]

Fscat = 4~k
I

Isat

kv(2δ/Γ)

(1 + (2δ/Γ)2)2
(5.2)

importantly, in the case where the detuning is red, i.e. δ < 0, the sign of this force

is always negative and opposes the velocity of the atom, thus we have a damping

force upon the atoms. This resultant force, as well as the force arising from the two

plane waves independently, is shown in figure 5.1.

5.1.1 Limitations of optical molasses

Two issues quickly arise with optical molasses, however, to elucidate these issues we

will consider the scattering force upon a Rubidium-87 atom.

The first of these issues arises from Rubidium-87 not being a true two level atomic

system, rather there are two ground hyperfine states and four excited hyperfine

states, as described in section. 4.3. Typically when laser cooling Rubidium-87, the

F = 2 to F ′ = 3 cycling transition is used to cool the atoms. In a small proportion

9As the term on the left hand side approaches unity for I � Isat.
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of cases, when the atom is in the excited state, it may spontaneously emit a photon

and fall down into the F = 1 ground state, which is separated from the F = 2

ground state by 6.8 GHz. Due to the narrow linewidth of the lasers used, typically

≤ 10 MHz, and the transition linewidth, 6 MHz[101], this means that the atoms

will no longer be able to absorb the laser light, and thus the atom will no longer be

cooled. The standard method of correcting this loss of atoms from the F = 2 ground

state is to add an additional laser, known as a repumping laser, to optically pump

the atoms from the F = 1 ground state back to the F ′ = 2 excited state, where it

is likely to fall back into the F = 2 ground state and continue being cooled on that

cycling transition.

The second issue that arises from the laser cooling of atoms also arises from the

narrow linewidth of the laser and atomic transition, as well as the Doppler shift of

the light an atom experiences due to its motion. As already discussed, an atom

moving with a velocity, v, towards a photon will see the frequency of the photon

shifted by an amount 2πv
λ . As we are cooling the atoms, the velocity of the atoms

necessarily change with time, implying the Doppler shift of the photons seen by the

atoms change with time, eventually shifting the photons out of resonance with the

atoms cycling transition. For a linewidth of 6 MHz, after only slowing an atom

initially moving at 300 m/s, to 292 m/s, the change in the experienced Doppler

shift will already be greater than the natural linewidth of the transition, meaning

the atom will no longer be slowed by the laser light. This causes atoms of only a

particular velocity, for the given laser detuning from the atomic resonance, to be

slowed and only by a small amount.

There are two solutions to this problem, one in which the cooling mechanism is

temporally changed, i.e. the detuning of the laser is changed with time to continue

cooling the atoms, known as ‘chirp cooling’, while the other utilises a spatial change

in the cooling mechanism, known as ‘Zeeman cooling’. We shall focus on the latter

of these two methods as that is what is employed in a MOT. Success has also been

shown with the former of these methods10, however, this results in bunches of cooled

atoms rather than a continuous beam.

Zeeman cooling is known as such as it utilises the Zeeman effect, the change in

energy between the ground and excited state of an atoms due to the interaction

between its magnetic moment and an external magnetic field, and is used to shift

the energy levels of the atoms, keeping them in resonance as they are cooled. Initial

10First theoretically proposed in 1976 by Letokhov, Minogin and Pavlik[102] being clearly demon-
strated by Phillips and Prodan in 1983[103] and Ertmer, Blatt and Hall in 1984[104]
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work on this method of cooling an atomic beam resulted in a Zeeman slower, a long

tube along which a thermal atomic beam counter propagates against a cooling laser

beam in the presence of a spatially varying magnetic bias field that keeps the cooled

atomic beam in resonance with the laser. This was first demonstrated in 1982 by

W.D. Phillips and H. Metcalf[105], which managed to efficiently cool atoms to ≈ 40

m/s. The first design which both simultaneously cooled and trapped atoms from

a background vapor was the magneto optical trap developed in 1987 by Raab et

al.[106].

5.1.2 Magneto-optical traps

The creation of the first MOT was a major step towards producing BECs, as it

allowed a large number of atoms to be cooled and trapped before being transferred

into a purely magnetic trap in which forced evaporation could be performed to

further cool the cloud. A MOT typically utilises a weak quadrupole field generated

by a pair of coaxial coils in an anti-Helmholtz configuration. This magnetic field

has a field zero at the geometric centre of the pair of coils, where the contribution

from each coil cancels out, and the magnitude of the magnetic field increases in

magnitude approximately linearly for small displacements from the field zero. It

is this magnetic field that produces a spatially dependent Zeeman shift which in

turn generates a spatially varying force, providing the trapping in the MOT The

optical component of a MOT is formed by pairs of counter-propagating laser beams

intersecting at the field zero region of the magnetic field, detuned below the cycling

transition upon which cooling will occur. The number of pairs of beams determine

the number of axes along which the atomic gas is to be cooled. The polarisation

of each laser beam of any given pair is typically of orthogonal circular polarisation

with respect to a space fixed axis, ensuring that the laser beams will only excite

magnetic substates that are such that the magnetisation of the substate is aligned

with the magnetic field on the side of the field zero the laser beam is incident from.

This resonance condition is most readily understood considering a one dimensional

example, however, it is easily extended to two and three dimensions.

Consider an atom moving with velocity vx, initially starting at position −x0, in the

presence of a laser detuned by ∆ω below resonance at zero velocity. Now, as the

atom is moving at velocity vx, the atom sees the frequency of the laser light as shifted

by only ∆ω − 2πvx
λ below resonance, due to the Doppler shift of the light induced

by the velocity of the atom. Finally, as the atom passes the position x′ such that
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the magnetic field, B(x) = B′x, where B′ is the magnetic field gradient, satisfies

mfµBgjB(x′) = ~(∆ω− 2πvx
λ ), where mf is the magnetic moment of the state, µB is

the Bohr magneton and gj is the g factor of the atom, the atom will become resonant

with the laser light and absorb a photon. It is this position dependent absorption

that generates the trapping nature of the MOT, with hotter atoms meeting the

modified resonance condition closest to the field zero.

With the development of the MOT physicists’ now had the ability to both con-

fine and cool atoms to millikelvin temperatures with a relatively simple, compact

setup, creating a momentous step towards achieving Bose Einstein condensation,

with MOTs becoming the standard method for trapping and confining atoms for

cold atom experiments.

5.1.3 Experimentally relevant quantities of a MOT

Having discussed the basic theory of a MOT, we can now discuss some of the ex-

perimentally relevant quantities of a MOT. For a MOT that is being used as a

source of cold atoms to begin the path towards Bose-Einstein condensation, the

most experimentally relevant quantities are;

• The capture velocity of the MOT, vc

• The lifetime of atoms in the MOT, τ

• The total number of atoms trapped in the MOT, N

• The temperature of atoms in the trap, T

• The density of atoms in the MOT, n

These parameters are critical to a BEC experiment, as the capture velocity and

lifetime of a MOT influence the number of atoms that can be loaded into the MOT,

while the number, temperature and density of the atoms all determine the initial

phase space density of the MOT, the sole parameter to be considered when producing

a condensate.

MOT number

When loading a MOT, the number of atoms the MOT can hold in its steady state

will be determined by a balance between the rate at which the MOT loads, and
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the rate at which the MOT loses atoms. The main loss mechanism from a MOT is

typically due to background collisions with hot atoms that have not been captured

by the MOT, which present a loss rate that is proportional to the number of atoms

in the MOT, defining a characteristic time scale, τ , over which the MOT will load.

At high densities, however, a second loss mechanism comes into play, where two

body collisions between atoms in the trap can act as a loss mechanism. To load the

largest number of atoms into a MOT, it is therefore desirable to have the largest

load rate possible, which in turn depends greatly on the capture velocity.

It has been shown that the total number of atoms loaded into a MOT for a given

background pressure is given by[107][108]11

N = Rτ ≈ 1

5
(
vc
v̄

)4A

σ
(5.3)

where R is the load rate of the MOT, v̄ is the average speed of an atom in the

background vapor, A is the surface area of the trapping region, τ is the lifetime

of the atom in the MOT and σ is the cross section of collision for an atom in the

MOT with a background vapor atom. It can be seen from equation 5.3 that the

equilibrium number of atoms in the MOT is independent of the background vapour

density12, a simple explanation for this is that larger background vapor pressures

lead to faster load rates, but also higher loss rates.

Equation 5.3 indicates that the total number of atoms loaded into the MOT will

rise rapidly with the capture velocity of the MOT, thus optimising this parameter

is critical for obtaining large numbers of atoms in a MOT quickly. The capture

velocity of a MOT can be estimated as the largest velocity that will be stopped by

half the maximum scattering force[107], over a distance equal to the radius of the

trapping beams, this yields

vc =
√

2ar (5.4)

where r is the radius of one of the trapping beams, and

a =
hΓ

4mλ
(5.5)

where Γ is the natural linewidth of the transition, and m the mass of the atom.

11This is shown by considering the equilibrium state achieved when the load and loss rate are
balanced, and assumes loading from a background gas.

12This assumes that the vapor pressure is not so low that a different atomic species dominates
the background gas.
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Given the dependence of the critical velocity upon the radius of the trapping beams,

it can then be seen that the total number of atoms loaded into the MOT is pro-

portional to area of the trapping beams13. The above holds true when the intensity

of the laser beams is above or equal to the saturation intensity of the atoms, thus

maximising the beam size for given amount of power available, ensuring it remains

above the saturation intensity, is critical for large atom numbers in a MOT.

It should be noted, however, that in most typical MOT setups used for achieving

Bose–Einstein condensation utilize a two chamber apparatus, where the loading of

the MOT is typically not from a background vapor, but rather from another MOT

or Zeeman slower. This allows large loading rates from a high background pressure

for the first MOT (or Zeeman slower), which can then be efficiently transferred into

the second MOT, without compromising the quality of the vacuum at the second

MOT. In these schemes it is typically desirable to have the fastest load rate for the

first MOT possible as this maximises the load rate of the second MOT, assuming the

efficiency of the transfer is independent of the rate at which the atoms are loaded,

rather than maximising the number of atoms that can be loaded into the first MOT.

This is why greater vapor pressures in the first chamber are generally better as they

lead to faster load rates of the second MOT, even though the size of the MOT is

independent of the pressure14. However, this leads to a caveat that some forget,

as the source of atoms for the second MOT is already significantly pre-cooled, the

capture velocity of the MOT need not be anywhere near as large to efficiently transfer

the atoms from the cold beam into the MOT. The limitation in this case typically

comes from the divergence of the source, which can lead to a relatively large atomic

beam by the time it reaches the MOT, and for efficient transfer the size of the MOT

beams must at least be large enough to interact with this atomic beam.

MOT temperature

The next question that naturally arises then, is what is the temperature of the atoms

in a MOT? It is not obvious whether or not this question is a reasonable one to ask, as

when defining the temperature of an object we generally consider the system under

consideration, the MOT, to be in thermal contact with a reservoir15. In the case of

a MOT we have a system that is thermally isolated from its environment, and thus

what acts as the reservoir is unclear. However, Reif shows[109] that for a system of

13As vc ∝
√
r and N ∝ v4

c , therefore N ∝ r2.
14However, the load rate is not.
15Some theories of laser cooling consider the ‘bath’ of photons to be a reservoir.
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particles with a frictional damping force proportional to velocity, as is the case with

optical molasses, and with random noise independent of velocity, arising from the

re-emission of photons in random directions, the solution is a Maxwell-Boltzmann

distribution, hence assigning a temperature to the system seems reasonable.

As a MOT traps and cools atoms to 〈v〉 ≈ 0, what causes the heating of these atoms

that maintains them at a finite temperature? When considering the forces in a MOT,

we typically consider the average force on the atoms summed over many thousands

of absorption and emission cycles. Assuming that the spontaneous emission from an

atom is isotropic, these emissions will not contribute to the average force, however,

they will cause fluctuations upon the force that results in a finite temperature. To

elucidate this, consider the cooling in a MOT as akin to a drunkards walk, with

a friend attempting to guide him home (to zero velocity) from the pub (his initial

velocity).

The drunkards walk is used to model many processes in physics, a notable example

being A. Einstein’s modelling of Brownian motion with a random walk[110], and the

experimental verification leading to further proof that atoms and molecules exist. In

the case of Brownian motion that Einstein considered however, there is no friend to

help guide the drunkard, rather he just stumbles randomly about16. In our example,

think of the friend as the MOT beams, the friend initially helps the drunkard take

a step in the right direction (reducing his velocity), but the drunkard stumbles

after another step in a random direction (equally likely increasing or decreasing his

velocity) before the friend can help him again. Even when the friend has guided

the drunkard all the way home and said goodnight, the drunkard can still stumble

about in his house and it is how far the drunkard is stumbling about in his house that

is akin to how the atoms in a MOT maintain a finite temperature. Alternatively,

we can say that it is the fluctuations of the frictional damping force due to the

spontaneous emission of photons from the atoms that creates a heating mechanism

for atoms in the MOT, and the equilibrium temperature will be determined by the

balancing of the cooling and heating rate.

Figure 5.2 graphically represents the cooling process in a MOT. The left hand side

of the figure represents what occurs in a single absorption/emission cycle, with the

atom initially absorbing a photon from the MOT laser (red headed arrow) before

undergoing spontaneous emission and re-emitting the photon (blue headed arrow)

16The process that more closely resembles our MOT is Brownian motion in a harmonic
potential[111], but we will simply consider Brownian motion here as it is only for illustrative pur-
poses.
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Figure 5.2: Representation of the drunkards walk A representation of the drunkards
walk and how it can lead to cooling in a MOT. On the left hand side we see the effect of
a single absorption/spontaneous emission event. The atom initially absorbs a photon from
the MOT laser (red headed arrow) which reduces the atoms velocity, and then undergoes
spontaneous emission and re-emits the photon in a random direction (blue headed arrow).
The right hand side shows how undergoing this process multiple times reduces the atoms
initial velocity to some finite velocity. The two concentric circles are representative of the
capture velocity (larger circle), vc, determined by the MOT parameters, and the minimum
velocity (small circle) of the atom, whilst the coloured circles represent atoms undergoing
multiple absorption re-emission events as they are cooled. Note that once the atoms are
within the smaller circle they can still undergo absorption re-emission cycles, these determine
the minimum temperature of the MOT.

in a random direction. For atoms with a velocity greater than the recoil velocity17,

the absorption from the MOT beam always reduces the atoms velocity and thus the

net effect of both the absorption and emission is at worst for the atoms to remain

at the same velocity, or at best to reduce its momentum by 2~k, as shown by the

range of positions the blue-headed arrow can result in.

The right hand side of figure 5.2 shows how an atom undergoing many absorption

and re-emission cycles can be cooled from some finite initial velocity to the minmum

temperature achievable in the MOT. Shown in the figure is a number of different

random walk trajectories that the atoms can follow, represented by different coloured

circles. The larger of the two concentric circles is representative of the capture

velocity of the MOT, vc, whilst the smaller circle is representative of the minimum

17When the velocity of the atom is below the recoil velocity, the absorption of a photon from a
MOT beam can lead to an increase in the atoms velocity, this is discussed in more detail later.
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velocity an atom in the MOT will attain. An atom initially within the capture

velocity of the MOT will undergo many absorption/re-emission cycles, with each

absorption kicking the atom towards |v2| = 0, whilst the emission kicks the atom in

a random direction. After many of these cycles the atom finally approaches |v| = 0

but it will still undergo absorption/emission cycles, and these momentum kicks lead

to the finite temperature of the MOT.

As the frictional forces in a MOT arise from the optical molasses caused by the

counter propagating laser beams we shall assume the temperature in a MOT is

comparable to that of the optical molasses that would result with no magnetic field.

The temperature of optical molasses, when balancing the heating rate with the

cooling rate of the molasses has been calculated by Lett et al.[5] to be

kBT =
~Γ

12

1 + 6I/I0 + (2∆/Γ)2

2|∆|/Γ
(5.6)

where T is the temperature of the atoms in the MOT, Γ the natural linewidth of the

transition and ∆ the detuning below resonance of the lasers, and we have assumed

a MOT in three dimensions. From equation 5.6 it is clear that as the intensity

increases, so too does the temperature, thus to calculate the lowest temperature

achievable in a MOT, let I/I0 � 1. By then taking the derivative with respect to

the detuning, and solving the equation when the derivative is set to zero18, we have

the Doppler temperature limit for a MOT, which is ≈ 145µK for 87Rb when cooling

on the D2 transition.

One additional interesting property worth noting here is the dependence of the

temperature of the MOT on the atom number. In a simple description of a MOT

the atoms do not interact with one another and the heating rate of the MOT solely

determines the temperature of the MOT. However, this simple picture doesn’t take

into account the possibility of photons that have initially been absorbed and then re-

emitted by one atom then being absorbed by another atom. Cooper et al. describe

this effect in reference [112] and measure the resultant effect of the number of atoms

in the MOT on the temperature of the atoms, finding that it scales with the third

root of the number, with MOTs on the order 5× 108 atoms being at least twice as

hot as the theoretical limit for the MOT temperature.

18This occurs when 2∆
Γ

= −1, indicating the lowest achievable temperatures occur when the
detuning is on the order of the linewidth of the transition.
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MOT density

Typically when loading a MOT, the size of the MOT is initially determined by the

temperature of the atoms, which according to the equipartition theorem will force

the atoms to spread to an rms radius, and have a rms velocity given by[113][107]

kBT = κi〈ri〉2 = m〈v〉2 (5.7)

where κi is the spring constant and 〈ri〉 is the root mean square radius in the ith direc-

tion, and 〈v〉 is the root mean square velocity. If the atoms in the MOT are assumed

to behave as simple damped harmonic oscillators, the solution of the Fokker-Planck

equation suggests this distribution should be Gaussian. For the Doppler limit cal-

culated above, along with the spring constant of a MOT, which is typically on the

order of 100’s of kHz[113], this would indicate the size of the MOT would be on the

order of a fraction of a millimetre, which generally agrees for MOTs smaller than

≈ ×105 atoms.

When the MOT is initially loading, only the density of the MOT increases, with

the shape and size of the cloud remaining constant, as more atoms get loaded into

the trap at the same temperature. However, once the MOT becomes dense enough

an additional force comes into play due to the scattering of light off the atoms,

which produces a repulsive force between the atoms.[107] This force arises when the

likelihood of a photon to be absorbed by one atom that has been emitted by another

atom becomes large. The photon that is transmitted between the two particles then

acts as a force mediator, much like the photon is the mediator of the electromagnetic

force, however, in this case it is not the emission and absorption of a virtual particle,

but rather a real particle. The limiting density in the MOT will thus be determined

by the interplay between the repulsive forces between the atoms and the spring

constant of the trap.

By a somewhat similar mechanism, there is an additional effect that acts to compress

the MOT further. As atoms at the edge of the cloud can scatter the laser light before

it reaches the centre, they cast a shadow near the centre of the MOT. This creates

an intensity imbalance across the cloud that should act to further compress the

cloud. This effect has been shown[114] to be weaker than the repulsive force arising

from the scattering of light between the atoms in a typical MOT, however, thus the

density achievable is limited by the repulsive effect.

The effect of the repulsive force is to limit the maximal achievable density, and
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produce a cloud that is shaped such that the repulsive scattering force between the

atoms perfectly balances the trapping force. Steane et al. and others[107][115] have

calculated this density distribution for optical molasses and found that it results in

near uniform density given by

n =
kc

Iσ2
L(σR/σL − 1)

(5.8)

where I is the intensity of the trapping light, k the spring constant of the trap, c the

speed of light, σL the cross section for absorbing a photon from the MOT beam and

σR the cross section for an atom to absorb a re-radiated photon. From equation 5.8

it is clear that the density decreases with increasing laser power, as the repulsive

interactions between the atoms becomes stronger, however, this can be somewhat

mitigated through detuning the light further, which results in a lower scattering

rate of light, leading to a reduced repulsive interaction. In reality, measurements of

atoms in a MOT in the multiple scattering regime show that rather than attaining

a uniform density, the MOT still shows a somewhat Gaussian distribution, however,

the density does get limited to a particular value[116] and the width of the Gaussian

increases after this value is reached. The signature of being in the multiple scattering

regime is thus not determined by the uniformity of the distribution of atoms, but

rather a limited density with increasing atom number, or alternatively the mean

radius of the atoms in the MOT is larger than the temperature limited mean radius.

From equation 5.3 it is clear that for a large MOT loaded from a vapor, large MOT

beams are a necessity as the load rate is proportional to the area of the beams, as

long as the beams remain above saturation intensity. We also saw that as a MOT

loads it initially attains a Gaussian profile, the size of which is determined by the

temperature of the MOT through equation 5.6, and as it grows the density simply

increases while the cloud size does not. As the density of the MOT starts to become

appreciable, however, the MOT’s shape starts to deform, becoming approximately

uniformly dense as the repulsive force between the atoms starts to balance the

trapping force provided by the MOT, with the ultimate density given by equation 5.8,

rather than being determined by the temperature. It is this regime that is to be

reached, as typically a few by 109 atoms in a MOT gives a reasonable number of

atoms to produce decent sized BECs within 10s of seconds.
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5.1.4 Optimal parameters for two and three dimensional MOTs

The above discussion of MOTs will now be applied to two different scenarios; the use

of a two-dimensional MOT as a source of cold atoms collected from a background

vapor, and a three dimensional MOT used to capture atoms from the cold atomic

beam generated by the 2D MOT, and to transfer into a purely magnetic trap at high

phase space density. The requirements of the two cases differ, as in the 3D MOT

high atom numbers, high densities and low temperatures are all desirable, whereas

in the 2D MOTs case the most significant factor is the load rate19, as the 2D MOT

is simply being used as a source of cold atoms, not a trap for cold atoms.

2D MOTs

The first two-dimensional MOT as a source of cold atoms was demonstrated by

Dieckmann et al. in 1998[90], who measured a flux of almost 1010 atoms per second,

with a mean velocity of 8 m s−1 and a beam divergence of 43 mrad. A standard

two-dimensional MOT consists of two pairs of rectangular ‘racetrack’ coils in anti-

Helmholtz configuration generating a cylindrical quadrupole field with a line of field

zero along the symmetry axis. Pairs of MOT beams are then incident in two dimen-

sions on the line of field zero, perpendicular to each other with σ+−σ− polarisation.

The beam of atoms is then coincident with the line of field zero. The above describes

what is typically known as a pure two-dimensional MOT, however, a common adap-

tation is to add a pair of counter propagating cooling beams along the line of field

zero to help provide Doppler cooling along the longitudinal axis allowing a greater

flux to be achieved as atoms with greater longitudinal velocities get cooled as well,

known as a 2D+ MOT.

A schematic of the configuration required to create a 2D MOT is shown in figure 5.3,

adjusted from reference [6]. Shown is a long rectangular cuvette, optimal20 for a 2D

MOT due to its length along the longitudinal dimension of the MOT, surrounded by

four racetrack coils that are carrying current such that the current in wires adjacent

to one another flows in the same direction. The MOT beams are also shown, with the

required handedness of the polarisation indicated, however, what is not included in

this schematic is how the MOT beams are generated. I chose to retroreflect the MOT

beams, recycling the power in the MOT and simplifying the optics required. At the

19The temperature of the atoms is also important, however, this temperature need simply be low
enough that the 3D MOT can recapture the atoms.

20Compared to a square cuvette.
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Figure 5.3: Schematic of a pure 2D MOT A schematic of a pure 2D MOT including
the rectangular cuvette, the four racetrack MOT coils required to produce the line of field
zero in the centre of the chamber, the MOT beams with their respective polarisations as
well as the differential pumping tube is shown. The probe-laser, plug-laser and photodiode
(PD) were not utilised. Reproduced from reference [6].

far end of the cuvette (along the z direction), a cylinder is shown to represent the

differential pumping tube, which provides differential pumping between the Source

and Science cell, as well as being a velocity selective element for the MOT. If a

pair of counterpropagating beams were added along the length of the cuvette (the z

direction), this pure 2D MOT would become a 2D+ MOT.

In both the 2D and 2D+ MOT, the atomic beam then passes through a small aper-

ture, typically acting as a differential pumping tube, which selects out a smaller

range of longitudinal velocities, vz, as only atoms that spend enough time within

the MOT volume will be cooled and driven close enough to the aperture to make

it through. In the case of Dieckmann using a 2D+ MOT, the measured resultant

longitudinal velocity of 8 m s−1 is 3% of the mean longitudinal velocity at room tem-

perature, 270 m s−1. One of the other benefits the 2D MOT provides as a source
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of cold atoms is that as the MOT is continually emptying21, interatomic collisions

thus only play a minor role, reducing the collisional loss from the 2D MOT and thus

increasing the load rate.

In 2002 J. Schoser[6] further investigated the properties of a pure 2D MOT as a

source of cold atoms, in particular the dependence of the capture velocity and flux

upon the intensity and length of the cooling beams[6]. Figures 5.4a, 5.4c and 5.4b,

all reproduced from ref [6], show the measured dependencies upon the MOT beam

power and length.

From figure 5.4a it is clear that there is only a relatively small dependence of the

capture velocity upon the power per beam, with the capture velocity saturating

to 38 m s−1 for intensities on the order of 17 mW cm−2. Interestingly the capture

velocity only increases by ≈ 30% even though there is an increase in the intensity

of the MOT beams by a factor of ≈ 20, however, it should be noted that as the

MOT flux depends strongly on the capture velocity22 this small change still leads

to a significant change in flux.

Figures 5.4c and 5.4b show the dependence of the velocity distribution and flux on

the length of the MOT beams, respectively. In figure 5.4c there is a clear increase

in both the peak and mean longitudinal velocity of the emerging cold atomic beam

distribution with increasing MOT length. This result is not unexpected as increasing

the MOT length will increase the range of longitudinal velocities that spend enough

time within the MOT volume to be cooled enough such that they make it through

the differential pumping tube aperture. Figure 5.4b shows that the flux from the

2D MOT scales linearly with the length of the MOT beam, as a consequence of the

increased longitudinal capture velocity.

Schoser saw a greater flux than Dieckmann, with a flux as high as 6 × 1010 atoms

per second, and a similarly small divergence of 32 mrad, however, their measured

longitudinal velocity was much higher, with a peak velocity on the order of 50 m s−1,

and was quite broad with a width of 75 m s−1. The striking differences in mean

velocities between the measurement of Schoser and Dieckmann arises due to the

increased width of the MOT beams as well as a larger aperture. Schoser, using

beams twice as wide, created a much greater volume and increased length over

which cooling occurs, allowing atoms of greater longitudinal velocities to be cooled

and make it through the aperture, which is also 6 times larger.

21As opposed to a pulsed 3D MOT.
22In section 5.1.2 we saw that the flux was proportional to the fourth power of vc.
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(a)

(b) (c)

Figure 5.4: 2D MOT dependencies. a) Capture velocity of a 2D MOT. The
dependence of the capture velocity of the pure 2D MOT upon the intensity per MOT beam
is shown, Schoser et al.[6] saw a saturation of the capture velocity, and thus a saturation
of the load rate, for intensities on the order of 17 mW cm−2. b) Velocity dependence
on MOT beam length. Shown above is the dependence of the velocity distribution of
the cold atomic beam emerging from the 2D MOT on the MOT beam length. With longer
MOT beams the cooling volume is extended and thus atoms with larger axial velocities
can be cooled, leading to an increase in the peak axial velocity of the distribution. Circles
indicate measured data whilst squares are the results of a model. c) Flux dependence
on MOT beam length. The dependence of the flux of the 2D MOT on the length of the
MOT beams, there is a clear almost linear dependence of the flux on the length of the MOT
beams. The squares show the theoretical values whilst the circles show the measured data.
All figures reproduced from ref. [6].
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Chaudhuri, Roy and Unnikrishnan[87] investigated similar parameters as well as the

dependence upon the detuning of the MOT beams, but directly comparing the case

of a 2D+ MOT and a pure 2D MOT. For the 2D+ MOT they found fluxes as high

as 2× 1010 atoms/s, with a mean longitudinal velocity of 15 m/s and divergence of

26 mrad. Their results showed similar dependences of the flux upon the length of

the transverse beams, however, they saw a much greater increase in the flux as a

function of the power of the MOT beams for the 2D+ MOT as compared to the 2D

MOT, and saw fluxes of up to 10 times greater in the 2D+ configuration as opposed

to the pure 2D MOT.

Given the experiments described above, it seems that a 2D+ MOT is the most suit-

able choice as a source of cold atoms, as even though the pure 2D MOT yielded

similar, if not greater fluxes, the greatly reduced longitudinal velocity of the 2D+

MOT reduces the required capture velocity of the 3D MOT and increases its col-

lection efficiency. This reduction in longitudinal velocity occurs due to the presence

of the longitudinal cooling in the 2D+ MOT which is absent in the pure 2D MOT.

From the work of refs. [87] and [6], it is also clear that longer MOT beams leads to

higher total fluxes, however, in the pure 2D MOT case this is also accompanied by

an increase in the mean longitudinal velocity of the atoms.

3D MOTs

When considering the required parameters for a 3D MOT, the source of cold atoms

for the 3D MOT must be considered. In equation 5.3 we saw the dependence of

the atom number upon the capture velocity, however, this was for the case of a

3D MOT loaded from a background vapor. Here we are considering the case of a

3D MOT loaded from a cold atom source, instead. For simplicity lets work with

Chaudhuri’s parameters[87] and thus consider a source of 30 mrad divergence, and

mean longitudinal velocity of 15 m s−1.

The first parameter we shall consider is the required size of the 3D MOT beams, this

will either be determined by the size of the cold atom beam by the time it reaches the

3D MOT23, or alternatively the required capture velocity. For a beam of divergence

30 mrad, over the 50 cm24 distance between the aperture of the differential pumping

23Note that the atoms loaded into the 3D MOT need to be directly caught from the cold atomic
beam, as if they bounce off the walls of the chamber etc. before entering the MOT region, they
may stick to the walls and heat up from the collision.

24This distance is obviously highly dependent upon the vacuum system design, but 50 cm is a
reasonable distance of separation.
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tube and the center of the 3D MOT the beam will diverge to a full width, half

maximum (FWHM) size of 2 cm, and assuming a Gaussian distribution25 of atoms,

then ≈ 95% of atoms will be contained within beam of diameter 4 cm. From this

calculation, it seems as though the MOT beams should be as large as possible to

capture the entire flux as the windows of our science cell are only 4 cm wide, and

we shall require on the order of ≈ 60 mW to ensure we are above the saturation

intensity.

From equation 5.4, substituting in the MOT beam radius of 2 cm, we calculate a

capture velocity of ≈45 m s−1 well above that required for capturing the atoms from

Chaudhuri’s source and even large enough to capture a significant fraction of atoms

from Schoser’s pure 2D MOT source. Thus it is clear that the minimal beam size

is determined by the divergence of the source as opposed to the required capture

velocity. Thus to minimise the power required for the 3D MOT either a smaller

divergence source, or (perhaps more readily achievable) a smaller distance between

the 2D and 3D MOT is desirable.

Given we know the dependence of the load rate of our 3D MOT on the beam size, the

next important parameters to consider would be the density and the temperature,

as these would determine the phase space density (D) of the atoms in the MOT,

and thus the initial D in a magnetic trap. From above we saw that the density of a

MOT increases until the repulsive force from the re-radiation of photons within the

cloud acts to limit the maximal achievable density. In equation 5.8 we saw that the

density of the cloud was inversely proportional to the intensity of the trapping light,

as a lower intensity would lead to a less repulsive force between the atoms. Similarly,

in equation 5.6 we saw that the temperature of the MOT was also dependent upon

the intensity, increasing with increasing intensity.

From the above two considerations alone it would seem that less intense light would

be more optimal for cold, dense MOTs, however, less intense light also leads to a

reduction in the scattering force26, which leads to a reduction in the capture velocity

of the MOT, as well as the spring constant of the MOT. In the case of loading atoms

from a 2D+ MOT one would expect the reduction in power to not lead to a significant

reduction in load rate as the capture velocity of the MOT is much greater than the

mean velocity of the atoms, however, in the case of a pure 2D MOT one would

25This is a reasonable assumption, as the atoms behave effectively as if they are in free fall during
this time, thus the initial Gaussian distribution from the MOT evolves into a wider Gaussian
distribution dependent upon the temperature of the atoms.

26As less photons are scattered per second.
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expect a decrease. Thus the optimal power and detuning27 of the MOT beams

becomes a balancing act between loaded number of atoms against temperature and

density, highly dependent upon the velocity characteristics of the source of cold

atoms. The common approach to solving this issue of having the optimal laser

power both be small (for temperature and density) and large (for atom number) is

to temporally adjust the MOTs parameters, using the optimal parameters for loading

a large number of atoms into the MOT initially, then changing those parameters to

optimise the density and temperature of the cloud. Thus for loading the MOT the

laser intensity should be kept at its maximum value.

In the next section we shall outline how the density and temperature can be max-

imised and minimised, respectively, by changing the MOT parameters by undergoing

a compression of the MOT followed by a period of optical molasses in which sub-

Doppler temperatures can be achieved, before loading the atoms into the magnetic

trap.

5.2 Sub-Doppler cooling

Once the theoretical lowest temperature achievable by optical molasses had been

established it was time for experimentalists to test this theory. Temperature mea-

surements of cold atoms, however, can be quite difficult, as any traditional method28

fails. In order to measure the temperature of these cold atoms, early experimental-

ists29 had to devise ingenious methods and,the standard method at the time was

the release and recapture method.[117]

In the release and recapture method the optical molasses is switched off for a finite

amount of time and the atoms allowed to ballistically expand before the molasses

is switched back on and the atoms are recaught. The fraction of atoms that then

remain in the molasses then yields information of how quickly the atoms were ex-

panding and thus the temperature.30 However, this method can have large uncer-

27As the detuning of the MOT beams also determines the scattering rate and hence the repulsive
force between the atoms, as well as the lowest achievable temperature.

28Such as placing the atoms in thermal contact with a thermometer, not only is this impractical
given the atoms are confined to ultrahigh vacuum, as there are such few atoms the thermometer
will not equilibrate to the atoms temperature, but rather stay at its own temperature.

29Such as Paul Lett, Rich Watts, Chris Westbrook, Phil Gould, Hal Metcalf and Bill Phillips.[117]
30Note this method requires the thermal expansion of the atoms to be much greater than the

change in position due to gravity, or alternatively the effect of gravity need be accounted for or
otherwise the temperature will be overestimated.
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tainties associated with it, for example the measurement depends strongly upon the

beam size and their exact overlap, and these properties can be difficult to measure

experimentally31. Gould, Lett and Phillips in 1987 instead decided to measure the

dependence of the lifetime of atoms in optical molasses as a function of detuning,

but were greatly surprised when they found their results disagreeing strongly with

the Doppler theory of optical molasses, finding the lifetime to be greatest for much

larger detunings than expected[5]. These measurements led the experimentalists to

devise new methods for measuring the temperature of the atoms in order to gain

more data via different methods to corroborate their discrepancy with theory, these

included;

• The time of flight method, in which the atoms are allowed to free-fall under

the influence of gravity as well as ballistically expand. The time dependent

fluorescence from a probe beam placed below the cloud then yields information

about the temperature of the atoms, as the arrival time of the atoms will be

determined by a combination of their velocity and the acceleration due to

gravity.32

• The fountain method, where a small probe beam is placed above the cold

cloud, and the fluorescence as a function of probe beam position as it is dis-

placed vertically yields information of how far the atoms can travel before

their initial kinetic energy is all converted into gravitational potential energy.

This method ultimately did not produce good results, due to unexpectedly low

temperatures[5].

Using these new methods Lett et al. went on to measure the temperature of their

atoms in the optical molasses finding temperatures well below that of the Doppler

limit[5][118], up to an order of magnitude lower. These measurements spurred on

new work on the laser cooling of atoms to try to explain how sub-Doppler cool-

ing mechanisms could occur, with most of the work centering on the multi-level

nature of the atoms, as well as the Zeeman sublevels once it was discovered that

these temperatures depended strongly upon external magnetic fields as well as the

polarisation of the incident light. The outcome of these results was a new theory

of laser cooling, proposed by Jean Dalibard and Claude Cohen-Tannoudji, that the

sub-Doppler cooling mechanisms were driven by a combination of polarisation gra-

31Especially he width of a Gaussian, as a true Gaussian beam is infinite in spatial extent, thus
where does one draw the cutoff?

32Nowadays a variation on the time of flight method is the standard tool of measuring the tem-
perature of cold atoms, with the ability to spatially resolve the atoms with high resolution cameras,
uncertainties can be reduced to ≤ 10% quite easily with as few as 5 measurements at various times.
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dients, the differential light shifts these induce for different Zeeman sublevels, and

the optical pumping between these sublevels[119]. At the same time a theory was

proposed by Ungar and Chu[120], which described the sub-Doppler cooling mecha-

nism very similarly, again arising from the Zeeman structure of the atomic sublevels,

and polarisation gradients in the optical molasses.

5.2.1 Polarisation gradient cooling

The works of Dalibard and Cohen-Tannoudji[119] as well as those of Ungar and

Chu[120] explain in detail the sub-Doppler cooling mechanisms at work within the

optical molasses, and as such won’t be described in detail here, but we will touch

upon the main points relevant to our purposes. To consider how the mechanism

arises, we will consider the case of two counterpropagating beams of orthogonal

linear polarisation. The interference of these two beams creates a standing wave

pattern in which the polarisation of the resultant field changes, and given the beams

are counterpropagating, this pattern changes on a subwavelength scale33. In the case

of orthogonal linear polarisation, at a position in which the polarisation of the two

beams are in phase with each other, the resultant polarisation is linear, whereas at a

position where the polarisation is out of phase by 90◦, the resultant polarisation will

be circular, and in between the polarisation will smoothly vary from linear through

elliptical to circular. Now, if we start to consider the different Zeeman sublevels of

our atoms, because the Clebsch-Gordan coefficients34 are not constant between the

differing Zeeman levels of the ground and excited states, the light shifts between

these states are different, and change with polarisation35, and therefore the light

shifts also change with position of the atom.

Figure 5.5 shows a graphical representation of this mechanism. An atom initially

in say the mf = 1/2 (blue) state moving along the x axis climbs a potential hill

(blue curve) that arises as the resultant polarisation of the light changes spatially.

Once the atoms nears the top of the hill it is absorbs a photon from the laser and

is excited to the excited state before it is preferentially optically pumped into the

mf = 1/2 state (red) which is at a lower potential, given the position of the atom.

The atom then begins to climb the next potential hill (red curve) which again arises

33As they are counterpropagating, the electric field will be periodic every λ/2
34Clebsch-Gordan coefficients describe the coupling between different angular momentum states

of an atom.
35As the polarisation of the optical field determines which transitions are driven.
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Figure 5.5: Graphical representation of polarisation gradient cooling A graphical
representation of how polarisation gradient cooling occurs. Along the x-axis the polarisation
of light is shown to vary over the course of half a wavelength, reresented by the red arrows,
from initially linearly polarised, through to circularly polarised, back to linearly polarised
and finally circularly polarised but of the opposite handedness. The atom is represented by
the coloured circle, with the colour indicating the magnetic substate the atom is in, either
mf = 1/2 (blue) or mf = −1/2 (red), and the red and blue curves depict how the light
shifts of the different substates varies as a function of the polarisation. An atom initially in
mf = 1/2 moving along the x-axis climbs the potential hill that arises due to the spatially
varying polarisation before being optically pumped into the mf = −1/2 and the process
repeating until the atom no longer has enough kinetic energy to climb the potential hill.

from the spatially changing polarisation. This process continues to occur until the

atom no longer has enough kinetic energy to further climb the potential hills.

From what we have described above we have a situation in which the difference
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between the ground and excited state of the atom depends upon the Zeeman sublevel

of the ground state that the atom is in, as well as the position, and these changes

in energy will be periodic on the scale of half the wavelength of the cooling light.

Polarisation gradient cooling (PGC) arises from these shifts in the energy of the

ground state36, and the variation in the Clebsch-Gordan coefficients meaning atoms

will preferentially get pumped into a particular Zeeman sublevel of the ground state.

This variation in the Clebch-Gordan coefficients is such that the optical pumping of

the atoms is always such that atoms tend to populate the lowest energy state. This

optical pumping means that as atoms move through the standing wave potential the

atoms will initially be at a potential minima, but will then have to start climbing

the ‘potential hill’ as the polarisation changes. Once the atoms are at the top of this

potential hill, however, they will then be optically pumped into the other Zeeman

sublevel, which will then be at a minima not a maxima. This process continues

as the atoms move, forcing them to continually climb potential hills, every time

reaching the top being pumped back to the bottom, which is how this process came

to be known as Sisyphus cooling.

A question that quickly arises is, as the atoms are still absorbing and reradiating

photons, why does the conventional Doppler limit not apply? In the case of conven-

tional Doppler cooling, atoms absorb light form a laser beam and then reradiate it,

however, the light absorbed is of lower energy than that reradiated and hence energy

is carried away from the atom. This excess energy arises from the Doppler shift the

atom experiences, and ultimately determines the size of the energy fluctuations the

cooling force experiences. However, in the case of polarisation gradient cooling the

excess energy that the light carries away is due to the difference in energy of the

Zeeman sublevels, much smaller than the difference in energy caused by the Doppler

shift of the atoms. This causes the fluctuations in this cooling force to be much

smaller, ultimately allowing much lower temperatures to be reached.

5.2.2 Experimentally relevant qualities of sub-Doppler cooling

Having established the method by which the sub-Doppler cooling mechanism works,

it is now time to turn to the experimentally relevant parameters, in particular we

shall focus upon the the temperature limit. The mechanisms and resultant parame-

ters of polarisation gradient cooling have been extensively researched[121][122][120][119],

36We ignore the shift in the excited state, as the atom typically spends little time in the excited
state compared to the ground state.
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we shall focus upon the results presented by Dalibard and Cohen-Tannoudji for po-

larisation gradient cooling in σ+σ− light, as this is most relevant for atoms in a

MOT.

One of the most surprising results that was found when the first theories of sub-

Doppler cooling arose was that for small intensities the damping force provided by

PGC is independent of the laser intensity, in contrast to what we calculated earlier

for the damping force due to classical optical molasses, equation 5.2. The damping

coefficient calculated by Dalibard and Cohen-Tannoudji was found to be[119]

α = −3

2
~k2 2δ

Γ
(5.9)

where α is the damping coefficient and all other parameters carry their usual mean-

ing. What is perhaps most striking about this relationship is the dependence upon

detuning, which finds the damping coefficient increasing with detuning, as opposed

to decreasing as is the case with classical molasses. This can be understood as the

damping coefficient in classical molasses arises from the rate at which photons are

scattered, which decreases rapidly with further detuning, whereas the damping in

PGC arises due to the relative light shifts of the different magnetic sublevels, which

increases with larger detuning.

As we saw that the heating rate was proportional to the intensity, this implies that

the lowest achievable temperature due to PGC is proportional to the intensity also,

as opposed to independent of it as was the case for optical molasses. Dalibard and

Cohen-Tannoudji calculated the minimum temperature for σ+σ− cooling and found

the temperature was given by

kBT =
~ΓI/Isat
2|δ|/Γ

[ 29

300
+

254

75

1

1 + (2δ/Γ)2

]
. (5.10)

This implies that by simply reducing the intensity of the cooling light the tempera-

ture of the atoms could be arbitrarily reduced. However, this simple analysis is not

accurate, and is limited by another feature of PGC that is absent in classic optical

molasses, a critical cut-off velocity after which the force reduces dramatically.

This cut-off velocity arises due to the requirement that the atomic populations of the

sublevels as the atoms move through the polarisation gradient cannot adiabatically

follow the polarisation gradients that lead to the effect of Sisyphus cooling. At

velocities above the critical velocity, the atoms will feel very little damping from

PGC and will mainly be acted upon by the Doppler cooling mechanism. For the
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force due to PGC to be linear in velocity, we require that the Doppler shift be much

smaller than the light shift for the atoms, given by

∆ ∝ I

Isat

Γ2

δ
(5.11)

from this we can see that the cut-off velocity will scale proportionally to the intensity

and inversely to the detuning. Equation 5.11 thus implies that as we try to cool the

atoms further by either detuning the lasers further or reducing their intensity further,

the cut off velocity will start to reduce significantly, limiting the fraction of atoms

that we can cool. If we substitute the requirement that kv � ∆ into equation 5.10 we

find that Mvrms � ~k, and thus to maintain a linear damping force the rms velocity

of the atomic motion must be greater than the recoil velocity.37 If we chose to reduce

our intensity further, or equivalently the detuning was further increased, we would

expect a great reduction in the damping coefficient as PGC becomes ineffective, and

perhaps even a resultant non thermal distribution of atoms. Thus we can see that

with PGC lower temperatures can be reached by reducing the intensity of the light,

and that this reduction does not come at the cost of a reduction in the restoring

force, however, there is an ultimate lowest temperature achievable by PGC, which

is approximately limited by the recoil velocity.

The final experimentally relevant parameter that we shall consider is the effect of

stray magnetic fields upon polarisation gradient cooling. As PGC inherently relies

upon the differing light shifts between different Zeeman sublevels of the atomic

ground state, it is expected that magnetic fields will also play a large role in the

efficiency of the cooling, as the magnetic fields themselves will shift the energies of

the sublevels. In the first paper demonstrating PGC, Lett et al.[118] noted that

applying a magnetic field of up to 2 G increased the temperature of the atoms by

up to a factor of almost 20, increasing from 30 µK up to almost 500 µK. Figure 5.6

shows their results, which show a clear increase in temperature as a function of

magnetic field strength.

This phenomenon was later investigated experimentally in more detail and it was

found that the effect of the magnetic field was to shift the temperature to which

the atoms were cooled, with the temperature being linearly proportional to the

magnetic field. This was explained via velocity selective resonances[123] whereby

the atoms undergo coherent two photon transitions when the difference in frequency

37The recoil velocity is the velocity at which an atom initially at rest would recoil to when
absorbing a resonant photon of wavenumber k, which results in a velocity of ~k

m
, were m is the mass

of the atom.
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Figure 5.6: PGC temperature dependence on magnetic fields The experimental
results of Lett et al., in which they demonstrate how the minimum temperature achieved
by PGC shows a strong dependence upon external magnetic fields. Two different sets of
measurements at different powers are shown. Reproduced from ref. [5]

of two light beams seen by a moving atom is equal to the splitting of the ground

state levels the atom transitions between. Phillips et al. went on to investigate

and formalise these effects further[124], finding the same dependence of temperature

upon applied magnetic field, as well as the inhibition of PGC forces in large magnetic

fields. It should be noted, however, that the increase in temperature of the atoms

when applying a magnetic field is not due to an increased heating rate nor decreased

cooling rate, but rather it is a translation of the the velocity at which the PGC force

is found, thus atoms can still be sub-Doppler cooled, however, they are being cooled

to a finite velocity.

5.2.3 Sub-Doppler cooling in a MOT

From the discussion of PGC above and the dependence of the cooling upon applied

magnetic fields, which can perturb the energies of the Zeeman sublevels to a greater
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extent than is achieved through the radiation field, it would appear as though a

caveat of cooling atoms in a MOT is that you do not gain the benefits of sub-Doppler

cooling. However, in 1990 Steane and Foot[122] measured temperatures well below

the Doppler limit in a MOT of caesium atoms and showed that the new sub-Doppler

theory was required for describing the cooling mechanisms in a MOT, since when

the beams in the MOT are well balanced the resulting MOT can be confined to a

region where the perturbation due to the magnetic field is small enough to allow

PGC to still provide a reasonable cooling force. This work was later extended to

include a derivation of the region over which the cooling due to PGC in a MOT can

extend, and its dependencies upon the MOT parameters[116].

In reference [116] the properties of a MOT in the temperature limited, multiple scat-

tering and the two component regime are discussed. So far we have only described

the temperature limited regime, where the number of atoms trapped by the MOT is

so small that inter-atom repulsion is negligible, and the multiple-scattering regime,

where the repulsive forces between the atoms start to dominate, and the MOT tends

to a uniform density. The two component regime arises due to PGC occuring within

the MOT, and occurs when the MOT becomes large enough such that the cloud is

larger than the volume in which PGC occurs. In this case the MOT is decomposed

into two components, the central component, which contains a dense cold cloud

where position dependent forces due to PGC dominate, and a diffuse component in

which standard Doppler cooling takes place.

In references [125] and [121] it is shown through semiclassical and quantum mechan-

ical calculations, respectively, that in a one-dimensional MOT the radius at which

PGC stops dominating as a cooling mechanism, rl, occurs when the Zeeman shift

due to the magnetic field gradient is on the same order as the light shift of the

ground state. Townsend et al. assume this dependence in three dimensions and find

the radius is given by

µBbrl = Cl
~Ω2

δ
(5.12)

where µB is the Bohr magneton, b is the magnetic field gradient, Cl is a constant

proportionality factor, whose value we will not concern ourselves with here, Ω is the

Rabi frequency, given by Ω = Γ
√
I/2Is, and all other parameters are as previously

defined. Importantly, if we substitute in the dependence of the Rabi frequency

upon the intensity of the light we see that the radius at which PGC occurs38 is

proportional to the intensity of the light, and inversely proportional to the detuning

38Or alternatively the radius at which the two component regime is reached.
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and magnetic field gradient.

5.3 Compression of atoms in a MOT (CMOT)

The other key quantity to achieving a high initial phase space density, and thus

good initial conditions for reaching Bose-Einstein condensation is the initial spatial

density of the atoms. As we saw in section 5.1.3 the density of a large MOT is

limited by the repulsive interactions between the atoms in the MOT caused by the

emission and reabsorption of photons from within the MOT. We also saw that this

density is inversely proportional to the light intensity, as seen through equation 5.8,

indicating that reducing the light intensity will further increase the density of the

MOT. Somewhat equivalently the density can also be increased by further detuning

the laser, resulting in lower scattering in the centre of the MOT and thus further

compression of the MOT. To date, further detuning the laser beams and reducing

the intensity of the MOT beams is the most common method utilised to compress

a MOT.

In 1994 Petrich, Cornell et al. investigated the possibility of compressing a MOT

by temporally increasing the magnetic field gradient and found over an order of

magnitude increase in the peak spatial density[126]. The authors note the conclusion

that we have already made, that large detunings and large magnetic field gradients

do not lead to large numbers of atoms as they are not optimal parameters for the

load rate, but are rather only optimal for the density. However, by transiently

changing the parameters of the MOT, leading to what the authors call a compressed

MOT (CMOT), they were able to see over an order of magnitude increase in the

spatial density of the MOT. As we saw in equation 5.7 and 5.8, the density of the

MOT in both the temperature limited regime and the multiple scattering regime is

dependent on the spring constant of the MOT. In this paper the authors studied

how the size and shape of the cloud varied as they changed the spring constant of

the MOT, actuated by varying the gradient of the magnetic field and the detuning

of the cooling laser, for a range of different numbers of atoms in the MOT.

The detuning of the cooling light is thought to increase the spatial density of the

MOT as it reduces the force between atoms due to re-radiation of photons, which

is proportional to δ−4 while the trapping force in the central region of the MOT39

39This is the low magnetic field region where polarisation gradient cooling is the dominant cooling
mechanism.
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scales with δ−1 and in the outer region scales with δ−3. Thus detuning further

from resonance allows the cooling force to grow stronger compared to the repulsive

interaction, further increasing the density. The authors studied this phenomena by

jumping the detuning to three different detunings while maintaining the gradient

at their MOT load value. At the collection gradient, they observed that the MOT

remained an irregular shape, but they saw a 50% reduction in the horizontal width

of their cloud, with no reduction in the vertical size, they attributed this to entering

the temperature limited regime.

Next they studied the dependence upon the field gradient, initially jumping the de-

tuning from −9 MHz to −44 MHz, and then ramping the field gradient from their

MOT load value of 11 Gcm−1 to a range of values up to 228 Gcm−1 in 5 steps

over 5 ms before allowing the cloud to equilibrate for 20 ms. For intermediate val-

ues up to 60 Gcm−1, the atoms compress into a Gaussian shaped peak, while for

larger field gradients the authors observed a diffuse cloud surrounding the narrow

central peak, with the shape and position of this cloud depending strongly upon the

alignment of the cooling lasers, whereas the narrow peak was insensitive to these

parameters. This two component nature has been predicted[107] and, as described

above in section 5.2.3, is attributed to the central region being dominated by po-

larisation gradient cooling, while the outer cloud undergoes only Doppler cooling.

This description also explains why the central region is relatively insensitive to the

alignment of the beams, as the volume and shape of that region is determined by

the magnetic field parameters, and polarisation gradient cooling has been found in

some cases to be insensitive to intensity imbalances40.

Interestingly the authors found that the size of the cloud scaled with the square

root of the field gradient, which is the expected behaviour for a cloud that maintains

constant temperature, indicating that even as the atoms are compressed they do not

heat up.41 Noting that the spring constants for MOTs are typically on the order

of 100’s of kHz, the atoms should adiabatically follow the temporal changes of the

MOT. Thus a reduction in the volume should lead to an increase in temperature

of the MOT. However, as polarisation gradient cooling is the dominant cooling

mechanism in the central region of the MOT, and can cool atoms in milliseconds to

its limit, this indicates that as the atoms are being compressed they are also being

significantly cooled, which leads to greater phase space density. Some of the other

40See the further remarks of reference [107].
41As PGC can bring atoms to the sub-Doppler cooling limit within ms, this is not surprising,

since the atoms have enough time to cool as they compress.
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important results for our application include the authors noting negligible change

in atom number with the compression, overall seeing a 25 times increase in the

peak spatial density and obtaining a relatively pure Gaussian profile for the density

of the atoms. The final point may not seem particularly relevant, however, when

catching the atoms in a purely magnetic trap from a MOT, the heating of the atoms

during this process is dependent upon the overlap of spatial profiles of the MOT

and magnetic trap. Given the distribution of the atoms in the magnetic trap is

Gaussian, this would indicate the atoms from the CMOT will heat less as they get

caught in the magnetic trap.

More recently some further studies with larger atom numbers have been performed.

For example, DePue et al. studied a similar phenomenon using Cs atoms in a

MOT, and reached peak densities of 1012 atoms per cm3[127]. In their case, the

MOT was originally loaded with more atoms than there are when the peak density

occurs, as they have significant losses while the atoms are compressing, but the

total density during the compression still increases as the atoms that are falling

in from the edges of the MOT replenish the atoms lost from the increased losses.

DePue’s results corroborate the measurements made by Petrich et al., also seeing the

two component nature of the MOT, and confirming the dependence of the central

Gausian peak upon the laser parameters, originally determined by Townsend et al.

in reference. [116], as described in section. 5.2.3 and equation. 5.12.

Given the above works it seems that a temporal compression of atoms in a MOT

can lead to significant enhancements of the initial phase space density, as well as

improving the spatial overlap of the MOT and atoms at an equivalent temperature

in a magnetic trap. The works do not mention the resultant final temperature of

the atoms, however, but as the central component of the CMOT is determined by

the polarisation gradient cooling forces at play, the temperature is expected to be

determined by this mechanism. The above two sections describing the sub-Doppler

cooling mechanisms and the temporal compression of the atoms in a MOT provide

a way forward that should lead to very high initial phase space densities in a MOT

for loading a magnetic trap with minimal heating; implement a CMOT stage where

the atoms are forced into a very high density Gaussian distribution, and then apply

further PGC by rapidly switching off the quadrupole gradient and nulling stray

magnetic fields with the bias fields to achieve as low temperature as possible. As

PGC typically only takes milliseconds to cool atoms to their final temperature, and

the viscous damping force it applies is quite large, the spatial distribution of the

atoms during this stage should change only minimally, leading to a very cold, very
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dense cloud of atoms to be loaded into a purely magnetic trap.

5.4 Experimental implementation of laser cooling

In section 4.3 the laser setup used to produce the light for laser cooling in the 2D and

3D MOT was described. Here I shall specifically outline how the light is then used to

laser cool the atoms, and the optimisation process that was involved to achieve opti-

mal loading and cooling. My BEC apparatus utilises the dual MOT scheme, where

a cold atomic beam is formed by a two-dimensional MOT in a region of relatively

high background pressure, which is then captured in a three-dimensional MOT in

a region of ultra-high vacuum. This scheme allows the three dimensional MOT to

be loaded with a large number of atoms within seconds, without compromising the

ultra-high vacuum required for the production of a BEC.

5.4.1 Two-dimensional Source MOT

The 2D Source MOT produces a pre-cooled, low divergence beam of atoms for

loading the 3D Science MOT. The 2D Source MOT is formed in the source chamber,

described in section 4.1.4, by placing 4 racetrack coils about the chamber, each coil

parallel to one of the faces of the glass chamber.

Each racetrack coils consists of 4 layers of 5 turns (20 turns total) of 2 mm insulated

copper wire, which has been wound onto a coil former, with a layer of epoxy being

applied after each layer of the coil had been wound. The coil formers were designed

in Solidworks, and printed by a 3D printer using ABS. These formers are designed

to lock together with one another, guaranteeing the geometric alignment of the

coils with one another, and have 60 mm cage rod holes for compatibility with the

Thorlabs 60 mm cage system, guaranteeing the geometric alignment of the Source

MOT optics with the coils. The inner profile onto which the coils are wound consists

of two 25 mm inner diameter circular ends, separated by 50 mm, providing an almost

entirely unobstructed view of the glass cell. When running the Source MOT, on

average 7.5 A is driven through each coil, however each coil has its own Magneato

driver allowing the coils to each be independently driven, which is particularly useful

for aligning the MOT with the differential pumping tube. To geometrically align the

racetrack coil formers to the cell, the formers were mounted on adjustable mounts
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in both the x and y direction, and a set of callipers were used to ensure the distance

of each of the formers from each face of the cell was the same.

For the MOT light, both the cooling and repump light used for the 2D MOT, once

double passed through their respective AOMs as described in section 4.3, are com-

bined upon a PBS. Both the repumping and cooling beams have an ≈3 mm Gaussian

profile at this point with approximately 15 mW in the repump beam and 250 mW

in the cooling beam. The light then passes through a half wave plate used to rotate

the initially linear polarisation of the two beams, so that when the beam is split

into two beams on a PBS further down the path, the two beams have approximately

the same power. The beam then passes through a 2× cylindrical telescope, before

being further expanded by a 2× spherical telescope to produce a 6 mm by 12 mm

beam. At this point the light then passes through the aforementioned PBS and is

split into the vertical and horizontal 2D MOT beams. Each of these MOT beams

then passes through a quarter waveplate producing circularly polarised light42, be-

fore being further expanded by a 4× spherical telescope, producing an approximately

24 mm×48 mm beam, as large as reasonable when using two inch optics and a 25 mm

cell, before entering the source cell. After passing through the glass cell, the beams

are then retroreflected by a custom43 two inch diameter quarter waveplate and mir-

ror, ensuring the handedness of the polarisation remains unchanged when the beam

propagates back through the MOT.

To align the MOT beams to the glass cell an iterative two step process was followed

utilising either of two mirrors. First the MOT beam being aligned was apertured

down to 1 mm and the fluorescence caused by this beam, when viewed with a camera

along the length of the 2D MOT, was aligned to the DPT using the first mirror44.

Next the reflection off the front and back surfaces of the glass cell was aligned upon

the incident beam using the second mirror. Iterating this process until the two

conditions are satisfied, that the beam is both centred on the DPT, and that it is

propagating perpendicular to the glass cell’s surfaces, guarantees both the position

and angle of the beam are theoretically optimal for the MOT. This process was

repeated on both the horizontal and vertical MOT beams.

Once the coils and cooling light have been aligned to the cell, the push beam was

then aligned. The push beam propagates along the length of the 2D MOT, centred

42Here one needs to ensure the polarisation is of the correct handedness with respect to the
magnetic field.

43This is a custom optic made by Union optic.
44Furthest from the cell.
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on the MOT’s field zero, and acts to push atoms out of the 2D MOT towards the

3D MOT. To align the push beam, the beam is first centred on the DPT (observed

by a camera) with the first mirror, while the second mirror is used to ensure the

push beam exits the opposite end of the apparatus centred on the final window, this

ensures the push beam traces out the trajectory the atoms ideally will follow.

Pressurising the source cell

So far I have not discussed how the pressure of rubidium in the source cell is varied.

As previously mentioned in section 4.1.4, the source chamber has several SAES

rubidium and potassium getters built into it with electrical feedthroughs extending

through the glass chamber so as to allow current to be passed through the getters.

These getters are used as the source of rubidium in the vacuum system, and are

actuated by passing a current through the getter that heats it, catalysing a chemical

reaction between the salts contained within the getter, creating a gas of rubidium.

Typically I actuate the getters once a day by passing ≈7 A through the getters until

the pressure in the main chamber reaches 2 × 10−9 Torr, before turning them off.

This creates a large enough vapor pressure in the source chamber to run experiments

for most of the day.

However, by the end of the day the pressure in the source chamber has dropped

significantly enough that the load rate and thus saturated size of the MOT has

decreased by approximately a factor of two. To counteract this, I also installed a

pair of ≈ 1 W UV LEDs, which are directed onto the differential pumping tube,

allowing us to perform light induced atomic desorption (LIAD). LIAD uses non-

resonant light to help desorb atoms off the walls of the chamber, which appear

to preferentially stick to metallic surfaces, hence we observe the largest pressure

increase when the LEDs are directed at the differential pumping tube. The current

through the LEDs is modulated with a Mornsun KCH24H LED driver, which drives

≈ 1 A through the LEDs in series and allows the LEDs to be modulated with a TTL

signal.

An image of the source chamber when illuminated with UV light is shown in fig-

ure 5.7. During the morning the UV LEDs have little to no effect upon the load rate

of the 3D MOT, as the pressure in the source chamber is saturated. However, as the

day progresses the pressure in the source chamber drops as it is slowly pumped out

through the differential pumping tube, and LIAD then helps maintain the pressure

in the source chamber. During an experiment the LEDs are only switched on dur-
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Figure 5.7: Light induced atomic desorption An image of the source chamber whilst
illuminated by UV LEDs to perform light induced atomic desorption. When the pressure
in the source chamber is low enough LIAD can provide up to a factor of 20 increase in the
load rate of the 3D MOT.

ing the loading of the MOT, as the high pressure in the source chamber need not

be maintained during the rest of the experiment, however, I observe no significant

change in the lifetime of the magnetic trap even with the LEDs on, testament to the

pressure difference the differential pumping tube can maintain.

It should be noted that when the LEDs are desorbing atoms off the walls of the

chamber there is initially a larger increase in the load rate of the 3D MOT than in

steady state45. It is not known whether this increase is due to either initially having

a slightly larger pressure in the source chamber when desorption starts, before it

reaches an equilibrium pressure, or whether the pressure in the chamber increases

too much and high density collisions start to deplete the 2D MOT. My thought is

45Because of this effect if one runs three sequential identical experiments the loaded number of
atoms into the MOT will decrease with each experiment, this effect has to be considered during
optimisations or a false maxima might be chosen. Normally after 3 experiments the load rate settles
to a constant value.
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that this arises due to the first of these suggestions as when varying the current

through the LEDs the largest load rate in steady state was achieved with the largest

current, corresponding to the largest optical power, thus suggesting we have not yet

reached this high density regime that would deplete the 2D MOT.

Optimising the Source MOT

Once the Source MOT has been roughly aligned it can then be optimised, however,

to optimise the Source MOT, the Science MOT must be used, as the load rate of

the Science MOT is the key parameter to optimise for the 2D MOT. Luckily, the

parameters for the Source MOT to create a fast load rate for the 3D MOT are

typically independent of the 3D MOT parameters. This is as the capture velocity

of the 3D MOT is typically much greater than the mean velocity of the cold atomic

beam from the Source MOT, so optimising the load rate of the 3D MOT amounts to

simply optimising the flux from the Source MOT without having to consider changes

to the mean velocity. This allows the optimisation of the Source MOT parameters

and then the 3D MOT parameters, without having to iterate back and forth.

To optimise the load rate of the Source and Science MOT, a 0.2 ms fluorescence image

of the 3D MOT after 3 seconds of loading and a 0.5 ms drop was taken, and the

sum of the value of the pixels was used as the metric for atom number. To ensure

that there were no multiple scattering events occurring within the cloud during

imaging, and to ensure the fluorescence light reached the atoms, the imaging light

was detuned 40 MHz below resonance. If the imaging light is instead on resonance,

only the outer layer of atoms is likely to see the light as the cloud would typically

be optically thick, and this metric would then optimise for large diffuse clouds as

opposed to dense clouds.

To begin, the position of the field zero has to be aligned with the DPT. This can

initially be performed by eye using a camera, but scanning the current through two

coils on orthogonal axes will lead to a more precise optimum value. Figures 5.8a

and 5.8b shows the fluorescence count rate as a function of the current through the

bottom source coil and the source coil mounted on the south side of the experiment,

respectively. From this data there is a clear optimal value for each. Also, it is clear

from the figures that the functional form of the load rate is relatively symmetric

about the optimal value, this indicates that at the optimal value the push beam

is well aligned coaxially with the 2D MOT, as if this was not the case the push

beam would break the symmetry of the 2D MOT, and the load rates would be
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(a) (b)

(c)

Figure 5.8: 2D MOT optimisation The measured peak fluorescence count of the Sci-
ence MOT after 3 seconds of loading from the Source MOT while scanning three different
parameters; a) the current in the bottom source coil, b) the current in the source coil on
the south side of the chamber and c) the detuning of the 2D MOT below resonance. Clearly
there is an optimum value for the current through each coil that, when viewed with a camera
along the length of the Source MOT, coincides with the 2D MOT aligning with the hole in
the differential pumping tube, whilst there is also a clear optimal detuning for the load rate,
which is ≈ 13 MHz below resonance.
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asymmetric46.

Once the optimal position with regards to the DPT has been found the collimation

of the final telescopes before the MOT can be tuned to maximise the peak density

of the 2D MOT. To do this, the 2D MOT is observed on the camera while adjusting

the collimation of the telescope, and simply maximising the peak fluorescence, which

appears to also minimise the width of the cloud. The current in the source coils can

then be optimised again, however, I found that adjusting the collimation of the

2D MOT beams has little effect on this parameter. Once the Source MOT has

been optimised in this fashion it has a full width half maximum size of 0.12 mm in

the vertical and horizontal directions, respectively. Figure 5.9 shows an image of the

resulting 2D MOT when looking along its length, as well as a vertical and horizontal

lineout through the centre of the MOT.

Next, the optimal source coil gradient and detuning must be found. To optimise

the gradient of the source coils for a particular detuning, the current in each of the

source coils in a given pair must be increased proportionally, to ensure the position

of the field zero does not move away from the DPT. Once this has been optimised

for a particular detuning, the current through the coils can then be scanned along

with the detuning of the cooling light to maximise the flux into the 3D MOT47.

Figure 5.8c shows a scan of the 3D MOT fluorescence as a function of the 2D MOT

detuning, which was found to have a maximal value at 18 MHz detuned below

resonance. After the optimal detuning for the cooling light was found the amplitude

of the cooling light as well as the amplitude and detuning of the repump light was

also scanned. The load rate monotonically increased with increasing cooling laser

power up to the maximal available (250 mW total) as did the load rate as a function

of the repump power (15 mW total), and the optimal repump frequency was found

to be on resonance.

With the 2D MOT parameters optimised the final element to optimise is the push

beam. The load rate of the 3D MOT is a function of both the amplitude and detuning

of the push beam, however this dependency is not separable in these two variables,

thus a 2-dimensional scan of both power and detuning is required. Figure 5.10 shows

the dependence of the load rate upon the detuning and amplitude of the push beam

when both blue and red detuned. For this data, an approximately 1 mm Gaussian

1/e2 diameter beam with a maximum power of 3.8 mW was used. Clearly from the

46Use of a ‘push beam’ to increase the flux from a MOT was first demonstrated by Lu et al.[128].
47Note that the same rule applies regarding proportionally scanning the current to ensure the

field zero remains fixed in position.
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(a) (b)

Figure 5.9: 2D MOT image. a) A 2.37 ms exposure taken of the Source MOT, looking
along its length. Above the fluorescence of the 2D MOT, scattered light off the differential
pumping tube from the vertical MOT beam can be seen. b) A vertical (top) and horizontal
(bottom) lineout taken through the centre of the 2D MOT.

data, the load rate of the 3D MOT is largest when the push beam is red-detuned

rather than blue detuned, with the largest integrated fluorescence in the red detuned

scan being approximately 3 times larger than when it was blue detuned. I attribute

this to the fact that in a 2D MOT, any atom that is already travelling in the direction

towards the 3D MOT will continue to do so as there is no cooling along that axis.

Thus a blue detuned beam would only serve to speed up those atoms that are already

moving in that direction, thus narrowing the cold atom beams divergence, slightly

increasing the load rate of the 3D MOT. With a red detuned push beam, however,

atoms that are moving towards the push beam will instead be pushed in the opposite

direction, increasing the flux of atoms out of the 2D MOT in the direction of the

3D MOT. I also found that the polarisation of the push beam has little effect upon

the load rate.

Once all the above parameters have been optimised, it is then time to turn to the

Science MOT.

5.4.2 Three-dimensional Science MOT

The 3D Science MOT is the initial trap used upon the path towards Bose–Einstein

condensation. The coils used for forming the quadrupole field, as well as providing

bias fields for shifting the position of the quadrupole field are described in section 4.4.



138 Chapter 5. Laser cooling of atoms

(a) (b)

Figure 5.10: Push beam optimisation. a) and b) show the peak fluorescence from
an image of the MOT, used as a metric for the load rate, as a function of the detuning
below and above resonance (positive numbers indicate below) of the push beam, as well
as a function of beam power. The colour coding of the 2D graphs are shown to the right
of each, respectively. Note that the integrated fluorescence for the red detuned cases is
approximately 3 times larger than for the blue detuned case.

The geometric centre of all the bias coil pairs as well as the quadrupole coils are

coincident, however, the centre of the coils is not coincident with the centre of the

octagonal glass cell described in section 4.1.4, but is rather displaced 7 mm below

the centre. This feature allows a 14 mm clearance between the bottom of the glass

cell and the top of the quadrupole coils, a large enough gap for a translation stage

with a mounted optic and hole to be placed, so that the translation stage can move

between two positions, one in which the optic is located directly below the centre

of the cell, which retroreflects the MOT beam and ensures the handedness of the

polarisation does not change, and the other in which a clear aperture is present for

imaging through.

Both the repump and cooling light for the Science MOT is fiber coupled from the

laser into two fibers, one which contains cooling light only and forms the vertical

MOT beam, while the other contains both the repumping and cooling light and

forms the two horizontal MOT beams. This light is transmitted along polarisation

maintaining, FP/APC fibers which reduces back reflections from the fiber tips, min-

imising optical feedback into the laser. The light from the fibers is then recollimated

with 50 mm focal length lenses, producing a Gaussian 1/e2 diameter of 6 mm48. For

the horizontal MOT beams, the collimated beam passes through a halfwave plate

and is split into two equal power beams on a PBS, whereas the vertical MOT beam

48In the rest of this chapter, when referring to the size of a Gaussian beam, the diameter I refer
to is the 1/e2 diameter.
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also passes through a waveplate and PBS, but for polarisation stability of the beam

it is the fully transmitted light through the PBS that is utilised. After the cube

each beam then passes through a 4× spherical telescope49, enlarging the beam to

a 28 mm diameter before entering the cell. As ≈95% of the power in a Gaussian

beam is transmitted through an aperture that is 1.2× the diameter of the beam,

this ensures that we can have the largest beams possible entering our cell, with only

a very small loss in power. Each of the three MOT beams is then retroreflected

on an optic that is a quarter waveplate with a high reflectivity coating for 780 nm

on the back side, ensuring the handedness of the polarisation remains unchanged

upon reflection. In the case of the horizontal MOT beams, these optics also act as

dichroics for passing and dumping the 1064 nm light used to form the dipole trap

described in section 6.5.5.

Initial alignment of the 3D MOT is performed in a similar manner to the 2D MOT,

however, as there is little background rubidium vapor in the Science cell, one cannot

use the fluorescence of the MOT beams to align them. Instead the MOT beams

are aligned to the cell itself. To perform this alignment, the horizontal MOT beams

were aligned first, with the two mirrors after the final telescope of each beam that

allow two point steering of the beam. A small piece of card that was within 1 mm of

the size of the window, with a 1 mm hole cut into the centre of it, was used to align

the beam to the centre of each window via the first mirror, and the second mirror

was then used to align the reflection off the surface of the cell to the input beam.

This alignment similarly guarantees, to within the manufacturer of the glass cells

tolerances, the geometric alignment of the two horizontal beams.

To align the vertical MOT beam a similar process was used with regards to ensuring

the reflection off the cell counter-propagated with respect to the original beam, but it

was not possible to create an alignment tool that would accurately align the vertical

beam to the centre of the two horizontal beams. Instead, the two horizontal beams

were apertured down to 5 mm, and then the first mirror on the vertical beam would

be used to steer the position of the beam such that a MOT was visible, and the

second mirror could then guarantee the reflection off the cell counter propagated to

the original beam.

49A spherical telescope is a what one thinks of as a typical telescope, made from two spherical
lenses that acts similarly upon both axes.
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(a) (b)

(c)

Figure 5.11: 3D MOT optimisation. a) and b) show the Science MOT fluorescence as
a function of the control voltage applied to the bias coils Magneato in the Z (along gravity)
and Y (along the optical axis for side imaging) directions respectively, which determine the
location of the quadrupole field zero, and hence the centre of the MOT. Each has a clear
optimal value for the load rate. c) The MOT fluorescence measured for different detunings
of the cooling light below resonance, and values of the quadrupole gradient.
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(a) (b)

Figure 5.12: Loading of, and the final 3D MOT. a) A fluorescence image of the MOT
when fully loaded, taken with the optimal parameters found in the optimisation procedure.
It also shows two attempted Gaussian fits to the data, resulting in widths of 2.6 mm and
1.35 mm in the horizontal and vertical directions, however, the MOT clearly has an irregular
shape thus these are only rough indicators of size. b) The measured fluorescence signal from
the MOT while the MOT loads, the signal saturates to its maximal value in just under 4
seconds.

Optimising the Science MOT

With the MOT beams roughly aligned, and the polarisation made roughly correct

by retroreflecting the beams through the setup and ensuring the beam is transmitted

(reflected) off the PBS it was originally reflected (transmitted) through, the MOT

can then start to be optimised. A similar procedure used to optimise the parameters

of the Source MOT is performed for optimising the 3D MOT, first with the load rate

dependence upon the position of the field zero, shown in figure 5.11a and figure 5.11b,

which show clear optimal values for each of the bias coils that determine the loading

position of the MOT.

Next, the quadrupole field gradient and cooling detuning from resonance must be

scanned together as there will be an optimal detuning for a given gradient. Fig-

ure 5.11c shows the result of this 2D scan, the peak load rate was found to occur at

a gradient of 12 Gcm−1, and a detuning of 18 MHz below resonance. These values

are comparable to what others find for maximising the load rate of the MOT. Note

that the detuning is greater than the optimal theoretical value for the lowest tem-

perature of the MOT. The data also shows a clear trend between the optimal load

rate for a given field gradient, with a greater detuning required for an increased field

gradient, as this would maximise the capture volume for the particular gradient.50

50In a MOT with a larger gradient atoms at a fixed distance from the field zero will experience
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Figure 5.13: MOT Thermometry. Thermometry of the MOT once fully loaded, with
data taken over the first 0.5-7 ms. The vertical axis shows the width of the cloud squared,
whilst the horizontal axis shows the time squared, with the resultant temperature of 700 µK
found from the gradient of the fitted lines (shown).

Finally, one can turn back to the optical components, making small tweaks to opti-

mise the size of the MOT, typically varying the collimation of the telescopes first,

and then adjusting the alignment of the beams by small amounts. Interestingly, by

adjusting the collimation of the top MOT beam the number of atoms in the MOT

in steady state can be increased. This was seen as an increase in the volume of

the MOT but also coincided with a reduction in density and load rate, thus the

collimation was adjusted to maximise load rate and density, as number of atoms in

the MOT was already ample to achieve large BECs.

Once this optimisation has been carried out, the Science MOT loads around 4× 109

atoms in 4 seconds. Figure 5.12b shows the loading curve of the MOT, measured by

reimaging the fluorescence of the MOT onto a photodiode approximately 150 mm

from the atoms. Figure 5.12a shows the fluorescence of the MOT after a 0.5 ms

a greater Zeeman shift than in a MOT with a lower gradient, thus to increase the volume within
which the atoms are likely to absorb a photon from the cooling beams, the detuning of the light
must be further increased, however, this comes at the cost of reducing the scattering rate in the
MOT and thus reducing its spring constant.
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Figure 5.14: 3D MOT loading movement a), b) and c) show the 3D MOT at three
sequential times during its loading. As the MOT loads the beam imbalance caused by the
atoms casting a shadow in the MOT beams pushes the MOT back towards the centre of the
cell.

drop51, with the cloud having a Gaussian width of approximately 2.5 mm and 1.1 mm

in the horizontal and vertical directions, respectively. Clearly the MOT is quite ir-

regular, with the large number of atoms in the MOT placing it in the multiple

scattering regime and thus the shape being determined mostly by imbalances in the

optical field and the resulting repulsive force that arises between the atoms as de-

scribed in section 5.1.2. This is clear throughout the loading process, shown in the

series of images in figure. 5.14, where the MOT initially starts to load in the right

side of the frame, but then moves to the centre as the optical forces become more

balanced. As the MOT is made from retroreflected beams that are slightly con-

verging, initially before the MOT becomes optically thick the retroreflected beams

are of greater intensity, and thus unbalance the MOT pushing it towards the side

of the cell that they arose from. As the MOT loads and the atoms start to create

a significant shadow in the MOT beams, the retroreflected MOT beams intensity

drops and the cloud gets pushed back towards the field zero, which is approximately

centred on the screen, resulting in the final steady state MOT shown in figure 5.12a.

At this stage the temperature of the atoms is approximately 700 µK as is shown in

figure 5.13, which shows how the square of the width of the cloud varies as a function

of the square of the drop time over the first 7 ms of expansion. This temperature is

in rough agreement with that predicted for a large atom number MOT in which the

temperature of the MOT scales with the third root of the atom number[112]. For a

MOT on the order of 5× 109 atoms the predicted temperature of the MOT should

51Essentially in-situ.
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(a) (b)

Figure 5.15: CMOT gradient optimisation. a) The dependence of the width of the
resulting compressed MOT on the magnetic field gradient. A clear minimum in width
occurs for gradients of 80-90 Gcm−1. This data was taken after compressing the gradient
over 200 ms. b) The integrated fluorescence from the MOT for the same set of experiments
as in a) is shown, used as a metric for the atom number. This data clearly shows that whilst
the width is decreasing the integrated fluorescence is increasing, indicating that the spatial
density is increasing and is not being limited by other loss mechanisms.

increase by approximately a factor of ≈8, and as we are not at the optimal detuning

for temperature, but rather for load rate, the resulting temperature of 700 µK is not

surprising.

5.4.3 Compressed MOT optimisation

After the Science MOT has been loaded to saturation the Source MOT is turned off,

the push beam extinguished and the next stage of laser cooling, the compressed MOT

stage described in section 5.3, where the spring constant of the MOT is increased

by increasing the magnetic field gradient and the detuning of the MOT beams to

spatially compress the MOT, is realised. This stage is relatively easy to optimise,

as there are few parameters, namely the duration over which the gradient of the

quadrupole trap as well as the detuning of the optical fields are ramped, the final

magnetic field gradient and the final detuning of the cooling and repumping light.

To optimise this stage the dependence of the widths and peak fluorescence of the

MOT was investigated for a range of different gradients and detunings. Figure 5.15

shows the dependence of the compressed MOT’s width and peak fluorescence upon

the gradient the quadrupole field is ramped. This data was acquired while also

ramping the cooling light detuning to approximately 40 MHz below resonance, as

large losses were observed if only the quadrupole gradient was ramped. In this data
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there is a clear initial increase in the width of the cloud up to a gradient of 40 Gcm−1,

but this is then followed by a decrease in the cloud width, reaching a minimum at

around 80 Gcm−1. The initial increase in the width of the cloud is attributed to a

mismatch of the gradient to the detuning, allowing atoms to move further from the

MOT centre before they come into resonance with the cooling light. When observing

the peak fluorescence count from the CMOT there is a clear increase until a gradient

of approximately 70 Gcm−1, after which the peak fluorescence begins to drop. The

initial increase in the peak fluorescence is expected if the spatial volume of the cloud

decreases whilst the loss rate is not significantly increased over the compression

time. For larger gradients the decrease in the peak fluorescence is attributed to an

increased light assisted collisional loss rate. From these scans we chose to compress

our quadrupole field to a final value of 70 Gcm−1.

Next the detuning of the cooling and repumping light from resonance was varied

and the effect on the final width of the cloud was measured, shown in figure 5.16.

This dependence of the peak fluorescence on these parameters was also investigated

with this data set, and the data qualitatively showed the expected form, with the

amplitude being maximised when the width was minimised. From these data sets

an optimal detuning of 32 MHz and 54 MHz below resonance for the cooling and

repumping light, respectively, was found to maximise the density of the cloud. These

values are not surprising, and are close to the values found by Petrich et al.[126].

The amplitude of the cooling and repumping light was also scanned, but optimal

conditions were found to occur with the maximal intensity available.

Finally, the duration of the ramping time for the changing parameters was then

varied and the time at which the peak amplitude occurred was chosen, as this will

coincide with the time at which the MOT is at its densest, as the atoms have had

long enough to respond to the changes in the magnetic field, but not long enough to

start significantly losing atoms. This was found to occur with a 40 ms ramp time.

The resultant CMOT after the compression stage with a 0.5 ms drop time is shown

in figure 5.17, along with Gaussian fits in the horizontal and vertical directions.

Clearly the CMOT now has a more Gaussian form than the initially loaded MOT

and is also denser, with waists of 1.3 mm and 0.68 mm in the horizontal and vertical

direction respectively, corresponding to a decrease in MOT volume by a factor of

approximately 8 and thus an increase in the density of the MOT by a factor of

8 as there is no observed atom loss. This corresponds to an average density of

approximately 1012 atoms per cm3. However, there is no clear sign of the two

component MOT described in reference [126], but by performing thermometry on the
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(a) (b)

Figure 5.16: CMOT detuning optimisation. a) and b) show the dependence of
the width of final compressed MOT on the detuning of the cooling and repumping light,
respectively. Each dataset was taken with the quadrupole gradient set to 85 Gcm−1. Each
has clear optimal values for minimising the width of the cloud, and the peak fluorescence
for the two data sets shows the expected inverse relationship, being near a peak when the
width is minimised. A 2D scan of the detuning of both the repump and cooling light was
also performed which showed that each parameter showed little dependency upon the other.

cloud, as shown in figure 5.18a, we can see two clear regions, one in which the CMOT

undergoes a rapid expansion by a factor of 2 during the first 7 ms, followed by a slower

expansion over the remaining 23 ms in which it undergoes a further expansion by

a factor of 4. This unexpected behaviour in the ballistic expansion of the cloud

is attributed to some fraction of the atoms being in the second component of the

MOT, and are thus at a much higher temperature, accounting for the initial rapid

expansion, while the temperature of the dense colder core is what is measured in

the second regime. Figure 5.18b shows a fit to the shorter expansion time indicating

a temperature on the order of 600 µK, quite similar to the MOT temperature, as

would be expected when only Doppler cooling is being employed. Figure 5.18c is

the temperature fit to the longer drop times and shows that the rest of the cloud

is expanding much slower, with an approximate temperature of 50 µK, a reasonable

temperature for a sub-Doppler cooled cloud52

Note that for simplicity I chose to keep the ramp time for the optical and magnetic

field parameters the same, however, this need not be the case. Also, the optical

fields were chosen to be ramped from their MOT values, rather than leaving this as

a free parameter. Further optimisation of the compression stage by having these as

independent parameters could be performed, but was deemed not necessary as the

magnetic trap catch after PGC was found to already be highly efficient.

52Note that this is below the Doppler limit for rubidium.
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Figure 5.17: In-situ fluorescence image of the resulting CMOT. The compressed
MOT in situ after the compression sequence. Clearly the MOT now has a more regular
Gaussian form with the displayed fits to the line outs fitting the data quite well, indicating
waists of 1.3 mm and 0.68 mm in the horizontal and vertical directions respectively.

5.4.4 PGC optimisation

With the compressed trap stage optimised, the final stage of laser cooling is polarisation-

gradient cooling, used to cool the entire cloud, including the ‘second’ component of

the CMOT, to as low temperature as possible whilst maintaining atom number, to

load the largest number of atoms and highest phase space density into the magnetic

trap. During PGC the detuning and amplitude of the cooling and repumping light

are typically varied, and the magnetic fields are quickly changed to a value that

produces approximately no net magnetic field at the atoms as this will minimise

the temperature the atoms can be cooled to, and extends the volume over which

sub-Doppler cooling can occur53. PGC typically lasts on the order of 5 ms-15 ms,

and during this time there is a strong damping force that is not position dependent,

so the size and shape of the cloud should not differ considerably from its CMOT size

and shape, but the entire cloud should now be reduced to the lowest temperature

53Which as discussed earlier, is limited to the range over which the light shift is larger than the
Zeeman shift.
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(a)

(b) (c)

Figure 5.18: CMOT thermometry. a) Thermometry performed on the CMOT from
0.5ms to 30ms of expansion. The data is clearly not linear, b) and c) Temperature fits
to the short (0.5-7ms) and long (7-30ms) drop time data. The short drop time data has a
temperature found to be quite close to the MOT temperature, whereas the long drop time
data indicates that sub-Doppler cooling is occuring in the centre of the CMOT.

achievable by our PGC, not just the inner component, which is already undergoing

PGC.

PGC appears to be most sensitive to stray magnetic fields, so the key parameter to

scan to ensure PGC is correctly working is the bias fields, while the quadrupole field

should be quickly switched off. For my apparatus I found an initial quick reduction

of the quadrupole and Z bias coils to a finite value over 4 ms before switching them

to their final value was much smoother for the atoms, and greatly improved the load

into the magnetic trap. To optimise the bias fields for PGC I typically find the bias

fields that will ensure the cloud remains in position after 500 ms of PGC, however,

to narrow in on the appropriate bias fields it may be easier initially to use shorter
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(a) (b)

(c) (d)

Figure 5.19: Optimisation of polarisation gradient cooling. a) Fluorescence as a
function of Z bias control voltage. Note the very small range of control voltages (≈ 10 mV),
outside this range no atoms were observed after 500 ms of PGC. b) Cloud width after a
20 ms drop as a function of detuning and intensity. c) Peak fluorescence after PGC as a
function of repump intensity and detuning. d) Peak fluorescence as a function of PGC time
and detuning

PGC times, such as 20 ms-50 ms, as on these time scales it will be easier to see if the

atoms are being forced in a particular direction. Figure 5.19a shows the effect of the

value of the Z bias field upon the final atom number after 500 ms. As is clearly seen

there is a very strong dependence upon the bias field. Note the bias field control

voltage is only tuned over 10 mV, as outside this range there were no atoms left at

the end of the PGC.

Once the appropriate bias fields have been found to minimise the movement of the

cloud during PGC, the next stage is to optimise the temperature of the cloud. As

the cloud size should not change significantly during PGC, the width of the cloud

after the longest drop time observable with the imaging system is a simple, one

experimental shot metric that can be used to optimise the final temperature, opti-



150 Chapter 5. Laser cooling of atoms

mising for the smallest width as the width will be proportional to the temperature54.

This is a rather large parameter space and requires a number of scans, as there is

the duration of PGC, the detuning and amplitude of the cooling light, as well as the

detuning and amplitude of the cooling light. Figures 5.19b, 5.19c and 5.19d show

some of the optimisation in these spaces.

In figure 5.19b one can see the effect of the detuning and amplitude of the cooling

light upon the final cloud width after a 20 ms drop. The data has a relatively broad

minimum, with little change of the final width over an approximate 20 MHz range in

the final detuning value, but it does show that the width is also minimised with the

maximal available power when in this range, whist larger powers lead to an increase

in the width of the cloud for smaller detunings. This decrease in width with a greater

power indicates that in our configuration a larger laser power is required to maintain

the critical cut off velocity for PGC above the temperature of the MOT to ensure

all the atoms are cooled, and that this effect dominates the heating caused from the

laser.

Figure 5.19c shows a similar scan for the repumping detuning and amplitude. Here

we find that there is an approximately linear relationship between the optimal de-

tuning and intensity of the repumping light to maximise the density of the cloud

after PGC, clear from the approximate straight line that can be drawn between the

peak values in each row of data. Reducing the repumping light during PGC acts

to ‘hide’ atoms in a dark state in which they will not be scattering light from the

molasses, leading to a smaller repulsive force between the atoms and thus higher

overall densities. However, with no re pumping light present, once the atoms have

fallen into the dark state they can simply drift out of the PGC region or fall un-

der gravity as there is no molasses force upon them. By detuning the repumping

light we can make the repump velocity selective, with a greater detuning selectively

repumping atoms of a larger velocity due to the Doppler effect. The relationship

we see between the repumping power and its detuning thus describes the optimal

tradeoff between further detuning the repumping light from resonance so that we

are mostly repumping atoms that are likely to escape the MOT volume during the

duration of PGC, as opposed to repumping atoms that are near their lowest achiev-

able velocity near the centre of the cloud, which would then just cause a repulsive

interaction, and having enough repumping light to ensure that losses during PGC

are minimised.

54Minus an offset, which is the clouds initial size.



5.4. Experimental implementation of laser cooling 151

Figure 5.20: PGC Thermometry. Thermometry for the PGC cooled cloud for drop
times in the range of 0-30ms. The data is much closer to a linear trend than the thermom-
etry performed on the CMOT, indicating that nearly all the atoms are cooled to this final
temperature and thus the two component nature of the cloud has been removed.

Finally, figure 5.19d shows the relationship between the duration over which the op-

tical fields are ramped,55 and the peak density, as well as rescanning the dependence

upon the detuning of the cooling light. Here we see a clear minimum for a short

PGC time of 1 ms, during which one expects not much cooling to occur, and then a

gradual increase in the density up to a peak value occurring at around 8 ms of ramp

time.

Optimisation of PGC resulted in a 4 ms ramp of the coils from their compressed

MOT values to their final PGC values before the cooling light was detuned by a

further 38 MHz from the compressed MOT value to a final value of ≈70 MHz below

resonance, while the repumping light was similarly further detuned by a further 24

MHz to a final value of 78 MHz below resonance over 8 ms. During this detuning the

amplitude of the beams was not ramped, however, due to the double passed AOM

efficiency varying as a function of driving frequency, the amplitude was reduced from

the CMOT values of 4.5 mW cm−2 to an intensity of approximately 1.5 mW cm−256.

55Note this occurs once the magnetic fields have been ramped off.
56Note that these intensities are per MOT beam.



152 Chapter 5. Laser cooling of atoms

Figure 5.21: Runviewer trace of the laser cooling process A trace of relevant pa-
rameters that change during the laser cooling process is shown. The included parameters,
from top to bottom, are the control voltage applied to the quadrupole coils Magneato driver,
the RF frequency applied to the science repump AOM and the RF frequency applied to the
Science MOT cooling AOM.

At the end of this ramping, the cooling light was held on for a further 1.5 ms, while

the repumping light was shut off 0.5 ms before the end of the ramp to allow passive

optical pumping of the atoms into the (1,−1) state.

Figure 5.20 shows 30 ms of thermometry on the resultant cloud. Clearly the evi-

dence of a bimodal distribution in the thermometry has been greatly reduced, with

the effect only seen at very short drop times. The final temperature of the bulk of

the atoms is approximately 30 µK-40 µK, a factor of three below the Doppler tem-

perature for rubidium. This results in a final cloud of 4 − 5 × 109 atoms, with a

horizontal and vertical width of 1.3 mm and 0.68 mm, corresponding to a trap vol-

ume of approximately 4.3 mm3, an average density of 1× 1012 atoms per cm3. This

is the final stage of the laser cooling of our atoms before they will be confined in

a purely magnetic trap, in which forced evaporative cooling of the atoms will take

place to further increase the PSD at the cost of a reduction in atom number, before

finally being loaded into a hybrid magnetic and optical trap for the evaporation to

BEC.

Finally, figure 5.21 shows a trace of the control voltage of the quadrupole coils Mag-

neato, the RF frequency applied to the Science repump AOM and the RF frequency
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applied to the Science trap AOM (top to bottom), during the entire laser cooling

process, generated by Runviewer57. The three stages shown correspond to the end

of the MOT load58, the compression of the MOT and polarisation gradient cooling.

57Runviewer is software package part of the Labscript suite, that shows the user how various prop-
erties change throughout an experiment, such as analog control lines, RF frequencies, amplitudes
etc.

58Note that no parameters change during the MOT load, so it was not deemed necessary to show
this entire period.
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To increase the PSD of an atomic cloud to a large enough value for Bose–Einstein

condensation to occur, laser cooling of atoms is not enough as this typically only

achieves PSD’s on the order of 10−5, five orders of magnitude less than that required

for BEC. This limitation in PSD occurs due to the limited temperatures that can

be achieved through laser cooling, and the limit on the maximal density that can

be achieved due to the repulsive force between atoms that occurs once the optical

density of the cloud becomes large. The second caveat that occurs with laser cooling

of atoms is a loss mechanism induced by the presence of atoms in the excited state,

which leads to inelastic scattering between the atoms in the excited and ground

state, causing heating of the sample.

To further increase the PSD of the atomic cloud, one must thus avoid using resonant

laser light to avoid the presence of atoms in the excited state, limiting this loss

mechanism and limiting the repulsive interactions between the atoms. There are

two traps that are typically used to avoid this; either pure magnetic traps, where

a spatially varying magnetic field with a field minimum is used to trap low field

seeking atomic states, or far off resonant dipole traps, where the atoms are trapped

by the dipole force and far detuned light is used to minimise heating in the trap.

Once the atoms are trapped by one of these methods, forced evaporative cooling can

be used to greatly enhance the PSD at the cost of losing atoms. Forced evaporative

cooling is the process of deliberately lowering the depth of a trap such that atoms

with an energy greater than the mean energy of the sample can escape, thus taking

away a portion of energy greater than their ‘fair share’ and lowering the overall

155
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average energy of the sample. Evaporative cooling occurs in a wide range of everyday

situations, the most obvious being the evaporative cooling of coffee in your mug as

you blow on it, or the evaporation of water on a surface or sweat from your body.

In the following sections I will describe the basic theory behind evaporative cooling,

the rates at which cooling occurs and how its efficiency can be maximised, and then

consider two examples of forced evaporation, in a magnetic trap as well as an optical

dipole trap.

6.1 Forced evaporative cooling

There are a number of models that can be used to analyse the effects of forced

evaporative cooling on a trapped atomic sample, however, we shall only consider the

simplest method in which the trap parameters are changed in a single step, and the

thermodynamic properties of the trap afterwards are then calculated, following the

treatment by Ketterle and Van Druten[7]. Although evaporative cooling is typically

a continuous process, whereby the trap depth would be continually lowered and the

rethermalisation process constantly occurrs, this simple model will provide enough

insight into the working of forced evaporative cooling to optimise the procedure for

achieving condensation.

There are a number of assumptions that are critical to this model, and which are

typically upheld in experiments, but they are important to keep in mind;

1. The distribution of atoms in phase space depends solely upon the energy and

nature of the trap

2. The cloud is far from the BEC phase transition point

3. The rate at which rethermalisation in the trap occurs is greater than the

cooling rate

4. Atoms that escape the trap do so without colliding or exchanging energy with

atoms within the trap

5. The ratio of inelastic collisions to elastic collisions in the trap is small

The first and second assumption are required so that we can compute the thermody-

namic properties of the trapped atoms with knowledge solely of the trap properties

and the energy of the thermal gas, using classical mechanics. The third assump-

tion is to ensure that the sample remains thermalised, and thus the properties of
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the trapped atoms are those of a thermal gas, this is typically the case as long as

the rate at which the depth of the trap is reduced is not too great. Finally, the

fourth and fifth assumptions are required to ensure there are no additional heating

mechanisms within the trap which must be considered.

Using these assumptions, we will consider the general case of a thermal gas of atoms

trapped in a power law potential given by;

U(x, y, z) = ε1|
x

a1
|s1 + ε1|

y

a2
|s2 + ε3|

z

a3
|s3 (6.1)

where εi, ai and si are the relative amplitude, characteristic length and power of the

trap in the ith direction. From this potential, it can be shown[113] that the volume

of a thermal gas scales with the temperature as

V ∝ T ξ (6.2)

where ξ is given by

ξ =
1

s1
+

1

s2
+

1

s3
(6.3)

In the case of a crossed dipole trap where the potential is harmonic, si = 2 and thus

V ∝ T
3
2 , whereas in the case of a quadrupole trap where the potential is linear,

si = 1 and thus V ∝ T 3.

The simple model of forced evaporative cooling for a thermal gas trapped in the

above power law potential will follow three steps:

1. We assume a trap containing N atoms, thermalised at a temperature T , in an

infinitely deep potential

2. The trap depth is reduced to ηkBT and the sample is allowed the thermalise

through collisions

3. The properties of the system, such as PSD, T , V and N are then computed

With this model we can characterise the efficiency of the forced evaporation in cool-

ing the sample. Here we have introduced what is typically known as the truncation

parameter, η, which is the fraction of the mean energy of the thermal gas that the

trap is lowered to.1

1Note that η is always greater than 1 for forced evaporation to lower the resultant temperature
of the sample, as if η ≤ 1 then the mean energy of the atoms removed from the trap is lower than
the average energy of atoms in the trap.



158 Chapter 6. Evaporative cooling of atoms

Using this model there are two parameters that are useful to identify and that can

be used to determine all other thermodynamic properties of the evaporated system,

these are

ν =
N ′

N
(6.4)

the fraction of atoms remaining after the system has thermalised, where N ′ is the

final number of atoms, and

α =
ln(T

′

T )

ln(N
′

N )
(6.5)

where α is a parameter characterising the efficiency of the evaporative cooling pro-

cess2 and where T ′ is the new temperature after thermalisation. Note that the

efficiency of the process, α, and the fraction of atoms that remain after truncating

the distribution, ν, both depend critically on how far the distribution is being trun-

cated, η, the strength of the potential in which the atoms are confined as well as the

ratio of good to bad collisions.

It should be noted that there is also a more intuitive understanding of the meaning

of α. From the definition of α, it is clear that it is dimensionless and in reference [7]

Van druten and Ketterle show that the parameter characterises how much more

than the average energy of the distribution a particle evaporates, thus larger values

of α correspond to more energy being removed from the system with smaller particle

loss.

Using these parameters it can be seen that the temperature of the gas scales as

T ′ = Tνα. (6.6)

The fractional reduction in temperature thus has a power law dependence on α

caused by the loss of evaporated atoms, thus maximising the value of α increases

the efficiency of the evaporation. Similarly we can then calculate how other thermo-

dynamic properties of the gas change after this truncation, such as how the volume

of the trap scales by combining equation 6.6 with equation 6.2 to yield

V ′ = V νξα (6.7)

2Note that α is defined in terms of the logarithmic ratios of the change in T and N , as evaporative
cooling occurs on an exponential time scale.
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Thermodynamic quantity ∝
Number, N ′ Nν

Temperature, T ′ Tνα

Volume, V ′ V ναξ

Number density, n′ nν1−αξ

Phase space density, ρ′ ρν1−α(ξ+ 3
2

)

Collision rate, k′ kν1−α(ξ− 1
2

)

Table 6.1: Dependencies of different thermodynamic quantities on the efficiency parameter
α.

the trap density changes, using the relation n = N
V and equation. 6.4 and equation 6.7

n′ =
N ′

V ′
=

Nν

V νξα
= nν1−ξα, (6.8)

changes to the phase space density, given by ρ ∝ nT−3/2, using equations 6.6 and

6.8

ρ′ = n′T ′−3/2 = nν1−ξαT−3/2ν−3α/2 = ρν1−α(ξ+3/2) (6.9)

and finally the elastic collision rate, given by k ∝ nT 1/2, using equations 6.6 and 6.8

k′ = n′T ′1/2 = nν1−ξαTνα/2 = kν1−α(ξ−1/2). (6.10)

The change in the thermodynamic properties of the gas above is given in table 6.1[113],

where the left hand column indicates the new value of the quantity, X ′, and the right

hand column expresses this quantity in terms of its value before evaporation, X, and

the quantities ν and α, as well as the strength of the potential, ξ. From this table

it is clear that for a given truncation parameter3 for a given potential, the scaling

of all quantities is dependent solely upon α making it the single critical parameter

for the efficiency of the process.

Given table 6.1 we can see how the thermodynamic properties of a trapped gas

change during a single step of forced evaporation if the trap potential and thus ξ

is known, as well as the fraction of atoms removed during the process, ν, and the

efficiency of the process, α. It is now left to calculate how α and ν depend upon the

truncation parameter and the trap characteristics.

To calculate the effect that a given truncation parameter, η, will have on the number

3Which determines the change in temperature, and thus determines both ν and α.
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and temperature of the atoms, one performs the following steps:

1. Calculate the density of states of the distribution of atoms in the presence of

the confining potential

2. Calculate the fraction of atoms remaining in this trap after reducing the trap

depth, by integrating the density of states multiplied by the Boltzmann dis-

tribution from 0 up to the truncated trap depth

3. Calculate the average energy of the thermal gas after reducing the trap depth

by integrating the density of states multiplied by the Boltzmann distribution

and the thermal energy of the initial sample from 0 up to the truncated depth,

ηkBT

Clearly step two gives the ratio of atoms left after the truncation, whilst step 3

yields the final temperature of the atoms. This model, however, has assumed no

dependence upon time, i.e. we have ignored any ‘bad collisions’ which limit the time

over which evaporation can occur. To consider the how evaporation in an experiment

proceeds, we must introduce a dependence on time. In the case of evaporation the

relevant quantity is the ratio of good to bad collisions, R, where good collisions are

elastic collisions, which rethermalise the sample, whereas bad collisions are collisions

that cause trap loss or heating, such as collisions with background gas particles etc.

6.1.1 Cooling rates during forced evaporation

There is no theoretical limit to the cooling efficiency of evaporative cooling. If one

considers the case in which the truncation parameter was infinite, and the system

was allowed to equilibrate for an infinite amount of time, then eventually a single

atom would carry away the entire energy of the system, cooling the remaining atoms

to absolute zero. This is obviously not practical in a laboratory setting as the time

over which forced evaporative cooling occurs is an important parameter, typically

determined by the characteristic time scales of loss mechanisms. If we consider the

case in which the truncation parameter is rapidly reduced the gas won’t have time

to rethermalise invalidating our third assumption and reducing the efficiency of the

evaporation as time progresses, whereas in the case when it is reduced too slowly, the

loss of atoms from inelastic collisions will reduce the efficiency of the evaporation.

Thus the rate at which evaporative cooling can occur whilst maintaining efficient

evaporation is set by the rate at which rethermalisation of the gas occurs.
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It has been theoretically[129] and experimentally[130] shown that ≈ 2.7 elastic col-

lisions between the atoms are required to rethermalise the gas once the distribu-

tion has been truncated, however, theoretical modelling based upon the Boltzmann

equation[131] indicates that the restoration of the high energy tail of the distribu-

tion, the tail from which we remove the hottest atoms, requires many more collisions,

on the order of ≈ 60. From the above the rate of rethermalisation can be estimated

as simply 1
3τelastic

, where τelastic is the elastic collision time.

A more thorough analysis utilises the principle of detailed balance[7] which states

that in the high energy tail of a themalised distribution, the rate at which elastic

collisions removes particles from the high energy tail is equal to the rate at which

elastic collisions between particles in the low energy tail produce particles in the

high energy tail4. In a thermalised distribution, almost every elastic collision that

involves an atom in the high energy tail removes it from the high energy tail, thus

the rate at which atoms are produced with an energy greater than ηkBT is simply

given by the number of atoms with energy greater than ηkBT divided by the elastic

collision time,
dN

dt
= −Nf(ε > η)kel = nσvηe−ηN =

−N
τevap

, (6.11)

i.e. the rate of change in the number of atoms, dN
dt , is given by the product of

the number of atoms and the fraction of atoms with energy above the truncation

energy, multiplied by the elastic scattering collision rate, as this is simply the number

of atoms that are produced with energies greater than ηkBT and thus is the number

of atoms evaporated per second5. Here all parameters have their usual definition,

with σ being the elastic scattering cross section and v the average velocity of an

atom in the gas, and we have introduced the evaporation time constant, τevap =

(nσvηe−η)−1, which is simply the decay constant of the number of atoms when loss

is due solely to evaporation and bad collisions are not considered. From the above

we can see that with a constant truncation parameter, η, the number of atoms in

the trap will decay exponentially with a time constant given by τevap.

If we compare the above rate required to produce an atom to be evaporated, com-

pared to the elastic collision time, we find[113]

τevap
τelastic

=

√
2eη

η
(6.12)

4This is clear as the distribution would not remain thermalised otherwise.
5Note that we have used the average velocity of an atom with thermal energy ηkBT to calculate

v, not the average velocity of an atom in the distribution, as to remove a particle from the high
energy tail at least one of the particles must have energy greater than ηkBT .
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From the above we can see that this ratio depends exponentially on the truncation

parameter, which is greater than one for cooling and thus indicates that the ratio of

the evaporation time to the elastic collision time decreases almost exponentially as

η decreases. This is relatively intuitive to understand, as when η decreases, a larger

fraction of atoms are removed from the distribution, and thus there are a greater

number of atoms with energies close to the truncation energy, thus the rate at which

atoms are ‘evaporated’ increases as atoms only need to gain a small fraction of energy

before they will have an energy greater than the truncation energy. However, this

poses the question of how fast do we evaporate to maximise the PSD, as ideally we

wish to minimise the ratio of the evaporation time and the elastic collision time as

this will allow the sample to thermalise faster, but in doing so we require a smaller

truncation parameter which in turn cuts away more of the distribution and leads to

less efficient evaporation.

6.1.2 Maximising PSD

The aim of any experimental apparatus designed to produce BECs is to reach ‘the

biggest’ BEC, the condensate with the largest number of atoms. As this is the aim,

it follows that maximising the quantity γtot is the key aim of any experiment, where

γtot = −
ln(ρf/ρi)

ln(Nf/Ni)
, (6.13)

and all parameters carry their usual meaning. This global parameter characterises

the cost of increasing the PSD towards achieving condensation, in terms of the loss

of atoms. This parameter is a more useful parameter for general considerations of

forced evaporation than the loss of atoms for a reduction in temperature6, as it also

accounts for how the trap volume depends upon the strength of the trap, and thus

can be used to compare forced evaporation in different potentials.

In reference [7] Ketterle and Van Druten show that if the evaporation process is split

into a number of smaller steps, then γtot is maximised if γi
7 is maximised at each step

of the evaporation. The derivation is not particularly instructive or insightful and

so is not repeated here, however, the arguments relies on the fact that maximisation

of γi relies on maximisation of the initial ratio of good to bad collisions, R, which

6The parameter α, however, α is a simpler parameter to compute when the efficiency of evapo-
ration is compared within the same potential.

7where γi is the efficiency of the ith step.
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(a) (b)

Figure 6.1: Forced evaporation efficiency and runaway evaporation dependence
on the potential and ratio of good to bad collisions. a) shows the dependence of the
efficiency of the evaporation, characterised by γ, upon the depth at which the distribution is
truncated, ηkBT for a 3D harmonic potential (solid lines) and a 3D linear potential (dashed
lines) for 3 different ratios of good to bad collision, R, 5000, 1000 and 200 respectively from
the upper to lower sets of lines. From comparison of the curves, at a given value of R,
the peak efficiency in the parabolic trap is always greater than in the linear trap, and peak
efficiency increases with increasing R, as expected. b) shows how the minimum ratio of
good to bad collisions, R, required to achieve runaway evaporation varies as a function of
the truncation parameter for a parabolic potential (solid lines) and a linear potential (dotted
lines). a) and b) were both altered from Reference. [7].

in turn is maximised by having the largest number of atoms, N . Thus if we split

our trajectory into a number of small changes in phase space density, ∆ρ, then if we

maximise γi for the first step, this will maximise the number of atoms at the given

PSD after the first step, which in turn maximises R, and thus creates the optimal

initial conditions for γi+1.

Experimentally this is very convenient as it provides a single metric to be optimised

for each step of the forced evaporation, with a guarantee that this will also optimise

the entire trajectory. In particular, it implies that to optimise γtot over a particular

trajectory, first that trajectory should be broken into N steps, then the evaporation

conditions for the first step should be changed to maximise γ2, and then the evapo-

ration conditions for the second step should be changed to maximise γ3 and so on,

always optimising γN+1 by changing the evaporation conditions of the Nth step.

Figure 6.1a shows how the evaporation efficiency in two different potentials, a 3D

parabolic potential (solid lines) and a 3D linear potential (dashed lines) depends

upon the truncation parameter for three different ratio’s of good to bad collisions,

5000, 1000 and 200 respectively for the uppermost line to the lowest, respectively.

From comparison within a given potential, it is clear that increasing the ratio, R,

significantly increases the peak efficiency, with the peak efficiency increasing by ≈ 1
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with each factor of 5 increase in the ratio R. It is also clear that as the ratio, R,

increases, the truncation parameter at which the peak efficiency occurs increases.

This is expected, as at larger values of R the distribution will rethermalise quicker

and thus restore the high energy tail of the distribution faster thus increasing the

evaporation rate.

By comparing the curves for the parabolic potential with the linear potential for a

given R, it is clear also that the parabolic potential consistently outperforms the

linear potential. However, it should be noted that as the collision rate typically de-

creases in a parabolic potential as evaporation proceeds, the efficiency will typically

decrease as evaporation proceeds, whereas this is not the case in a linear potential

due to the increased compression effect from the potential.

It should also be noted that as γ is the exponent of the fractional change in phase

space density for a fractional change in number of atoms, small changes in γ lead to

large changes in the experiment. For example, consider a change of γ from 3 to 2

over the entire trajectory from magnetic trap to BEC, requiring an increase in PSD

of 106. Now, as we know γ = − log(D′/D)
log(N ′/N) , we can thus rearrange to yield

N ′

N
= (

D′

D
)−1/γ . (6.14)

If we then substitute in D′/D = 106 and γ = 2 and 3, respectively, we find N ′/N

equal to 0.001 and 0.01, showing that an increase in γ by 1 leads to an increase in

the number of atoms in the condensate by an order of magnitude.

6.1.3 Runaway evaporation

The most efficient way of reaching the largest increase in phase space density is to

have the trapped atoms undergo runaway evaporation, where the elastic scattering

rate of the sample either remains constant or increases in time. It has been shown

that for a given truncation parameter, there is a minimum ratio of good to bad col-

lisions, Rmin, required to achieve runaway evaporation, and that this value depends

upon the potential.[7]

Figure 6.1b shows how the dependence of Rmin varies as a function of the truncation

parameter for a parabolic potential (solid line) and a linear potential (dashed line).

It is clear that runaway evaporation in a linear potential is much easier to achieve,

with the minimum ratio being much lower than in the case of a parabolic potential
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for all values of the truncation parameter considered. This is due to the increased

compression of the trapped gas in a linear potential as opposed to quadratic, which

further increases the elastic collision rate.8 This dependence of Rmin on the trap

potential is the reason why runaway evaporation is difficult to achieve in a harmonic

potential, as larger values of R are required.

It should be noted that evaporation can still proceed in a potential even if runaway

evaporation does not proceed, however, this will cause R to decrease during evap-

oration, which will further reduce the efficiency of evaporation until eventually no

further increase in PSD can be achieved and evaporation stagnates.

6.2 Forced evaporation in a magnetic trap

We will now consider the case of forced evaporation in a magnetic trap, the first

method used for achieving Bose–Einstein condensation[132]. To accurately describe

this process we must first discuss how atoms are trapped in a spatially varying

magnetic field, and the mechanism we can use to force evaporation.

6.2.1 Trapping in a magnetic field

Although magnetic trapping of ions was first demonstrated as early as 1953[133],

magnetic trapping of neutral atoms was only first achieved in 1985[134]. The limi-

tation preventing neutral atoms being trapped was due to the relatively small trap

depths of magnetic traps for neutral atoms, due to the much smaller magnetic dipole

moment compared to the electric dipole moment of ions, requiring mK temperatures

to be achieved before the atoms could be trapped. The force, ~FB, on a neutral atom

in a magnetic field arises from the interaction between the inhomogeneity of the

magnetic field, ~B, and the atomic magnetic moment, ~µ given by

~FB = ∇(−~µ · ~B) (6.15)

In the case where the velocity of the atoms is low enough that the atomic magnetic

moment can follow the changes in the magnetic field direction, this can be reduced

to

FB = −µBgfmf∇B (6.16)

8Thus it is easier to achieve runaway evaporation in a linear potential than a quadratic potential.
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where µB is the Bohr magneton and gf and mf are the g-factor and projection of the

magnetic dipole moment of the atom upon the quantisation axis, respectively. As

Earnshaw’s theorem applied to Maxwell’s equations forbid the existence of a local

maxima in a static magnetic field, only magnetic field minima are thus allowed, and

thus the product gfmf must be positive for the states to be trapped.

A common magnetic field used for trapping neutral atoms, originally suggested by

W. Paul[133], is a quadrupole field, formed by two identical coaxial coils ideally sep-

arated by 1.25× their radius, carrying current in opposite directions. The magnitude

of the magnetic field is given by[135]

~B = Bx~x+By~y +Bz~z (6.17)

where ~x, ~y, ~z are unit vectors pointing along the usual three Cartesian coordinates,

and Bx, By, Bz are the magnetic field gradients in the x, y and z directions given

by −a
2 ,−

a
2 and a respectively, where a is the field gradient at (x, y, z) = (0, 0, 0),

which is also clearly a magnetic field minimum. From the form of equation 6.17 it is

clear that the confining potential for atoms in the trap is not harmonic but rather

is linear and is also not central, due to the additional factor of 2 in the gradient in

the z direction, and thus does also not preserve angular momentum.

6.2.2 Majorana losses

An important consideration in the magnetic trapping of atoms is the ability of the

magnetic moment of the atoms to remain aligned with the magnetic field, as if this

is not the case the atom will most likely be ejected from the trap due to a process

known as a Majorana spin-flip loss. Majorana spin-flip losses are very detrimental

to cold samples of atoms trapped in quadrupole field, and were one of the key issues

that had to be navigated to achieve Bose–Einstein condensation. These spin flips

are most likely to occur near the field zero due to the rapid change in direction of

the magnetic field along any line that crosses through the zero, and as such are most

likely to occur for atoms that spend the most time near the field zero, the coldest

atoms. As the coldest atoms are preferentially lost from the trap, Majorana losses

thus not only present a loss mechanism for the atoms, but a heating mechanism also.
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The rate of Majorana losses from a quadrupole trap can be estimated as[8]

ΓMaj = 1.85
~
m

(
mfgfµfB

′
q

kBT

)2

(6.18)

where m is the mass of the atom, B′q is the magnetic field gradient, gf is the g

factor of the state and mf is the quantum magnetic number of the state. From

the above it is clear that the Majorana loss rate is largest for low temperatures

and large magnetic field gradients, with the lifetime of the magnetic trap on the

order of a second for a 20 µK cloud in a 140 Gcm−1 magnetic field[8]. Given the

dependence of equation 6.18 on the magnetic field gradient and temperature, the

Majorana loss rate can be somewhat decreased through adiabatic expansion of the

trap as the temperature scales with B
′2/3
q and thus overall B′q/T decreases as B′q

decreases, however, this comes at the cost of a reduction in the elastic collision rate.

There are two key methods that have been used to reduce Majorana losses in a

quadrupole trap, either plugging the ‘hole’ with a optical beam, or alternatively

time varying the magnetic field potential so as to effectively remove the field zero.

A time varying magnetic field was the first solution to alleviate this loss, creating

what is known as a time orbiting potential (TOP) trap[136], and used to create

the first BEC[132]. In the TOP trap, a strong bias fields in the x and y direction

which vary sinusoidally in time and out of phase with one another, are used to make

the magnetic field zero orbit about its original position at kilohertz rates. As the

trapping frequency of a magnetic trap is typically on the order of 10 Hz to 100 Hz,

the atoms do not see this time varying potential, but rather the time average of the

potential which creates a finite magnetic field at the original position of the field

zero, removing it. A similar approach to achieve condensation in a purely magnetic

trap is the QUIC trap[137], which combines the standard quadrupole field with an

additional Ioffe coil and traps atoms at a finite bias field. In the case of an optical

plug used to reduce Majorana losses from a quadrupole trap, either a focused blue

detuned beam can be used to force atoms away from the field zero, or alternatively

a red detuned beam can be placed approximately one waist below the field zero to

trap the coldest atoms before they undergo a spin flip.

6.2.3 Radiofrequency evaporation in a magnetic trap

With the basics of both forced evaporation and magnetic trapping discussed, we can

now consider forced evaporation in a quadrupole magnetic field trap. As already
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Thermodynamic quantity ∝

Number, N’ Nν

Temperature, T’ Tνα

T B′2/3

Volume, V’ V ν3α

V B′−1

Number density, n’ nν1−3α

n B′

Phase space density, ρ′ ρν1−α( 9
2

)

Collision rate, k’ kν1−α( 5
2

)

k B′
4
3

Table 6.2: Dependencies of different thermodynamic quantities on the efficiency parame-
ter α during forced evaporation in a quadrupole trap, as well as the dependency of these
parameters on the field gradient, B′

mentioned the potential of a quadrupole magnetic field is linear in position, thus if

we consider the thermodynamic properties dependence upon the quantities γ and ν

we result in table 6.2. Here I have included the dependence of the same quantities on

the magnetic field gradient when it is changed adiabatically, as this is an additional

parameter we can control. Note that the phase space density remains constant

during adiabatic changes of the trap.

Forced evaporation requires the trap depth to be lowered to a point, ηkBT , such

that our Boltzmann distribution gets truncated at that energy and the hottest atoms

escape. This can be achieved in a magnetic trap via two methods, lowering the gradi-

ent of the magnetic trap, which in turn lowers the trap potential, or by introducing

a radio frequency field that is resonant with the energy level splitting between a

trapped and untrapped Zeeman state at a particular magnetic field value.

From the table above, the first method of reducing the magnetic field gradient

to force evaporation is undesirable as is clear from the dependence of the elastic

scattering collision rate on the magnetic field gradient. If the trap depth were

to be lowered the rate of rethermalisation would also lower, stagnating the forced

evaporation process and reducing the ratio of good to bad collision making runaway

evaporation difficult, and reducing the efficiency of evaporation.

The second method relies upon the energy shift of the Zeeman sublevels of the atom

due to the presence of the external magnetic field. To elucidate this we will consider

an atom moving in one dimension in the presence of a quadrupole field of gradient
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Figure 6.2: Graphical representation of RF evaporation. A graphical representation
of how RF evaporation occurs in a quadrupole potential. The top part of the figure shows
how the velocity distribution changes through the three times considered, before evaporation,
during evaporation and after thermalisation, whilst below a graphical interpretation of the
process is shown. In the representation atoms are shown as coloured circles with the colour
indicating the kinetic energy the atom has, and the potential is drawn as a black curve,
with the potential seen by the (F = 1,mf = −1), (F = 1,mf = 0) and (F = 1,mf = 1)
indicated.

B′q, in the mf = −1 state. At a position, x, the internal energy of the mf = −1

state relative to the mf = 0 state will be shifted by

∆E(x) = gfµBB
′
qx (6.19)

thus, if an RF field is applied such that ~ωRF = ∆E(x), the radiofrequency field will

selectively drive an RF transition between the Zeeman sublevels into an untrapped

state, thus causing the atom to be removed from the trap.

Thus the use of the RF knife allows the selective removal of atoms that cross through

the position, x, at which the energy of an RF photon is equal to the Zeeman splitting

of the atomic substates. In three dimensions this idea is easily extended from a single

point to the equiopotential surface of constant magnetic field strength, which in a

quadrupole field is an ellipsoid centred about the field zero. If the strength of the

coupling of the RF field to the atoms is large enough, then any atoms that have

a large enough kinetic energy to pierce this surface will undergo a spin flip and be
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ejected from the trap.

A representation of this process is shown in figure 6.2, this figure shows graphically

what is occurring to the atoms in the potential during evaporation (bottom), as well

as how the velocity distribution of the trapped clouds changes during this process

(top). In the graphical representation of what occurs to the atoms during evap-

oration, the black curve in which the atoms are confined represents the potential

the atoms in the (F = 1,mf = −1) see, whereas the black curve directly below is

indicative of the potential seen by atoms in the anti-trapped (F = 1,mf = 1) state.

On the left hand side of the figure the initial distribution of atoms in the magnetic

trap is shown, with the colour of the atoms representing the kinetic energy the atom

has, and thus how far up the potential the atom can climb. The next part of the

figure(center) shows what occurs once the RF coupling is turned on. This effectively

truncates the height of the potential as it couples atoms in the (F = 1,mf = −1)

state to the (F = 1,mf = 1) state if the atoms have a large enough velocity to reach

the position at which the difference in the potential energy of the two states is equal

to twice the energy of an RF photon. During this stage the velocity distribution

shows a clear truncation, with the probability of an atom having a velocity greater

than some particular value, set by the RF frequency, being zero. In the final part

of the figure, the trap is left to thermalise over some time, and the resulting veloc-

ity distribution is now peaked at a lower velocity, hence cooling of the sample has

occurred.

We can equate the RF knife with a truncation temperature by using the equipartition

theorem. By equating the thermal energy of the atom with the potential energy due

to the magnetic field9, which is equal to the energy of an RF photon and we thus

have
3

2
kBT = ~ωRF . (6.20)

Rearranging equation 6.20 and evaluating the constants leads to

ωRF ≈
T

5
(6.21)

∴ fRF ≈
T

30
(6.22)

where fRF , the frequency of the RF field, is expressed in MHz, and T in µK. This re-

lation is useful in determining evaporation parameters such as the truncation energy

9Here we have assumed that the atom has spent all its kinetic energy ‘climbing’ the potential
hill.
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for a given applied RF field.

6.2.4 Adibatic compression of a magnetic trap

Adiabatic compression of atoms confined to a potential, a process where heat is not

transferred between the atoms and their external environment, leads to changes in

temperature and volume of the gas without changing the phase space density. In the

case of a magnetic trap, the gradient of the magnetic field determines the volume

of the trap, which scales inversely to the gradient. As such, increasing the magnetic

field gradient over an appropriate time will decrease the volume of the trap, thus

increasing the density and the temperature. As both the temperature and density

of the gas increases, the elastic scattering rate also increases, and as such adiabatic

compression will increase the ratio of good to bad collisions, R.

The only time this is not the case is when three body recombination loss, which

is dependent upon the density of the gas, starts to become appreciable, or alter-

natively when the rate at which atoms are evaporated from the trap approaches

the rate at which rethermalisation occurs, thus limiting the rate of evaporation.

Thus evaporative cooling in a magnetic trap should occur in the tightest possible

confinement before either three body combination sets in, when the rate of evapo-

ration approaches the rate of rethermalisation or when Majorana losses become a

significant loss mechanism.

6.3 Forced evaporation in an optical dipole trap

Quadrupole magnetic fields have a severe limitation when attempting to achieve

BEC due to the significant Majorana spin-flip losses that occur in low temperature

clouds. One method of reducing this problem is the use of a far off resonant red

detuned optical dipole beam that forms a deep optical dipole trap located one waist

below the field zero, moving the potential minimum to below the magnetic field zero.

The atoms are then loaded into the hybrid magnetic/dipole potential by reducing

the field gradient to a value below that which compensates the force of gravity,

‘dropping’ the atoms into the new potential. Alternatively, a pure optical dipole

trap can be loaded in this same fashion, or directly from a MOT, but in this case

the atoms are typically confined in the potential minima formed at the crossing of

two dipole traps, providing trapping in all three dimensions. In this section we will
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outline how the dipole force can be used to strongly confine atoms, and how the

trap parameters can be used to force evaporation.

6.3.1 The optical dipole force

Neutral atoms have permanent magnetic dipole moments that allow them to interact

with an inhomogeneous static magnetic field, experiencing a force. Neutral atoms do

not, however, have a permanent electric dipole moment, as this is forbidden by the

inversion symmetry of the atomic wavefunction. Thus to interact with an electric

field an electric dipole moment must first be induced. Although inducing electric

dipole moments can be achieved through the use of an electrostatic field, this is

typically not the method used for alkali atoms, but rather somewhat near resonant

optical fields are typically used.

When an atom is placed in an oscillating electric field, such as the case when the atom

is exposed to an optical field oscillating at frequency, ω0, the oscillating electric field

induces an oscillating dipole moment, ~p, proportional to the electric field strength

and oscillating at the same frequency. The magnitude of the dipole moment is given

by

p = αE (6.23)

where α now describes the complex polarizability of the atom10, which is also de-

pendent upon the driving frequency.

The interaction of this induced dipole moment with the external electric field creates

an induced potential, known as the dipole potential. The dipole potential has been

shown to arise from the dispersive interaction of this induced dipole moment with

the intensity gradient of the light field[13] and, as it results in a conservative force,

it can be written as the gradient of a light induced potential,

Udip = − 1

2ε0c
Re(α)I, (6.24)

where Udip is the dipole potential, I is the intensity of the light field and Re(α) is

the real component of the atomic polarizability.11

Calculations of the atomic polarizability have been performed elsewhere and will

10α is chosen to keep this thesis in line with standard notation in the literature, even though it
introduces an ambiguity, In this section α shall only refer to the complex polarizability.

11This is arrived at by time-averaging the product of the electric field and the induced dipole
moment.
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not be repeated here, but the resulting potential and scattering rate calculated by

Grimm[13] are

Udip(r) =
3πc2

2ω3
0

Γ

∆
I(r) (6.25)

and

Γsc(r) =
3πc2

2~ω3
0

(
Γ

∆
)2I(r) (6.26)

where Γ is the on-resonance damping rate given by Γ =
e2ω2

0
6πε0mec3

, ∆ is the detuning

of the driving field from resonance and Γsc is the scattering rate.

There are two important points to note from equation 6.25 and equation 6.26,

the first is that as the dipole potential depends upon the sign of the detuning, the

dipole force can be made to be attractive or repulsive. In the case of a red detuned

optical field12, the sign of the detuning is negative, and thus atoms will be attracted

to regions of high intensity. In the case of a blue detuned optical potential13 the

reverse is true, the resulting potential is positive and thus the light acts as a barrier

to the atoms, with atoms being repulsed away from regions of high intensity.

The second point of interest is the dependence of the potential and the scattering

rate upon the intensity and the detuning. As the potential is proportional to I/∆,

while the scattering rate is proportional to I/∆2, the scattering rate can be made

quite low while maintaining a given depth by increasing the intensity whilst detuning

the light further from resonance.14.

The simplest trap that can be imagined that utilises the optical dipole force is a

single focussed Gaussian laser beam detuned by ∆ below resonance, whose intensity

varies as a function of position at the waist, w0 of the beam as

I(r) = I0e
−2 x

2

w2
0 (6.27)

where I0 = 2P
πw2

0
is the peak intensity of a laser beam of power P . Unless the

laser beam is very tightly focussed, the intensity typically varies slowly along the

direction in which it focuses15, intensity gradients along this axis are thus typically

12An optical field detuned below atomic resonance.
13with a frequency greater than the optical resonance.
14e.g. if the intensity of the light field was to be double as was the detuning, the potential would

remain constant whilst the scattering rate would reduce by a factor of 2.
15The Rayleigh range can be used to approximate a Gaussian width along this dimension and is

given by zR =
πw2

0
λ

, thus the ratio of the Rayleigh range to the waist is of order πw0
λ

and thus only
approaches unity for w0 ≈ λ/2.
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small compared to the transverse dimension.

Given the detuning below resonance of this optical field, ground state atoms will

thus experience a force attracting them towards the region of highest intensity in

this optical field. In the case where the temperature of the atoms is much less than

the depth of the trap, the Gaussian can instead by approximated as a Taylor series,

truncated to second order16 yielding

I(r) ≈ 2P

πw2
0

(
1− 2

w2
0

x2
)
. (6.28)

In this limit the force provided by the dipole trap will be approximately harmonic.

Substituting equation 6.28 into equation 6.25 yields the potential resulting from

a focussed Gaussian beam in the limit that the depth is much greater than the

temperature of the atoms, as

Udip(r) =
3c2

ω3
0

PΓ

w2
0∆

(
1− 2

w2
0

x2
)
. (6.29)

Note that equation 6.29 can be written in the form U0− 2U0

w2
0
x2, where U0 = 3c2

ω3
0

PΓ
w2

0∆

is the potential depth of the dipole trap.

Now, as the dipole force is conservative we can calculate the force upon the atoms by

taking the gradient of the potential by combining equation 6.28, our approximation

for the Gaussian intensity profile, with equation 6.25 to yield

Fdip ≈ −
12c2

ω3
0

PΓ

w4
0∆

x. (6.30)

From equation 6.30 we can see that this force is proportional to the position but

with opposite sign and thus acts as a restoring force, as expected for a harmonic

confining potential.

Utilising the form for the confining force of a harmonic potential, F = −kx we can

see the spring constant of the trap is given by

kdip =
12c2

ω3
0

PΓ

w4
0∆

, (6.31)

and utilising the relation between the trap frequency and the spring constant for a

16Note the first term of the Taylor series vanishes due to the symmetry of the Gaussian about
zero.
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simple harmonic oscillator we see that

ωtrap = β

√
P

w4
0

, (6.32)

where we have incorporated all constants into a single constant, β =
√

12c2Γ
ω3∆m

to

make explicit the dependence upon the power and waist of the Gaussian. Through

equations 6.29 and 6.32 we can see that although large volume traps are possible

through the use of large waisted beams, the power requirements increase very rapidly,

and for a similar depth potential the trapping frequency reduces dramatically as a

function of size, limiting the rate of rethermalisation.

6.3.2 Forced evaporation in an optical trap

The potential of a crossed optical dipole trap is close to harmonic in all directions,

and as such ξ = 3
2 . This is not ideal for runaway evaporation as the ratio of good to

bad collisions has to be 3 times larger than in a linear potential, indicating runaway

evaporation is difficult, if not impossible, to achieve. However, the benefit of the

transition to an optical dipole trap is the removal of the possibility of Majorana

spin flip losses, which present a considerable heating at low temperatures, as well as

typically larger trapping densities and trapping frequencies, leading to more efficient

evaporation.

For completeness,the dependence of the different thermodynamic properties of the

trapped gas as a function of ν and γ for the harmonic potential are included in

table 6.3.

Forced evaporation in an optical dipole trap typically occurs through lowering the

height of the trapping potential, from equation 6.29 we can see a linear dependence

of the depth of the potential on the power, for a fixed waist. However, by reducing

the power in the laser by a factor x, the trapping frequency is also reduced by a

factor
√
x, as can be seen through equation 6.32 which lowers the elastic collision

rate. Thus in the simplest case the reduction in the trap depth is inextricably linked

with a reduction in the ratio of good to bad collisions. This reduction then limits

the rate of rethermalisation and thus evaporation, which further leads to a reduction

in the efficiency of the evaporation, which can eventually lead to stagnation of the

evaporation, where further lowering of the potential only results in loss of atoms

and not an increase in PSD. As such, table 6.3 also shows the dependence of the
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Thermodynamic quantity ∝

Number, N ′ Nν

Temperature, T ′ Tνα

T , P

Volume, V ′ V ν
3α
2

V , P 3/4

Number density, n′ nν1− 3α
2

n, P−3/4

Phase space density, ρ′ ρν1−3α

Collision rate, k′ kν1−α

k, P−1/4

Table 6.3: Dependencies of different thermodynamic quantities on the efficiency parameter
α during forced evaporation in a crossed dipole trap, as well as the dependency of these
parameters on the power in the trap, P

thermodynamic quantities upon the power of the laser.

A number of techniques have been employed to mitigate this reduction of the con-

finement strength during evaporation, for example an optical dimple trap has been

employed[138] where a more tightly focussed dipole trap is centred on the larger

volume trap allowing the loading of the smaller trap from the larger volume, and a

corresponding increase in confinement. Another method that has been successfully

employed is the use of a zoom lens to dynamically change the size of the dipole trap,

creating a compressible dipole trap[139][140], allowing the size of the dipole trap

to be changed during evaporation, which can result in an increase of the trapping

frequency. One final example is the use of a dimple trap inside a larger volume

dipole trap, however, in this case the tighter dipole trap is not centred on the larger

volume trap, and the larger volume trap is displaced during evaporation[141]. This

displacement generates a potential difference that acts to reduce the depth of the

tighter trap, resulting in evaporation at approximately constant confinement. All

the methods above require additional complexity, however, as they require either

additional dipole traps or the ability to dynamically change the dipole trap.
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6.4 Experimental considerations of forced evaporation in

combined optical and magnetic potentials

So far we have considered how forced evaporation can take place in two different

strength potentials, a magnetic quadrupole trap, which is linear in its confinement,

and a dipole trap, which is approximately harmonic. In this section we will consider

the experimental implications of evaporation in the two differing potentials, their

key benefits and their drawbacks.

6.4.1 Magnetic traps

Magnetic traps are particularly well suited to capture atoms from a laser cooled

cloud of atoms. This is because magnetic traps are typically on the order of a few

mK deep for traps made with large coils17, and effectively extend all the way to

the edge of the coil, making them very large volume traps as well. These two key

features mean that close to 100% of atoms in magnetically trappable states from a

MOT can be transferred into the magnetic trap.

Forced evaporation in a magnetic trap then typically occurs through the introduction

of an RF ’knife’, which will remove atoms that are hot enough to reach the position at

which the RF knife is resonant with the Zeeman level splitting for the given magnetic

field. Thus the frequency of the RF knife determines the truncation parameter

for forced evaporation. Due to the linear nature of the trap, V ∝ T 3, and thus

as the temperature of the sample decreases the volume of the trap also decreases

rapidly helping maintain, or even increase, the elastic collision rate, making runaway

evaporation achievable. This increase in the elastic collision rate of the trapped gas

allows for faster evaporative cooling as the gas cools, implying the rate at which the

RF knife is increased should increase with increasing time. We saw in figure 6.1b

that this can occur because the minimum ratio of good to bad collisions for runaway

evaporation to occur in a linear potential is low relative to a harmonic potential,

and as such is easier to achieve, meaning forced evaporation in a magnetic trap will

typically increase in efficiency as the gas cools, rather than decrease, absent any loss

mechanism dependent upon the temperature or density of the gas, which increases

the number of bad collisions.

17As the MOT beams typically have to go through the coils, this typically limits the inner radius
of the coils to a few cm, making them ‘large’
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In figure 6.1a, however, we saw that the peak efficiency of evaporation for a given

R was lower in the linear trap than in the parabolic trap. Thus although magnetic

traps are good for capturing large numbers of atoms from a MOT, and increasing the

scattering rate of the sample during evaporation, they are not as efficient at forced

evaporation as a dipole trap for equivalent conditions, and thus typically need an

exceptional vacuum to allow long evaporation times to achieve condensation.

The second drawback of the standard magnetic trap employed, a quadrupole trap,

is that as the atoms become colder Majorana losses begin to dominate the bad

collisions, leading to a decrease in evaporation efficiency and an increase in the

heating and loss rate of the trap. This must be mitigated, as condensation is not

possible in a trap without having this loss mechanism removed, and this requires

additional hardware, either coils or a dipole trap.

6.4.2 Dipole taps

On the other hand, whilst dipole traps are particularly efficient at forced evaporation

they are particularly ill suited to capture atoms out of a MOT and can lead to

evaporative stagnation. As dipole traps are usually far detuned, commonly detuned

100’s of nm away from resonance to reduce the scattering rate and thus increase

the lifetime of the trap, they thus require large amounts of power to create only

relatively shallow traps18 This creates a tradeoff between the depth of the trap and

its trapping volume for a given power, both of which are typically much smaller

than those of the magnetic trap. A second problem that occurs with dipole traps

is that for the same trap depth, a smaller waist dipole trap will have a greater

trapping frequency19. As can be seen in appendix A the threshold temperature for

condensation is proportional to the trapping frequency, thus for a smaller waisted

trap evaporation need not proceed as far to reach condensation. A higher trapping

frequency will also lead to a greater elastic scattering collision rate, and thus will

improve the ratio of good to bad collisions, making evaporation more efficient.

We are thus left with somewhat of a conundrum as to how to operate the dipole

trap, making a dipole trap smaller will make the trap more efficient at cooling and

deeper, allowing it to capture a larger thermal fraction of atoms out of the MOT,

whilst making it larger will make the trap volume larger and increase the spatial

18For example, an 6 Watt beam focused to 90 micron Gaussian waist diameter at 1064 nm creates
an approximately 100µK deep potential for rubidium-87.

19Xie et al.[138] explore this dependence for waists ranging from 30 µm to 200µm.
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fraction of atoms from the MOT that the dipole trap can capture, but at the cost

of reducing the depth of the trap and thus the fraction of thermal atoms the dipole

trap can capture. We are also still left with the question of which is a better method

for producing BEC, magnetic traps whilst not as efficient in their forced evaporation

appear more reliable as they can begin with much larger atom number20 and thus

have many more atoms to spare during evaporation, and do not reach evaporative

stagnation as runaway evaporation is possible, however, the timescale for evaporation

to BEC is typically on the order of 100 seconds. Evaporation in a dipole trap on

the other hand is much more efficient and quicker, with typical timescales being

on the order of 5-15 seconds, improving the condensate producing duty cycle by

an order of magnitude, however, condensates are usually smaller, and unless high

initial PSD are reached, a condensate may not be produced at all. In 2009 Lin et

al. demonstrated a solution to this problem[8]21, by combining the large capture

volume of a magnetic trap with the evaporation efficiency of a dipole trap in what

has become known as the hybrid trap.

6.4.3 The hybrid trap

The hybrid trap of Lin et al. seems to be the next logical step of the evolution of BEC

experiments, combining a large volume trap to load a smaller volume trap. This is

achieved by capturing atoms in the magnetic trap first then undergoing forced RF

evaporation to cool the sample until it approaches the volume of the dipole trap

before adiabatically ramping down the magnetic field gradient to just below gravity

so the atoms sag in the magnetic trap and are pulled into the dipole trap, which sits

just below the magnetic field zero.

In some sense, the hybrid trapping scheme of using one trap to capture and compress

atoms to load another is what has already been done, consider the loading of a

magnetic trap from a MOT; the spatial volume of these two traps is of similar size,

as the magnetic fields of the coils used22 will extend all the way to the edge of the

cell, whilst the volume formed by the intersection of the MOT beams will only be

a small factor smaller. However, the MOT has a much greater capture range in

202 to 3 orders of magnitude larger.
21There technique was originally noted by Ketterle and Van Druten in [7], however, only in the

most basic of forms, and later numerically investigated by Comparat et al.[142].
22Typically the same coils are used for both stages, however, the volume of the MOT will be

limited by the size of the MOT beams, thus the magnetic trap is typically larger by perhaps a
factor of two.
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velocity space, from the calculation in section 5.1.4 we found this to be on the order

of 50 m s−1, whereas for a magnetic trap that is a few mK deep, this is of the order

of 1 m s−123. Thus the MOT can capture from a much greater velocity range, and

the effect of laser cooling is to compress the distribution in velocity space and reduce

the mean velocity to below the capture range of the magnetic trap, allowing efficient

loading of the magnetic trap.

Similarly, the hybrid approach makes use of the large capture volume of a magnetic

trap in both geometric space as well as velocity space, to efficiently load a large

number of atoms into the magnetic trap. Compression in both geometry and ve-

locity is then achieved using RF induced forced evaporation to further reduce the

temperature of the atoms, and the linear nature of the trapping potential to then

further compress the volume of the atoms. This is continued until the sample is

within the spatial and thermal capture range of the optical dipole trap and can be

efficiently loaded. The major difference between these two cases is that in the case

of the laser cooling of atoms in a MOT, the number of atoms is increasing as the

MOT loads as opposed to the hybrid approach where the number of atoms decreases

due to forced evaporation.

The hybrid approach has allowed for an increase by one to two orders of magnitude of

the number of atoms in the final condensate as opposed to conventional dipole traps

loaded from a MOT[143] without using more complicated techniques to improve

evaporation. This increase arises from three effects;

• A greatly enhanced number of atoms loaded into the dipole trap, an increase

of typically an order of magnitude or more,

• The reduced size of the dipole trap, which improves the trapping frequency at

a given depth allowing fast evaporation and a reduction in the required laser

power,

• The reduced temperature of the atoms loaded into the trap

The paper by Lin et al., ‘Rapid production of 87Rb Bose–Einstein condensates in

a combined magnetic and optical potential’ describes the key features of the tech-

nique very well, however, there are a few key features of the hybrid evaporation

trapping scheme that are worth discussing here as they are counter-intuitive to the

conventional understanding of loading a dipole trap.

23Where we have simply calculated the average thermal velocity for a 87Rb atom at 2 mK, as an
order of magnitude estimate.



6.4. Experimental considerations of forced evaporation in combined optical and
magnetic potentials 181

The hybrid approach relies upon the spatial mode matching of the optical dipole trap

to the magnetic quadrupole trap for efficient transfer. As such, the approach taken

by Lin et al. is to calculate the trap volume in both the high and low temperature

limit, where the trapping is dominated by the quadrupole field and the dipole trap

respectively, and calculate the crossover temperature, the temperature at which

these two volumes coincide, and thus the temperature at which efficient adiabatic

transfer from the quadrupole trap into the dipole trap can occur.

The overall potential that the atoms see can be written as

U(r) = µB′
√
x2

4
+
y2

4
+ z2 − U0 exp(−2[x2 + (z − z0)2]/w2

0) +mgz + E0, (6.33)

where U(r) is the potential as a function of position r = (x, y, z), µ is the atoms

magnetic moment, m is its mass and g the acceleration due to gravity, B′ is the

quadrupole field gradient in the tight direction, U0 the dipole trap depth, w0 is

it’s waist, z0 the location of the waist with respect to the field zero,24 and E0 is

the difference in energy between the zero field location with no dipole trap present,

and the trap minimum with the dipole trap present, ensuring the minimum of the

potential is zero.25

Now, in the high temperature limit we can ignore the effect of the dipole trap and

consider only the quadrupole trap and the effect of gravity. In this case we simply

ignore the second term in equation 6.33, and using the definition for the volume in

section A.0.1, the trap volume is found to be

V (T ) ≈ 32πe−E0/kBT

[1− (mg/µB′)2]2
(
kBT

µB′
)3, (6.34)

where we have assumed the trap depth is much greater than the thermal energy of

the atoms, typically upheld for a laser cooled cloud confined in a quadrupole trap.

Note that in the case that µB′ approaches mg, the trap volume blows up to infinity,

this arises as in this case the trap is no longer strong enough to support the atoms

against gravity, and thus the atoms begin to fall out of the trap, this approximation

will begin to break down at this point.

As discussed in section 6.3.1, when the atoms are much colder than the depth of the

24Assumed to be located at z=0.
25Note in this approximation the focussing of the dipole trap is not taken into account, however,

typically the dipole trap is large enough such that the Rayleigh range is on the order of mm, and
the effect of focussing is negligible.



182 Chapter 6. Evaporative cooling of atoms

dipole potential the potential is approximately harmonic and can be described by

U(r) ≈ 1

2
[
ω2
x

m
x2 +

ω2
y

m
y2 +

ω2
z

m
(z − zmin)2], (6.35)

where zmin is the location of the potential minima in the combined trap and ωi is

the trapping frequency in the ith direction.2627 Similarly calculating the volume of

this trap yields

V (T ) ≈ (2πkBT )3/2

ωxωyωzm3/2
. (6.36)

In the approach by Lin et al., they numerically integrated equations 6.36 and 6.34

with their given dipole parameters, a 49 µK deep potential formed by a Gaussian

beam of waists 65 µm and 78 µm along the x and z axes respectively, for a range of dif-

ferent quadrupole field gradients. Along with simulating the change in trap volume,

they also calculated the dependence of the entropy per particle during these changes

in volume and trap potential shape. Figure 6.3, reproduced from reference [8] shows

the result of their calculations. Importantly they note two distinct regions, the high

temperature and low temperature regions, where the dependence of the entropy on

the temperature dramatically changes due to the changing trap shape from linear to

quadratic, marked on the bottom graph by horizontal lines. This change occurs at

what they define as the crossover temperature, Tx, which occurs when equations 6.36

and 6.34 are approximately equal, which is also the temperature at which the atoms

will be transferred into the dipole trap.

What is also clear is that with decreasing field gradient, the region over which the

change in potential occurs becomes much steeper, with a maximal slope occurring for

µB′ ≈ mg, and that in all cases the final entropy per particle remains approximately

the same. Thus to make the greatest use of the reduction in entropy per particle due

to the changing potential shape, the transfer should thus occur at the lowest possible

field gradient. From these results they also conclude that adiabatic expansion from a

wide range of initial temperatures will lead to a roughly constant final temperature,

approximately the crossover temperature, equal to a tenth of the depth of the dipole

trap, Tx ≈ 0.1U0/kB.

The graphs in figure. 6.3 have been calculated for a particular dipole potential,

changing this potential will obviously change the dependence of the volume on the

26Note that as we are considering a single beam trap, the curvature in one of the dimensions will
be determined by the magnetic field gradient.

27Given by equation 6.32 for the dimensions dominated by the dipole trap.
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Figure 6.3: Mode-matching a hybrid trap. Top shown above are the calculated trap
volumes in the hybrid trap as a function of cloud temperature for a range of different field
gradients, given in Tm−1, the dashed lines indicate the trap volumes in the dipole and
quadrupole traps alone. Bottom The bottom figure shows how the entropy per particle
changes with temperature in the hybrid trap (solid lines) and quadrupole only trap (dashed
lines). Reproduced from reference [8]
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temperature, thus the obvious question is what properties of the dipole trap are

optimal for this process? To answer this question we must first look at what tem-

peratures are achievable in a quadrupole trap.

The limiting factor to the lowest achievable temperature in a pure quadrupole trap

is the heating induced by Majorana losses. In section 6.2.2 we estimated that for a

cold atomic cloud at ≈20 µK in a quadrupole trap with a gradient of 140 Gcm−1,

Majorana losses limits the lifetime to approximately one second. In the case of

a hybrid trap one would expect the lifetime to be greater, as the dipole potential

acts to shift the potential minima further from the field zero, and thus reduce the

density of atoms near the field zero, however, this effect won’t be particularly large,

thus we shall use 20 µK in a 140 Gcm−1 trap as our estimation of a reasonable final

temperature achieved in the quadrupole trap before Majorana losses become too

severe.

As the process of loading the dipole trap from the quadrupole trap requires reducing

the quadrupole field gradient to the value which just holds the atoms against gravity,

B0 = mg
µ , allowing the atoms to ‘drop’ into the dipole trap, there will be a reduction

in temperature if the change in potential is performed adiabatically. For 87Rb in (1,-

1), this occurs at approximately 30.5 Gcm−1, thus the temperature will also reduce

by a factor of ≈2.8, reducing to ≈7 µK . This, however, will also increase the lifetime

due to Majorana losses, as discussed in section 6.2.2, due to the weaker dependence

of the temperature on the magnetic field gradient. Thus if we were to maintain the

lifetime at one second we would thus allow forced evaporation during decompression

to reduce the temperature of the atoms by a further factor of ( 3
14)1/3 ≈ 0.6, resulting

in a cloud at a temperature of approximately 4 µK. Now, as we saw in figure 6.3,

the crossover region is steepest when the magnetic field is lowered to just hold the

atoms against gravity. Thus over this crossover region the temperature of the atoms

will change negligibly and we can set 4 µK as our crossover temperature. As the

crossover temperature is approximately a tenth of the depth of the dipole trap, this

requires our dipole trap to be approximately 40 µK deep.

Given the depth of the dipole trap is now known, the next question is what volume is

best? Intuitively one might think that the optimal size would be the largest possible

given the available power, however, this is not necessarily so.

The volume of the trap obviously plays a large role in the loading dynamics during

decompression, as the volume of the trap will determine the flux of atoms crossing

into the dipole trap. However, in equation 6.29 we saw that the trap depth, U0 scaled
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proportionally to the power, and inversely proportional to the waist squared. Thus

to maintain a constant dipole trap depth the power must be increased in proportion

to the square of the waist, i.e. P
w2

0
= α = constant. If we then substitute this

requirement on the relation between power and waist into equation 6.32 we find

ωtrap =
β
√
α

w0
(6.37)

for constant power, i.e. to maintain a particular potential depth for increasing waist,

the trap frequency must decrease in proportion to the waist. This increase in volume

of the dipole trap necessitates a decrease in the resulting trapping frequency, ham-

pering both the loading of the dipole trap as well as reducing its forced evaporation

efficiency as the scattering rate in the dipole trap will reduce, decreasing the ratio

of good to bad collisions.

One may then wonder whether we could relax the requirement that the depth of

the dipole potential be constant. As the depth of the dipole potential determines

the final temperature of the atoms in the trap, increasing the dipole trap depth

will necessarily correspond to an increase in the final temperature. This increase in

temperature leads to a reduction in the phase space density of the atoms loaded into

the trap, reducing the initial elastic collision rate in the dipole trap, a key parameter

to the efficiency of evaporation in the trap.

The final question then becomes, how small can the dipole trap be made before the

loading of the dipole trap due to its small volume is inhibited? If the loading of the

dipole trap did not depend upon the volume of the trap, then the volume of the

dipole trap could be reduced indefinitely, resulting in an infinitely tight dipole trap

with infinitely large trapping frequencies and requiring no power. This is obviously

unphysical28, however, the question of how small the dipole trap can be made before

its loading capability is significantly affected, to my knowledge, has not yet been well

studied. One caveat of smaller volume dipole traps with higher trapping frequencies

is that they necessarily create very high number densities, which can quickly lead

to a high three body loss rate, especially once condensation is achieved.

In the case demonstrated by Lin et al., they chose to match the volume of the dipole

trap to the quadrupole trap, thus only requiring changes in the distribution of the

atoms during loading, not the overall density and allowing a higher efficiency of the

loading. However, it is not clear that this is necessarily the best choice, as there could

28An infinitely small dipole trap in itself is limited by the diffraction limit.
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be increased gains in PSD by loading into a smaller volume trap, which would also

lead to an increase in the efficiency of evaporation, however, this would also require

further evaporation during decompression. Lin et al. implemented their hybrid

approach with a 49 µK deep red detuned potential, which was formed by 3.5 W of

power at 1550 nm, focussed to a 65 µm and 78 µm waist along x and z, respectively,

and achieved a 25% transfer efficiency from their compressed magnetic trap into the

dipole trap, with a reduction in temperature by a factor of ≈ 6, indicating some

forced evaporation occurred during the decompression.

6.5 Experimental implementation of forced evaporation

Having discussed the theory behind both forced evaporation and the benefits of the

hybrid trap, in the following section I shall discuss how this is implemented; from the

loading of the atoms into the magnetic trap from the laser cooled cloud, through the

forced evaporation in the magnetic trap and the subsequent loading of the hybrid

trap, followed by the final evaporation to BEC.

6.5.1 The catch

One of the most critical stages of any BEC apparatus that makes use of a purely

magnetic trap is the catch. The catch is the point at which laser cooling ends, with

the cooling lasers being rapidly switched off, and the quadrupole field is quickly

turned on to a value large enough to hold the atoms against gravity, and thus ‘catch’

the atoms in the magnetic trap. This stage is particularly critical, as if the catch is

not smooth and quick, then it will result in significant heating, reducing the initial

PSD in the magnetic trap, and thus reducing the efficiency of forced evaporation in

the magnetic trap.

Lets consider some numbers here for a concrete example of a catch to find which

requirements are most stringent, beginning with a PGC cooled cloud of 87Rb atoms

at 30 µK. Typical switch on times for coils to generate large enough field gradients

to hold the atoms against gravity are on the order of ms. For simplicity we will

assume that the quadrupole field is initially completely off until it is instantaneously

switched on to its final value after say 3 ms, as this will make the estimations simpler.

The first effects we will consider are those that arise from the atoms falling under

gravity, taking g ≈10 m s−2. During this time the atoms will accelerate in the
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(a) (b)

(c) (d)

Figure 6.4: Optimisation of the catch. a) Peak fluorescence from the magnetic trap as
a function of the Z bias control voltage, clearly more atoms are caught as the bias increases
until it reaches a peak at approximately 3 V. Interestingly this corresponds to a magnetic
trap position above the initial cloud. b), c), d) Cloud width measured after a 30 ms drop
once the atoms have been allowed to thermalise in the magnetic trap as a function of the
bias coils control voltages. This is the metric used to optimise the magnetic trap catch.
There is a clear minimum for each bias coil, however, over the ranges investigated, there is
only minimal heating seen, at most a 20% increase in the width occurred for the Z bias coil
scan.

vertical direction to a final velocity of v = at = (10)(3×10−3)m s−1= 3×10−2m s−1,

although it should be noted that this velocity is only in the vertical direction. Using

the equipartition theorem we can equate this to a temperature, which comes out to

a temperature on the order of 6 µK 29, thus in this time the atoms will already heat

by an appreciable fraction of their initial temperature.

Next we consider the movement of the atoms, as the atoms as an ensemble have

29Where in using the equipartition theorem I have considered the velocity of the atoms in one
dimension only, but have considered the temperature in three dimensions, i.e., I have used 3

2
kBT =

1
2
mv2, assuming the kinetic energy gained from falling under gravity will eventually thermalise in

all dimensions in the final trapping potential.
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no net velocity at this point we can use s = ut + 1
2at

2 to calculate the distance

moved, s, with the initial velocity set to zero. Substituting in the numbers leads to

an estimation of s ≈ 5× 10−5m , thus the position of the atoms effectively does not

change during the drop, with only a small motion of 10’s of microns of movement.

Finally, we can consider the ballistic expansion of the atoms during this time, and

thus the change in size of the trap, however at such a low temperature this effect

is negligible, for example at 30 µK the average velocity of an atom in the ensemble

will be ≈ 5× 10−2m s−1, and thus the average atom will only move by ≈ 10−4m, or

100 µm. As the initial size of the cloud is on the order of a few mm, this change in

position will thus be less than a tenth of the cloud’s initial width.

From the above three considerations we can see that the largest change to the

atoms during the catch stage is to their mean velocity in the vertical direction, with

appreciable increases in the effective temperature of the atoms occurring for a few

ms of drop. The increase in the temperature of the cloud can also be seen to scale

with the square of the drop time, thus minimising the catch time will minimise the

heating of the cloud. However, it should be noted that here we have only considered

the effect of the atoms falling and the ballistic expansion of the atoms during the

drop. In the case where the quadrupole field is quickly switched on but is not

coincident with the centre of the atoms, one could expect further heating of the

cloud. For example, if the quadrupole field is switched on at a position below the

cloud then the additional magnetic force on the atoms would serve to accelerate

their velocity faster than if they were just in free fall, creating a larger increase in

their final temperature. Similarly, if the field zero was displaced from the centre of

the atoms perpendicular to gravity, one would expect the atoms to heat up as they

accelerate towards the field zero and overshoot its position.

I like to think of the optimisation of the catch from the perspective of mode matching

the PGC cooled cloud to the magnetic trap30. Perfect mode matching of the distri-

bution of the atoms in both position and velocity space is not possible, however, as

in the PGC cloud there should be little spatial variation in the average velocity of

the atoms, whereas this is not the case in the magnetic trap.31 To mode match the

PGC cooled cloud to the magnetic trap there are two elements to consider. First is

the location of the centre of the magnetic trap with respect to the cloud, and second

is the gradient of the magnetic trap, which will match the spatial distribution of the

30As one would mode match focussed beam to an optical fiber, having to both match the position
as well as the size and divergence of the mode to the fiber.

31A fact we make use of to employ forced evaporation at a fixed field gradient in the magnetic
trap.
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atoms in the PGC cooled cloud to that of the atoms in the magnetic trap. These

two properties are physically controlled by the quadrupole field gradient, which de-

termines the spatial distribution of the atoms, and the bias fields generated by the

bias coils, which can be used to move around the location of the field zero.

Optimisation of the catch is somewhat easier than optimisation of laser cooling, as

there are no hardware parameters to optimise as there is with laser cooling, such

as beam alignment, collimation etc. but rather everything is controlled by software.

To implement the catch, once the atoms have undergone PGC and the optical shut-

ters have been closed to prevent any near resonant light reaching the atoms, the

quadrupole and bias coils are all rapidly switched to some finite value to approxi-

mately center the quadrupole field upon the location of the atoms. To match the

spatial distribution of the atoms in the PGC cloud to that of the atoms in the mag-

netic trap, I choose to switch the quadrupole gradient on to the same value as is used

in the CMOT stage, as in this stage the cloud shape is more strongly determined by

the magnetic fields as opposed to the optical distribution, and thus will most closely

match the magnetic trap distribution. If the field gradient is instead increased to a

value greater than the CMOT stage a greater final temperature after compression to

the final field gradient is seen, this is attributed to the atoms effectively ‘imploding’

as they rush inwards due to the initial cloud size being larger than the final cloud

size in the magnetic trap. If the field gradient is instead decreased below the CMOT

value heating is also observed, this occurs due to a non-adiabatic expansion of the

cloud volume into the magnetic trap.

With the quadrupole gradient set, it is then time to optimise the location of the trap.

For my apparatus the Z bias coils play a much larger role than in most apparatus, as

the geometric centre of the coils, which should approximately be the location of the

quadrupole field zero in the absence of any stray magnetic fields, is not coincident

with the centre of the octagonal glass chamber, which is approximately where the

MOT is loaded. Thus the Z bias coils must provide a large bias field, on the order

of 50 G, to move the location of the field zero of the uncompressed magnetic trap

approximately 8mm above the field zero’s normal position to the optimal location

for loading the magnetic trap. As described earlier, this offset of the field zero from

the glass chamber centre allows our objective lens to be placed far enough away

from the cell such that it can image the atoms in-situ in their final location, as well

as have enough clearance between the cell and the objective so that a thin quarter

waveplate with a high reflection coating for 780nm on the backside can slide in

and out of position above the objective for either retroreflecting the MOT beam, or
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imaging the atoms respectively.

To optimise the location of the field zero of the uncompressed trap, the atoms are

initially caught and then are left to thermalise in the trap for 5 seconds before they

are allowed to expand in time of flight for a further 30ms, before they are imaged.

The width of the cloud after this time of flight will be approximately proportional to

the temperature, and thus this is used as my metric for optimal phase space density,

which in a magnetic trap will also correspond with a minimum in temperature for

a fixed number of atoms, whereas the in-situ peak fluorescence is used as a metric

for the total number of atoms caught.

Figures 6.4a and 6.4b show the peak fluorescence and width of the cloud after

dropping the atoms respectively as a function of the control voltage for the Z bias

coil. Clearly the number of atoms caught in the trap depends strongly upon the

location, with a reduction of the peak fluorescence by up to a factor of 2 when the

field zero is moved away from the optimal position. Similarly, there is a clear optimal

control voltage for the Z bias coil to minimise the heating of the atoms as they are

transferred into the trap, occurring at roughly the optimal value for catching the

largest number of atoms. The heating effect is smaller than the reduction in atom

number, however, with only a 20% increase in the width of the cloud at its worst.

Interestingly, the optimal location for the field zero for these two conditions is above

the location of the PGC cooled cloud as opposed to centred on the cloud. This is

understandable through considering the effect of gravity on the atoms, as during the

catch stage the atoms are initially in free fall, and thus can quickly gain velocity,

and hence increase their temperature. However, if the field zero is located above the

initial location of the atoms then instead the atoms will feel a force opposing gravity,

reducing the acceleration of the atoms during the catch, minimising the heating and

thus maximising the fraction of atoms that can be caught in the trap.

Once the control voltage for the Z bias coil had been optimised, the X and Y bias

coils control voltages were then also optimised, as shown in figures 6.4c and 6.4d.

This data also shows a clear minima in the width of the ballistically expanded cloud

as a function of control voltage, but the net effect of these bias fields upon the final

width is much smaller, with the maximal change in width over the range of control

voltages investigated being on the order of 5%.

With the bias fields for the catch optimised, another parameter that can be adjusted

is the time over which the coils are ramped on. One might assume that ramping the

coils on as fast as possible would result in the highest initial PSD in the magnetic



6.5. Experimental implementation of forced evaporation 191

(a)

(b)

Figure 6.5: Uncompressed magnetic trap thermometry and measured coil re-
sponse a) shows the measured response of the quadrupole coil and Z bias coil during the
CMOT stage, PGC and the catch. There is clearly an overshoot of about 15% as the
quadrupole coils are suddenly ramped on, but I find this has little effect upon the resulting
temperature of the atoms. b) Thermometry performed on the uncompressed magnetic trap,
5 seconds after catching the atoms to allow for adequate thermalisation.

trap, however, this is not always the case as if the control voltage is suddenly switched

to some finite value the Magneato drivers can overshoot the desired current and

then oscillate about the desired value for some time, which can heat the atoms,
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reducing the PSD in the trap. The time over which the coils are ramped on thus

also plays a role in the efficiency of the catch, and thus is another parameter that

can be optimised. Figure 6.5a shows the monitor line for the current through the

quadrupole coil and the Z bias coil during the compression of the MOT, polarisation

gradient cooling and the catch. There is clearly an overshoot of the current in the

quadrupole coil as it is switched on of about 15%, but I find this has little effect

upon the temperature of the atoms.

With all parameters for the catch optimised and a 3 second MOT load time, the

magnetic trap catches approximately 1 × 109 atoms at ≈50 µK in a quadrupole

gradient of 69 Gcm−1, corresponding to an initial phase space density of 8.3× 10−6.

Figure 6.5b shows thermometry of the uncompressed magnetic trap after a 5 second

hold period. Clearly the temperature of the atoms has increased somewhat compared

to their final PGC temperature, however, this is not unexpected due to the slightly

irregular shape of the laser cooled cloud, as well as the change in the dependence

of the velocity upon the position of the atoms between the PGC cloud and the

magnetically trapped atoms.

6.5.2 Moving and compressing the trap

Once the atoms have been caught in the magnetic trap, the field zero is then moved

to its final location by ramping the bias fields whilst maintaining the quadrupole field

at its catch current. The location of the field zero, or equivalently the magnitude

of the bias fields, is chosen such that during compression and decompression of the

magnetic trap, the field zero does not move location. To achieve this the location of

the magnetic trap for a range of quadrupole gradients and bias fields is measured,

and the bias fields that minimise the movement of the cloud are chosen.32 Figure 6.6a

shows how the position of the atoms in the quadrupole trap moves as a function of

the Z-bias control voltage as the trap is decompressed to different gradients, clearly

a control voltage close to 0 minimises this movement. This condition on the bias

fields is chosen so that during the decompression of the magnetic trap to load the

atoms into the hybrid trap, the field zero does not significantly move, as if it does

it will reduce the efficiency of the transfer.

32Note that the location of the cloud can be more precisely found if a colder, and thus smaller,
cloud is used, and typically the gradients used for observing the motion are only reduced to ap-
proximately 90 Gcm−1, as below this the cloud starts to sag under gravity, reducing the ability to
accurately locate the field zero.
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(a)

(b) (c)

Figure 6.6: Adiabatic movement and compression of the magnetic trap. a) shows
how the position of the atoms in the quadrupole field moves as the trap is decompressed
for a range of different control voltages for the Z-bias coil. This data is used to minimise
the movement of the quadrupole trap whilst loading the hybrid trap. b) and c) show
the dependence of the width of the ballistically expanded cloud on the time over which the
magnetic trap is moved and compressed, respectively. Clearly there is a stronger dependence
upon the time over which the cloud is moved as opposed to the time over which it is
compressed, with the data showing a maximal 50% and 5% increase, respectively. This data
was used to determine the rate at which the cloud could be moved and compressed that
ensured the cloud did not significantly heat.



194 Chapter 6. Evaporative cooling of atoms

Once the atoms have moved to their final location and settled, the quadrupole

gradient is then increased to its final value of 190 Gcm−1, to further compress the

atoms and thus increase the elastic scattering rate, hence improving the efficiency

of forced evaporation. Figures 6.6b and 6.6c show the dependence of the width

of the ballistically expanded cloud on the time over which the atoms are moved

and compressed respectively. Ideally the changes to the magnetic trap will occur

adiabatically, and thus maintain PSD. From figure. 6.6b there is clearly a strong

dependence upon the time scale over which the atoms are moved with the width of

the cloud increasing by up to 50% if the cloud is moved over 10 ms , whilst there is

no discernible increase in the width of the cloud after expansion if it is moved over

a time greater than 80 ms. Figure 6.6c shows less of a dependence upon the time

over which the atoms are compressed, with a maximal increase in the width of the

cloud of only 5% if it is rapidly compressed over 10 ms. This data indicates that

heating of the trap is more likely if the location of the trap is shifted as opposed to

if the gradient is increased. It should also be noted that the quadrupole gradient is

maintained during the movement of the field zero as heating was observed if it was

not held constant.

Once the atoms have thermalised in the compressed magnetic trap, the atoms have

a final temperature of 140 µK corresponding to an increase in temperature by a

factor of ≈ 2.3, which agrees closely with the expected increase in temperature due

to adiabatically compressing the trap from 69 Gcm−1 to 190 Gcm−1.

6.5.3 Characterising the magnetic trap

Once the atoms have been caught, settled and compressed in the magnetic trap, it is

time to characterise the trap to ensure it is behaving as expected. A pure quadrupole

trap is a relatively simple trap to characterise, especially when the width of the trap

in-situ is much smaller than the radius of the coils used to produce the trap, as

this will ensure the trap is relatively smooth and thus free from aberrations. There

are three key quantities that characterise the magnetic trap, the quadrupole field

gradient, the magnetic trap lifetime and the heating rate in the trap.

As the atoms are within the vacuum chamber, the field gradient cannot be directly

measured with a magnetometer. One method of measuring the field gradient is to

first measure the current through the quadrupole coils required to levitate the atoms

against gravity, and then by knowing the gradient is proportional to the current,
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the gradient at all other currents can be known. This measurement is most accurate

with a very small cold cloud, as this will allow levitation times on the order of

100’s of ms whilst still having a small enough cloud such that uncertainties in fitting

the centre of the cloud are small, and still having a large enough OD to have an

appreciable signal. This calibration implies the quadrupole coils generate a magnetic

field gradient of 1.7 Gcm−1A−1 agreeing well with the theoretical simulation of the

coils, which indicated a field gradient of 1.75 Gcm−1A−1.

To measure the lifetime of the atoms all one must do is simply hold the atoms in the

trap for variable lengths of time and measure the decay of the number of atoms. The

lifetime of the atoms is most likely going to be limited by background collisions, as

2-body collision for 87Rb in (1,−1) are relatively small and the density of the atoms

in the trap is not large enough for 3-body collisions to play a dominant role. To get

the most accurate vacuum limited lifetime, the temperature of the atoms should be

large enough, or the trap weak enough, such that the Majorana loss rate is much

larger than the lifetime. Figure 6.7b shows the decay of the number of atoms in the

magnetic trap as a function of the hold time, an exponential decay fit to the data

indicates a lifetime on the order of 70 seconds33, indicating that the pressure in the

Science chamber is approximately as expected.

It should be noted though that there is another source of atom loss that can occur

in a magnetic trap, the scattering of photons. The scattering of photons from atoms

in the magnetic trap can cause a severe limitation to the magnetic trap lifetime, for

example, consider the case of 87Rb atoms trapped in (1,−1). Now if one of these

atoms was to scatter a photon from the repumping light, then as the photon can

only cause a change of 1 unit of angular momentum, the atom will either end up

in (2,0) or (2,−2) neither of which are magnetically trappable states. This effect is

similar in the hybrid trap, however, in this case the atoms which absorb a photon

from the repump laser may stay within the dipole beam if the atom is pumped into

(2,0) as this state has no magnetic dipole moment, but would spread out along the

length of the dipole beam as there will be no radial confinement along the beam.

In the case of a pure dipole trap, such as a crossed trap, this effect is unlikely to be

noticed as the atoms will likely remain in the dipole trap as the trap is not state

selective, however, the trapped sample will end up in a mixture of different trapped

states which may present a higher loss rate, nevertheless this effect could be observed

33To accurately measure the lifetime of the atoms, the dependence of the atom number on time
should be measured over multiple lifetimes. This was not possible in our apparatus, as running
the coils at such high current for such a long time created undesired heating, tripping the safety
interlock.
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(a) (b)

Figure 6.7: Characterising the quadrupole trap gradient and lifetime. a) The
measurement used to calibrate the field gradient as a function of current for the quadrupole
coils. The data shows the mean fitted position of a cold cloud of atoms for a range of drop
times from 10-100 ms, for three different control voltages. The largest variation in position
is only 1 pixel 4.5 µm over the range of drop times investigated, suggesting a cancellation of
gravity on the order of 1 part in 104. b) The fluorescence from the magnetic trap, measured
after a 0.5 ms drop using light detuned 20 MHz below resonance, decays as a function of
time in the magnetic trap, a reasonable fit to the data (solid line) indicates a lifetime on the
order of 73 seconds, this is indicative of a close to vacuum limited lifetime.

through a Stern-Gerlach type imaging scheme.

Lets consider quantitatively how large this effect can be, for example we shall con-

sider a cloud of 109 atoms, and an apparent decay time of 5 seconds. As the in-situ

optical depth of a quadrupole trap with this number of atoms is typically greater

than 10 we will assume that any photon that enters the cloud will be absorbed,

thus as we expect the number of atoms to decay to approximately one third of its

initial value over 5 seconds. This corresponds to approximately 108 photons entering

the cloud each second. As the energy of a photon is given by hc
λ , where λ is the

wavelength of the photon, multiplying this by the number of photons gives as little

power as 10−11W being enough to cause this loss rate in the cloud. If we estimate

the Gaussian width of the atoms in the magnetic trap as approximately 1 mm, then

the area that cloud subtends is on the order of 10−2cm2, and thus the intensity of the

atoms need only be 10−9W cm−2. This is a surprisingly small value, corresponding

to an intensity that can only just be measured with a typical power meter, and most

likely not visible with an IR viewer either. This intensity is easily greater than the

light leakage through an AOM, indicating that mechanical shutters must be used

after AOMs to prevent stray light reaching the atoms, and is also easily within the

realm of the intensity of stray light scattered off objects on the experiment table.

In the case of unexpectedly short lifetimes stray photons should thus be considered
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the first possibility, which can be easily tested by blocking the direct output of the

lasers with a black object.

I found that the lifetime of the atoms in the magnetic trap and dipole trap was

severely hampered by this effect, with my initial measurements of the lifetime in

the quadrupole trap indicating a lifetime on the order of 4 seconds. After installing

an additional shutter directly at the main output of the repump laser just after the

PBS cube that split off light for the repump lock, the lifetime was increased to 8

seconds. To achieve the lifetime of 70 seconds observed in figure 6.7b, a box of

anodized aluminium foil had to be constructed around the repump lock34 to prevent

any light escaping.

The final property of the quadrupole trap that should be investigated is the heating

rate of the atoms in the magnetic trap. This was investigated by measuring the

temperature of the atoms 100 ms after compressing the trap and then again at

5 and 10 seconds later. These measurements show no clear evidence of heating

over the three measured times, with the measured temperatures being within the

measurement uncertainty of each other. This indicates that there is no significant

heating of the atoms in our pure quadrupole trap even though a small (< 1%)

approximate 1 kHz modulation is observed on the monitor line of the quadrupole

coil.

6.5.4 Forced evaporation in the compressed magnetic trap

With the magnetic trap loaded, compressed and characterised, it is time to perform

forced RF evaporation to reduce the temperature and increase the phase space den-

sity to improve the load into the hybrid trap. Forced evaporation in the magnetic

trap is instigated by applying RF to the atoms through a 2 turn RF antenna approx-

imately centred on the atoms and placed 20 mm below the cloud, sitting atop the

bottom quadrupole coil. The RF antenna is made by winding 2 mm enamelled cop-

per wire around a 65 mm diameter circular former and then taping the wire together

to keep the antenna fixed in shape, the resultant antenna is shown in figure 6.8a.

As a wide range of frequencies are used for evaporation it is difficult to impedance

match the coil for the entire range. For my RF coil, some resonances are observed

in the range of frequencies used, 2-40 MHz, these can be measured through the use

34A shutter could obviously not be placed before the repump lock, as otherwise the laser would
lose its lock point every experiment!



198 Chapter 6. Evaporative cooling of atoms

(a) (b)

Figure 6.8: RF Antenna and forced evaporation a) The RF antenna, formed by two
loops of round 2 mm enamelled copper wire wound about a 65 mm circular former. b) To
find the initial RF frequency used for evaporation the RF is held on at a constant frequency
for 2 seconds and the atom number is measured.

of a small pickup coil placed near the RF antenna or alternatively I see them upon

the monitor lines of the MOT fluorescence photodiode or the coil current monitors.

These resonances do not appear to pose a problem with my evaporation. I believe

this is since the atoms are at such a high temperature the power broadening of

the RF knife does not present an issue as it does not approach the temperature of

the atoms. Others have observed this[144], with the efficiency of the first stage of

evaporation being quite insensitive to evaporation parameters including RF power,

before optimisation of power broadening at lower temperatures became necessary. If

the resonances were an issue, it would be possible to measure the power coupled out

of the RF antenna as a function of frequency with a network analyser, and adjust

the input power accordingly to maintain constant RF power.

To ensure the RF from the coil is successfully coupling to the atoms, and to find the

frequency at which evaporation should begin the RF is switched on to a constant

frequency and held for 2 seconds before the atom number is measured. Figure 6.8b

shows how the atom number as a function of frequency changes, for the maximum

RF power available applied to the RF coil. Clearly there is a large decrease in atom

number for frequencies below about 35 MHz, whilst for larger frequencies there seems

to be minimal effect. This agrees with what we would expect, an RF frequency of

40 MHz corresponds to a temperature of approximately 1200 µK35, 8 times the

temperature of the atoms in the trap, thus evaporation would approximately halt

35via equation 6.20.
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at this large depth.

With the RF known to influence the atoms, forced evaporation can begin. Forced

evaporation in the magnetic trap is performed by linearly ramping the RF frequency

from 30 MHz down to 7 MHz in 5 seconds. The final RF frequency used is chosen

to set the final temperature of the atoms at approximately 30 µK, based upon the

considerations in section 6.4.3, and the initial frequency and duration of the ramp

are chosen to maximise the number of atoms at the end of evaporation. If one was

to perform forced evaporation in the magnetic trap to BEC, the forced evaporation

trajectory should be optimised by optimising γ, as defined in equation 6.13, at each

point along the trajectory, however, this is unnecessary for my apparatus, with the

number of atoms loaded into the hybrid trap being relatively insensitive to these

evaporation parameters36

At the beginning of evaporation we began with 1 × 109 atoms at 150 µK in a

quadrupole trap with a field gradient of 190 Gcm−1, corresponding to an initial

phase space density of 8.3 × 10−6. At the end of evaporation at constant gradient

we are left with 2 × 108 atoms at 28 µK, resulting in a final phase space density

3.2× 10−3, corresponding to an increase by a factor of ≈380. Once BEC had been

achieved in the hybrid trap, however, the parameters of the evaporation ramp were

adjusted to see how the condensate number was affected, and it was found that

reducing the duration of the ramp from 5 seconds to 2 second showed no reduction

in the final condensate number thus a 2 second ramp is now used.

6.5.5 Loading the hybrid trap

The hybrid trap is formed by the combination of a far off-resonant optical dipole

trap, which provides confinement in the radial directions along the optical axis of

the beam, whilst the remaining quadrupole gradient provides confinement along

the axial direction of the beam. The light for the optical dipole trap is provided

by a Keopsys 1064 nm fiber laser, providing a maximum output of 20 W, however,

typically only 6 W is used in the hybrid trap.

The optical setup used to form the dipole trap in which forced evaporation to BEC

occurs, as well as an additional light sheet trap used to confine the atoms for later

experiments, is shown in figure 6.9 The output mode of the Keopsys is a 2.6 mm

36I did perform a three step optimisation by splitting the evaporation ramp into three linear
ramps and optimising γ at the end of each ramp, but this did not lead to any significant increase
in atom number, thus the simplicity of a single ramp was used instead.
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Figure 6.9: Dipole setup schematic A schematic of the optical setup used to generate
the optical dipole beam used for hybrid trapping and evaporation (left hand side) and the
sheet trap (right hand side) used for axial confinement of the atoms for later experiments.
All optical elements are as in the cooling and repump laser schematics.

1/e2 Gaussian beam, which first passes through a 0.33× telescope, producing a beam

of a Gaussian diameter of 0.87 mm37 before passing through a halfwave plate and

polarising beam spitter cube to form the two beamlines for the dipole traps. The

beamline that forms the dipole trap in which forced evaporation occurs, which I will

refer to as the hybrid beam, reflects off the PBS and a mirror before passing through

37This size is chosen as it maximises the diffraction efficiency through the AOM used, a Gooch
and Housego 3110-197 AOM.



6.5. Experimental implementation of forced evaporation 201

the AOM, whilst the other beam, which I will refer to as the sheet trap, reflects off

two mirrors before passing through its AOM. The angle of the beam through the

AOM for the hybrid beam is adjusted so that the power in the diffracted order that

deflects towards the input RF is maximised, whilst the power in the diffracted order

that deflects away from the RF is maximised for the sheet trap, this ensures the

two beams have a large frequency difference and thus any interference effects will

be on a timescale of 100’s of MHz, imperceptible to the atoms. D-shaped pick off

mirrors are placed after the AOMs to pick off the undiffracted (zero) order beams,

and dump them safely.

Next, the hybrid beam passes through a 2.5× telescope formed by a f=−50 mm lens

and a f=125 mm lens to increase the beam size to ≈2.2 mm before being focussed

by a f=300 mm lens onto the atoms, which should theoretically create a beam waist

of ≈90 µm. The output of the 2.5× telescope is made as collimated as possible, as

this should minimise aberrations in the system and as the focus of the trap will be

adjusted by translating the final focussing lens, this will make the position of the

trap move by the same amount the final lens is translated38. The telescope and

final focussing lens are all mounted in a Thorlabs 30mm cage system to align the

lenses optical axes. The final focussing lens is not mounted in a Z-translation stage

as it was decided the deflection of the beam caused by the tilt of the lens in the

translation mount as it is actuated was not worth the increased precision in the

ability to focus the trap the translation stage provides as the Rayleigh range of the

beam is approximately 2 cm, thus accurate focus of the beam to within a Rayleigh

range is readily achievable with manual positioning of the lens by hand. After the

final lens a mirror and a dichroic mirror that reflects 1064 nm light and transmits

780 nm light are used to combine the dipole beam with the MOT light, whilst on

the other side of the experiment a custom air spaced dichroic is used to reflect the

780 nm light and transmit the 1064 nm light to be safely dumped. Details for the

sheet trap can be found in section 8.2.1.

To load the hybrid trap, first the dipole beam needs to be located. This is a non-

trivial task as the dipole beam is typically only 10’s to a few 100 microns wide, the

Rayleigh range is at most only a few millimetres, and the depth is typically only

10’s to 100’s of µK deep, thus the beam has to be well placed in all 3 dimensions

for any signal to be observed. The easiest method I have found to align the dipole

beam is to first align the beam to an existing beam that is known to pass through

the atoms, in my experimental configuration this is relatively simple as the dipole

38This will not be the case if the input beam is not collimated.
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Figure 6.10: Finding the dipole beam An absorption image showing how the dipole
beam is found through allowing ballistic expansion of the compressed magnetic trap to
expand the volume of the cloud whilst keeping the dipole beam on to capture the atoms
that are cold enough showing the location of the beam.

beam co propagates with one of the MOT beams. The alignment thus begins by

aperturing down the MOT beam to the smallest size possible whilst still observing

a MOT39 and then aligning the dipole beam to this MOT apertured MOT beam at

either side of the cell. As the dipole beam is on the order of a millimetre outside the

cell and the apertured MOT beam is a few millimetres across, this gets the dipole

beam to within a few millimetres of the atoms.

Next, the dipole beam is found by loading the magnetic trap and switching on the

dipole beam, then releasing the atoms from the magnetic trap and after some expan-

sion time switching off the dipole beam and imaging the atoms almost immediately

after. This method works by capturing the atoms that are cold enough to be trapped

in the dipole beam from the ballistically expanding cloud, which allows the dipole

beam to be seen as a dense line of atoms. Typically expansion times of 20-30 ms

are used, however, there is a trade off as longer expansion times will allow the cloud

to expand further filling a bigger volume and thus creating a larger target for the

39For my apparatus where the location of the field zero for the MOT load and the final compressed
magnetic trap differ the MOT was moved to the compressed magnetic trap for this alignment.
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dipole beam to hit but this comes at the cost of a reduced density of atoms, giving

a smaller signal. Alternatively the atoms from an RF evaporated compressed mag-

netic trap or decompressed magnetic trap can be released and the same procedure

followed, this is useful for finding shallow dipole traps as the atoms will be of lower

temperature, but they will also expand slower creating a smaller target. Figure 6.10

shows a resulting absorption image when the dipole beam is within the volume of

the ballistically expanded cloud, the dipole beam seen as the dense line of atoms

within the cloud. Once the dipole beam has been found it is important to level

the trap with respect to gravity, this ensures the trap is symmetric. If the dipole

trap is not symmetric there will be a potential gradient across the trap, and once

forced evaporation begins atoms will only evaporate along one direction, reducing

the efficiency of the evaporation.

With the dipole beam found the hybrid trap can then be loaded. To load the hybrid

trap the magnetic field gradient is ramped down from its compressed magnetic trap

value to a value just below that which compensates for gravity, I typically use 27

Gcm−1, over 3 seconds. During this time the RF frequency is also swept, beginning

at the final value occurring at the end of evaporation in the compressed magnetic

trap, and in my case ending at 3 MHz. The final frequency and duration of this

ramp are both scanned to optimise the number of atoms in the trap, but these scans

are performed once the position of the dipole trap has been optimised.

Optimisation of the position of the dipole trap begins with optimising the position

in the plane transverse to gravity which begins by aligning the dipole trap vertically

with the center of the atoms in the compressed magnetic trap. Next the position of

the dipole beam is scanned in the horizontal plane, the compressed magnetic trap

is decompressed to load the trap and the final parameters are held constant for 1-2

seconds before the atom number is measured, the results of this scan are shown in

figure 6.11a. There is a clear dip in the center of the scan, this dip arises from close

alignment of the dipole trap to the field zero, which increases the Majorana loss rate

depleting the trap, however, this feature is typically only noticeable if the atoms are

held in this position for a few seconds. Although the atom number is lowest when the

dipole beam is aligned to the field zero, the dipole beam is positioned here as this loss

effect is reduced by displacing the beam vertically, the red dot indicates the position

the dipole beam was left at. Next the position of the beam is scanned vertically,

the results of which are shown in figure 6.11b. The horizontal axis indicates the

mean position of the atoms in the vertical direction in pixels, where an increase in

pixel value corresponds to a displacement downwards. Clearly in this data there is
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(a) (b)

(c)

Figure 6.11: Optimisation of dipole location a) and b) show the dependence of the
number of atoms loaded into the hybrid trap upon the position of the dipole beam. In
both a) and b) there is a clear dip in the number of loaded atoms that arises from precise
alignment of the dipole trap with the field zero, greatly increasing the Majorana loss rate.
The red dots indicate the position the dipole beam was left at. In a), the horizontal position
is scanned whilst the vertical position is fixed at the location of the field zero, and similarly
for b) the vertical position is scanned whilst the horizontal position is fixed at the location
of the field zero. c) shows the measured temperature of the atoms in the hybrid trap. As
the temperature in the hybrid trap is set by the depth of the dipole trap, translating the
lens to maximise the temperature thus maximises the depth at the field zero and thus places
the focus at the atoms.
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still the presence of the field zero, and the position that loads the largest number of

atoms is located below the field zero by approximately 30 pixels corresponding to a

distance of ≈135 µm, larger than the distance suggested by Lin et al.[8] where they

placed the beam one waist below the field zero, however, I find that evaporation at

this position is still effective. A possible explanation for this is that I load a larger

number of atoms into the trap than Lin et al., and thus the increased distance may

be required to relax the axial confinement and decrease the density in the dipole

trap, reducing 3-body losses.

With the position of the beam optimised in the x-y plane, the next step is to op-

timise the focus of the beam by translating the lens that focusses the beam onto

the atoms. One method of measuring how well focussed the dipole beam is near

the field zero is to measure the temperature of the atoms, as when the trap is the

most tightly focussed the trap will be the deepest and as we saw in section 6.4.3

the depth of the trap determines the temperature of the atoms once loaded into the

hybrid trap. Optimisation is thus performed by translating the lens that focuses

the trap, measuring the temperature of the atoms in the trap and repeating. Fig-

ure 6.11c shows the result of such a measurement, with the horizontal axis showing

the displacement of the lens from an arbitrary reference position and the vertical

axis showing the measured temperature. The data shows a reduction in temperature

of approximately a factor of almost two over a range of 1 cm, as a factor of two re-

duction in the trap depth indicates an increase in the waist by a factor or
√

240, this

thus corresponds to approximately one Rayleigh range, roughly in agreement with

the expected size of the dipole beam. Once the dipole beam has been well focussed,

it is worthwhile checking to see if it is still at the optimal position as translation of

the lens can affect the position if the dipole beam is not exactly centered on the lens

and aligned with its optical axis.

With the position in all 3 dimensions of the dipole beam optimised for the hybrid

trap load the decompression parameters can then be scanned. As discussed these

mainly require scanning the final RF frequency and duration of the decompression,

although adding a period of constant RF frequency at the end of the evaporation and

changing the functional form of the RF sweep can improve the loaded number also.

The optimal parameters for loading the largest number of atoms into the hybrid trap

results in the quadrupole coils being decompressed from their initial gradient of 190

Gcm−1 to 26.5 Gcm−1 over 1.5 seconds. During this time the RF frequency is swept

exponentially from 7 MHz to 3.5 MHz in the first 0.5 seconds with a 1.25 second

40Implied by equation 6.29.
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(a) (b)

Figure 6.12: Hybrid load dependence upon dipole power a) and b) show how the
number of atoms loaded into the hybrid trap and the waist of the cloud after a 25 ms drop
time, used as a proxy for temperature, depends upon the power in the dipole beam. a)
shows a clear increase in number as a function of power until it reaches a value of 0.62,
after which it decreases, the decrease is thought to be attributable to an increase in 3 body
losses caused by the increased density. b) shows a monotonic increase with laser power as
expected.

time constant, and then held constant for the remainder of the decompression.

With this optimisation completed, the power in the dipole beam should also be

scanned, figure 6.12a and 6.12b show the results of this scan. Interestingly, fig-

ure 6.12a shows that the loaded atom number decreases with increasing power after

a value of 0.6241, corresponding to 4 W of power at the atoms, this is attributed to

an increased 3 body loss rate arising from the increased density. Figure 6.12b shows

how the waist of the cloud of atoms after being allowed to ballistically expand for

25ms varies as a function of laser power, this is used as a proxy for temperature.

Unsurprisingly the waist increases with increasing laser power, again agreeing with

the theory discussed in section 6.4.3, that the depth of the trap determines the final

temperature of the atoms in the trap. These two data sets make an important point,

however, that using the maximum available laser power does not necessarily lead to

the largest atom number nor the largest initial phase space density.

With all parameters of the hybrid trap load optimised, we typically load 5 × 107

atoms at ≈8 µK into the hybrid trap, corresponding to an initial phase space density

of 0.056. For comparison, a measure of the temperature and number of atoms in

the magnetic trap when decompressed to 45 Gcm−1 with no dipole beam turned

on was also made. This measurement indicated a temperature and atom number of

41The horizontal axis shows in arbitrary units the RF power applied to the AOM controlling the
dipole beam, the power in the dipole beam is monotonic in this variable, but not linear.
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8 µK and 6 × 107 atoms respectively, showing that greater than 80% of the atoms

are transferred into the hybrid trap, and indicates a phase space density in the

quadrupole trap of 3.6 × 10−3 showing this large stage of evaporation does not

produce a great increase in phase space density for the loss of atoms, most likely

because the efficiency of the evaporation is greatly limited by the Majorana loss

rate. This also shows the impact of changing the shape of the potential, as almost

the same number of atoms at the same temperature are loaded into the dipole trap,

but the phase space density increases by almost a factor of 16.

6.5.6 Characterising the hybrid trap

With the atoms finally loaded into the hybrid quadrupole/dipole trap, it is then

time to characterise this trap. In the hybrid trap the potential along the length of

the dipole beam is dominated by the quadrupole trap, whereas the dipole potential

dominates the two transverse dimensions. As the dipole trap can be approximated as

a harmonic trap, we can thus associate a trapping frequency with the harmonically

trapped directions, these trapping frequencies, as well as knowing the heating rate

and lifetime in the hybrid trap will fully characterise our trap.

As we saw in section 6.3.1 the trapping frequency depends upon both the power of

the laser as well as the waist of the beam, thus both these properties must be known

to know the trapping frequency. To measure the power in the dipole beam at the

location of the atoms, the power before and after the cell can be measured. These

measurements can then be used to estimate the power loss from the reflections off

the windows of the cell, and the power at the atoms can then be estimated. The

initial power in the dipole trap is estimated to be 5 W at the atoms, based on

the power measured with a power meter before the cell, and then accounting for

the losses a lower power beam experiences upon transmission from where the high

power measurement was made42 and losses from reflection off the glass cell.

Measurement of the waist of the dipole beam at the atoms is more difficult, however,

as the beam can only be profiled outside of the cell, and thus the effect the thick

glass windows have upon the focussing dipole beam, as well as the exact alignment of

the dipole beam onto the atoms, cannot be accounted for. Instead we can measure

the trapping frequency directly from the atoms by creating a sloshing motion in

the cloud. This is performed by using a bias field or increasing the quadrupole

42A lower power beam is used for reasons of practicality, the power meter capable of measuring
5 W is too large to fit into most places.
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(a) (b)

(c)

Figure 6.13: Hybrid trap frequency measurements a) and b) shows for 2 different
dipole powers the measured (dots) mean position in the vertical direction of a cloud of cold
atoms in the hybrid trap after displacing the atoms a small amount from the trap centre,
waiting a variable amount of time indicated by the horizontal axis, and then allowing them
to ballistically expand for 25 ms. There is a clear sinusoidal sloshing motion of the atoms,
the frequency of which is equal to the trap frequency. Solid curves are decaying sinusoidal
fits to the data. c) shows the measurement of the trapping frequencies of the hybrid trap
using parametric resonance, there is a clear decrease in atom number when the frequency of
modulation is twice that measured using the sloshing motion, but the decrease is very wide
in frequency space.
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gradient slightly to displace the atoms a small amount from the trap centre, and

then releasing them and measuring the mean position of the cloud after a range of

different dropping times. Figure 6.13a and 6.13b show the resulting oscillations for

two different dipole trap powers. Plotted is the vertical position of the centre of a

Gaussian fit to the atom as a function of hold time in the trap since the displacement

after 25 ms of ballistic expansion. The data shows a clear sloshing motion, and the

decaying sinusoidal fits to the data (solid lines) indicate trapping frequencies of 162.5

Hz and 104 Hz for powers of 788 mW and 375 mW in the dipole beam respectively.

By comparing the ratio of these trapping frequencies to the ratio of the power in

the beams we also see the square root dependence of the trapping frequency on the

power as calculated in equation 6.32. Also, by using the data obtained for a dipole

power 788 mW and a trapping frequency of 162.5 Hz and equation 6.32, we can

calculate the expected waist of the focussed trap. The calculated waist was found to

be 60 µm, in good agreement with the measured waist via reflecting the beam with

a mirror before it enters the cell, profiling the beam with a camera and fitting a

Gaussian beam to the resultant image, which measured a waist of 55 µm and 65 µm

in the vertical and horizontal directions respectively43.

Another method that can be used to measure the trapping frequencies is via para-

metric heating. Parametric heating in a harmonic oscillator occurs when a property

of the trap is modulated at twice the natural resonance frequency of the trap, which

results in considerable energy being injected into the system. An everyday example

of a parametric resonance is when one is in a swing and uses their legs to increase

their swinging height, by swinging their legs twice as fast as the swing is swinging

they will gain amplitude much faster.

To perform parametric heating, the power in the dipole trap is modulated by 8%44

in a sinusoidal fashion about its mean power. This modulation occurs for 1 s and

the cloud is then released from the trap and allowed to ballistically expand for 35 ms

before being imaged. The frequency of the modulation is then changed, and the

experiment repeated. Figure 6.13c shows the result of the parametric heating upon

the atom number for a dipole power of 375 mW. There is a clear decrease in the

number of atoms remaining in the trap after it has been parametrically excited for

a wide range of frequencies about ≈210 Hz, where we would expect the resonance,

43Note that when calculating the in-situ waist size via this method, the largest amount of power
available should be used as this will minimise the effect gravity has upon reducing the trapping
frequency.

44±4%
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(a) (b)

Figure 6.14: Hybrid trap lifetime a) shows the atom number decay as a function of
time, there is a faster then exponential initial decay. The data in b) shows the variation in
the waist of the cloud for the same experiments as in a), and show that the waist of the cloud
decreases as a function of time indicating some ‘plain evaporation’ occurs. Thermometry
after a 7 second hold agrees with this.

however, the width of this resonance is much larger than others have seen.

In an ideal parametric resonance measurement, the trapping frequency alone would

be modulated, however, in a hybrid trap when the dipole potential is modulated

the mean trap position will also move due to the influence of gravity. It is thought

that this coupling of the movement in the position of the trap to the dipole power

broadens the resonance.

The other key property that characterises the hybrid trap is the lifetime of the

atoms in the trap, which will no longer likely be limited by background collisions, as

off-resonant scattering will also remove atoms from the trap. Figure 6.14a shows a

measurement of the number of atoms left in the trap as a function of time. There is

clearly a fast initial reduction in the number of atoms, followed by a slower decay, as

characteristic of an exponential decay in time, however when plotting the width of

the cloud as a function of hold time, as shown in figure. 6.14b there is also a reduction

in width during this time. This indicates that some ‘plain evaporation’ is occurring

over the first 7 seconds in the dipole trap, a measurement of the temperature after

7 seconds shows it has reduced to ≈7 µK. Fitting the data from 7 seconds onwards

indicates a lifetime on the order of 15 seconds.
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Figure 6.15: Optimal evaporation in the hybrid trap. a) and b) show how evap-
oration in the hybrid trap occurs. In a) the evaporation ramp is faster than the optimal
rate, leading to evaporation occuring only in one dimension, along gravity, whereas in b)
evaporation is occuring at the optimal rate, and atoms are seen to evaporate in 3-directions,
along the length of the dipole beam as well as along gravity.

6.5.7 Forced evaporation in the hybrid trap

Forced evaporation in the hybrid trap proceeds by reduction of the dipole power.

As the hybrid trap is the trap in which BEC will be made, optimisation of forced

evaporation for condensates is performed as described in section 6.1 by optimising

the parameter γ as defined in equation 6.13, or alternatively by optimising α as

defined in equation 6.545, which as discussed is optimised by optimising α at each

point during the evaporation.

To perform this optimisation, first the initial temperature and number of atoms in

the hybrid trap is measured. Next a fixed time interval is chosen, this time interval

is chosen to be long enough such that the optimal evaporation trajectory results in

a reduction of the temperature of the atoms by a factor of 2-346. This reduction

in temperature by a factor of 2-3 is chosen so that when scanning the evaporation

parameters there is a clear maximum, as otherwise the uncertainty in α, arising

from the uncertainty in the measured temperature and number, will obscure the

45α is typically an easier parameter to optimise experimentally, as it depends solely upon the
change in number and temperature, and does not require detailed knowledge of the trapping po-
tential.

46As the optimal trajectory is not yet known there is obviously some guess work involved here,
but in a hybrid trap with good initial conditions and lifetime, an evaporation time on the order of
seconds is reasonable, with the time increasing as evaporation proceeds and the rethermalisation
rate slows.
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maximum47. With an evaporation time chosen, the next step is to linearly48 ramp

the power in the dipole beam to a range of different values, measuring the final

number and temperature of the atoms in the trap for each power, and calculating α

for each evaporation ramp.

Figure 6.15 shows how evaporation proceeds in the hybrid trap, with the evaporating

atoms been clearly seen as lines of atoms falling out of the trap. In figure 6.15

two different rates of evaporation are seen, in a) the evaporation rate is faster than

required for the optimal efficiency, and it is clear that evaporation is mostly occurring

in one direction, along gravity. In b) evaporation is occurring at the optimal rate,

and evaporation is seen to occur in three directions, along the lengths of the dipole

beam as well as along gravity. This increase in the area of the surface through

which evaporation can occur leads to the increased efficiency, and is why levelling

the dipole beam with respect to gravity is important, as otherwise evaporation would

only occur along one direction of the dipole beam.

Evaporation ramp Duration (s) Pf (W) Nf (107) Tf (µk) α

1 0.5 2.17 4 5 2.11

2 0.5 0.788 3 2.2 2.85

3 1 0.245 1.45 0.59 1.81

Table 6.4: Properties of the optimised evaporation ramps

Table 6.4 shows the results of this optimisation resulting in three linear ramps of

the dipole power before the first signs of condensation were observed, as shown in

figure 6.16. These ramps take the initial dipole power from 4 W down to 2.17 W

then 788 mW and finally to 245 mW over durations of 0.5 seconds, 0.5 seconds and

1 second, respectively, and each ramp results in a temperature reduction of a factor

greater than 2. Once the first signs of condensation occur this optimisation proce-

dure is no longer used as accurate fitting of the temperature and number of atoms

becomes difficult, and when considering atom losses one has to not only account for

evaporated atoms, but has to take into account atoms that have condensed as well.

Forced evaporation in the hybrid trap began with a cloud of 5×107 atoms at ≈8 µK.

After evaporation, just on the edge of condensation, 1.45 × 107 atoms remained at

47A larger change in temperature will make changes in α more apparent, but reduces the number
of ramps used to optimise the evaporation.

48Obviously there are other functional forms of the ramp that could be used, however, they all
involve additional parameters that would need to be varied to find the optimal trajectory, creating
a much larger space in which the optimisation is performed, I achieve good efficiency without the
need for this additional complexity.
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Figure 6.16: First sign of condensation. Shown are the very first signs of condensation
occurring at the end of the 3rd evaporation ramp, indicated by the peaked centre of the
cloud, the first signs of a bimodal distribution.

a temperature of ≈590 nK, a volume of 6.7× 10−6 cm3 and thus average density of

1.85× 1014 atoms/cm3 and a peak phase space density of 2.549, corresponding to an

increase in PSD by a factor of 44, and thus a resulting evaporation efficiency, γ, of

3.06.

6.5.8 Bose-Einstein condensation

With the first signs of condensation observed we have almost achieved our main goal

for the apparatus. As discussed, optimisation using γ as defined in equation 6.13

is difficult as one has to accurately count the number of atoms in the condensate

as well as the thermal cloud, account for the increase in PSD due to the increase

in condensed atoms, and still accurately measure the temperature of the thermal

49Note that in this increase in PSD, one also has to account for the reduction in the trapping
frequency due to the reduced power, one cannot simply compare the ratio of the temperature and
number to the initial conditions, appendix. D shows the calculation used.
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Figure 6.17: Emergence of bi-modality a), b), c) and d) show the emergence of a
bimodal distribution in time of flight as the final dipole power is lowered. As the power
is lowered the fraction of thermal atoms reduces whilst the condensate fraction increases,
although this is difficult to see at this relatively short drop time (35 ms) as the OD becomes
very large.

cloud. Instead I chose to optimise the large stage of evaporation in a single step,

aiming for a ‘pure’ BEC50, and maximising the number of atoms in the condensate.

Figure 6.17 shows the effect of reducing the laser power on the fraction of atoms in

the condensate, with the power being reduced from figure a) through to d). Clearly

as the laser power is reduced the fraction of atoms in the thermal component is

reduced whilst the fraction of atoms in the condensate increases, however, at the

short drop times used for these images (35 ms), the optical density of the condensate

is too large and the measurement saturates, typically leading to underestimating the

optical density.

Obviously condensation can occur at any power given a large enough number of

atoms that are cold enough, and thus as evaporation becomes more efficient the

power at which a ‘pure’ condensate will form is increased, thus ideally one wants

to maximise the power at which the condensate forms. Optimisation of the final

evaporation ramp is thus performed by scanning both the final power as well as the

final evaporation ramp time, and maximising the number of atoms in the condensate,

or alternatively by maximising the power at which a pure condensate forms, as this

should also maximise the number of atoms in the condensate. As the metric for

50Here I consider a condensate fraction greater than 80% to be pure.
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(a) (b)

Figure 6.18: Final BEC and PSD versus N a) shows the final condensate after 100
ms of ballistic expansion. A Thomas-Fermi and Gaussian fit to the data indicate a 90%
pure condensate with ≈ 2.2× 106 atoms, produced in just under 10 seconds. b) shows how
the phase space density and temperature varies as a function of atom number during forced
evaporation in the magnetic trap and the hybrid trap, the different stages being indicated
by the dotted lines. All axes are logarithmic, with the horizontal axis indicating the atom
number, the left hand side vertical axis the phase space density, and the right hand vertical
axis the temperature. The data shows an almost linear trend throughout the entire process,
with an average evaporation efficiency of γ = 3, indicated by the dashed line.

this optimisation, a drop time of 100 ms is used to reduce the optical density of the

condensate to ≈ 4, so the number can be accurately measured, and a Gaussian fit

to the thermal cloud as well as a Thomas-Fermi fit to the condensate was performed

to measure the condensate fraction as well as the atom number.

Figure 6.18a shows the final condensate once the optimisation ramp was optimised,

resulting in a 1 second ramp from 245 mW down to 45 mW, a further reduction

in power by a factor of 5.45, followed by 0.2 seconds of free evaporation. This

evaporation results in a condensate of 2.2× 106 atoms, and given equation A.5 and

a condensate fraction of 90% suggests T
TC

= 0.45.

Figure 6.18b shows how the phase space density and temperature of the cloud varies

with atom number throughout the entire trajectory of the experiment up to the

first sign of condensation. All axes display a logarithmic scale, with the left hand

side vertical axis indicating the phase space density, the right hand vertical axis the

temperature and the horizontal axis the atom number. Dotted lines are used to

separate the three different stages, forced evaporation in the compressed magnetic

trap, decompression to load the hybrid trap and forced evaporation in the hybrid

trap, beginning from the right hand side. A dashed line also shows the average
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(a) (b)

Figure 6.19: Final BEC characterisation a) shows the result of modulating the dipole
beam potential for 1 second with a 2% modulation at various frequencies. Only one clear
resonance was observed at 29 Hz, which coincides with the trap frequency as measured by
a dipole mode oscillation measurement. b) shows the voltage measured by a photodiode
used to monitor the MOT fluorescence during an experiment. The first 2 seconds show an
increase in fluorescence as the MOT loads before suddenly switching off during the PGC
stage. After a few hundred milli-seconds the Hybrid dipole beam is switched on and the
scatter from the beam is picked up by the photodiode. From ≈6.5 s to 9.5 s the power in
the dipole beam is seen to ramp down as hybrid evaporation occurs, followed by two pulses
that correspond to the imaging beam switching on for absorption imaging.

evaporation efficiency, γ = 3.0, across the entire trajectory. Clearly evaporation in

the magnetic trap is initially more efficient, however, as we saw earlier this efficiency

drops remarkably once Majorana losses become large, resulting in a decreased effi-

ciency during the decompression and loading of the hybrid trap. Evaporation in the

hybrid trap then begins with a slightly greater efficiency than the average, before

decreasing during the last stage of evaporation.

To characterise the BEC, we need to measure both the trapping frequency of the

potential, and the Thomas-Fermi radius of the condensate, and then through use

of equation A.11 we can calculate the chemical potential. To measure the Thomas-

Fermi radius of the condensate an image from both the side and bottom are taken of

the condensate, effectively in-situ (after 2 ms drop). The measured Thomas-Fermi

radii from these images were 81 µm, 91 µm and 44 µm along the Z, Y and X axes,

respectively, where the Z axis is along gravity, the Y axes along the optical axis

of the dipole beam and the X axis is transverse to the optical axis of the dipole

beam and perpendicular to gravity. This indicates an approximate 2:2:1 ratio of

the condensate in the Z, Y and X dimensions, respectively. One may assume that

the Thomas-Fermi radius of the condensate in the X and Z directions would be the

same given the dipole beam dominates the potential in these directions, however, as
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gravitational sag forces the trap potential and trapping frequency to reduce to zero

at a finite power, this is not the case. These Thomas-Fermi radii indicate the relative

trapping frequencies along the different axes, indicating the trapping frequency in

the vertical direction should be approximately half of that along the other two axes.

To measure the trap frequency we can again perform a dipole mode oscillation

measurement. This was performed along the X-direction, and agrees well with the

expected trap frequency of ≈30 Hz, as calculated via equation 6.32 and the measured

trap frequencies at higher powers. A parametric resonance type measurement was

also performed by modulating the Hybrid beam power by 2% for 1 second, which

resulted in the data in figure 6.19a. This data shows substantial atom loss at 29 Hz

in a narrow peak, but no other features where we might expect them.

This peak could be attributed to the expected 15 Hz trapping frequency along

the vertical direction, this trapping frequency being confirmed by a dipole mode

oscillation measurement. However, I expect that this resonance is more likely due

to coupling with the dipole oscillation mode in the X direction causing loss, as

reduction in the laser power will exaggerate the graviational sag in the potential,

coupling the modulation of the trap frequency to a modulation of the position of

the trap minimum in the vertical direction, causing atoms to roll down along the

length of the dipole beam to the new trap minimum. This may also explain why

no parametric resonance was observed at 60Hz, twice the 30 Hz trap frequency in

the X direction, as the coupling of the modulation of the trapping frequency to the

position of the atoms prevents a parametric resonance measurement being made.

To produce a BEC of 2×106 atoms an experiment consists of 2 seconds of MOT load

followed by 2 seconds of evaporation in the compressed magnetic trap, a further 1.5

seconds of decompression to load the hybrid trap and finally 3 seconds of evaporation

in the hybrid trap, resulting in an entire experiment runtime of about 9 seconds.

This entire sequence can be ‘seen’ from a photodiode signal, shown in figure 6.19b,

which was initially used to monitor the fluorescence of the MOT. The photodiode

signal is seen to increase in the first two seconds, corresponding to an increasing

number of atoms in the MOT as it loads, after which the CMOT stage and PGC

occur before the MOT beams are finally switched off. Next at t=2.3s we see the

scatter of the Hybrid dipole beam from the glass cell as we suddenly switch it on,

followed by it being held on at constant power for ≈3.5 s, before being ramped down

over 3 seconds to its final value to force evaporation in the hybrid trap. Finally, just

before t=10 s we can see two pulses corresponding to scatter from the imaging beam

as we image our result.
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My BEC production time is almost 40% faster than Lin et al., which is attributed

to my much faster MOT load rate, as I typically load 3 times as many atoms in

the MOT loading stage than they do in the same amount of time, allowing faster

evaporation in the compressed magnetic trap leading to a larger phase space density

for faster loading of the hybrid trap, and finally a faster evaporation in the hybrid

trap.



Chapter7
Imaging cold atoms

One of the key questions we ask when probing cold atoms is “how cold?” As cold

atom samples are so small in number compared to most macroscopic objects, even

in the case of the smallest probes available the atoms cannot be considered a ther-

mal reservoir, and thus measurement through contact probes would quickly find the

atoms equilibrating to the probe’s temperature, not vice-versa, and thus information

about the temperature of the atoms cannot be obtained this way. We saw in sec-

tion 5.2 a number of other ways one could measure the temperature of the atoms.

These techniques utilised a single probe beam causing fluorescence in the atoms

which was detected, and then probe bem parameters such as detuning or position

were changed and the dependencies of the fluorescence on these parameters were

measured. From these measurements the temperature could be estimated. Nowa-

days the most common technique is to use time of flight expansion, measuring how

the atomic cloud ballistically expands during time of flight, however, this requires

spatially resolved imaging over a wide field of view.

The other key question one asks when trying to achieve Bose-Einstein condensation is

whether you have achieved condensation or not? One of the first characteristic signs

of condensation is a bimodality seen in time of flight measurements, distinguishing

the condensate from the thermal atoms. Another key characteristic is the distinctive

Thomas-Fermi profile arising from the atoms adopting the shape of the potential

as opposed to a Gaussian distribution, or alternatively in an anisotropc potential

seeing an aspect ratio inversion as the tighter dimension expands more rapidly. All

these signs require some form of spatially resolved imaging also.

219
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Optically probing cold atoms is a versatile technique through which most of our

measurements of cold atoms have been made, typically in which an image is taken

of the atoms that reflects the density distribution of the atoms. To understand how

we can use optical probing to gain quantitative information from the atoms, we must

first understand how atoms interact with light.

7.1 Optical interactions

There are three processes we must consider when discussing the interaction of atoms

with light; the absorption of photons, the spontaneous emission of photons and the

effect of the atoms on the phase of light that passes through them, these three

processes are depicted in figure 7.1. All of these interactions can be encapsulated

into a single parameter, the complex index of refraction, natom, given by

natom =
√

1 + 4πnα, (7.1)

where α is the complex atomic polarizability of the atoms, as we saw in section 6.3.1,

and n is the number density of the atoms. In section 6.3.1 we were mostly concerned

with the real component of the atomic polarizability as this describes the dispersive

interaction of the atoms with the light field, however, here we shall be more concerned

with the imaginary component describing the attenuation. In the case where natom−
1� 1, the index of refraction can be written as

natom = 1 +
σ0nλ

4π

( i

1 + δ2 I
Isat

−
δ
√

I
Isat

1 + δ2 I
Isat

)
, (7.2)

where all symbols carry their usual meaning, σ0 being the on resonance cross section,

λ the wavelength, δ the detuning from resonance expressed in half linewidths1 and

I and Isat are the light intensity and saturation intensity, respectively.

The form of equation 7.2 is useful as it separates the contributions of the real and

imaginary part of the refractive index. The imaginary part of the refractive index is

clearly the first term in the brackets, and is responsible for the absorption and thus

attenuation of the optical field, whereas the second term accounts for the dispersive

nature of the atoms when interacting with an optical field that is off resonance. Note

1i.e. δ = ω−ω0
Γ/2

, where ω and ω0 are the frequency of the imaging light and the transition
frequency, respectively, and Γ is the linewidth of the transition.
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Figure 7.1: Interaction of photons with atoms A, B and C show the three types
of interactions phtons have with an atom. In A, the absorption of a photon by an atom
is shown, exciting the electron in the atom into a higher orbital. B shows the process of
spontaneous emission of photons as an atom in an excited state decays to its ground state.
C shows how the phase of a photon as it passes through an atom is shifted with respect to
a photon passing through vacuum.

that as the dispersive term is proportional to the detuning, it clearly vanishes for

zero detuning, whereas the absorptive term is largest for zero detuning.

The simplest approximation we can make for the interaction of the optical field

with the atoms is the equivalent of the thin-lens approximation in optics, that the

light that enters the atoms at coordinate (x,y) will also exit at the same coordinate,

and only be attenuated and phase shifted. In this case the atoms acts as a non-

transparent phase object. If the incident optical field can be described by an electric

field E0(x, y), then the light exiting the atoms can be described by[145]

ET (x, y) = tE0(x, y) exp(iφ) (7.3)

where we have introduced the transmission coefficient, t and the phase shift, φ.

The transmission coefficient describes the attenuation of the optical field by the

atoms, and is simply given by the imaginary component of 4πnatom
λ . In the thin-lens

approximation this can be calculated by integrating the atomic density along the
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optical axis and replacing the atomic density, n(x, y, z), with the integrated column

density,
∫
σ0n · dz2 thus the transmission coefficient is given by

t = exp
(
−
∫
σ0n · dz

2

1

1 + δ2 I
Isat

)
. (7.4)

A common quantity that is used experimentally is the off resonance optical density,

OD, given by

OD =

∫
σ0n · dz

1 + δ2 I
Isat

, (7.5)

this is particularly useful, as the transmission coefficient can then be expressed as

t = exp(−OD/2), yielding the simple interpretation of the OD as twice the log

of the fractional reduction in the electric field amplitude through the sample. i.e.

OD = −2log(t), or alternatively, the log of the fractional reduction in intensity. The

phase shift can be similarly expressed in terms of the off resonance optical density,

or alternatively through the dispersive component of the complex refractive index

of the atoms,

φ = −δOD
2

=
(∫ σ0n · dz

2

δ
√

I
Isat

1 + δ2 I
Isat

)
. (7.6)

Now as the integrated density plays a role in both the phase shift and the trans-

mission coefficient, spatially resolved measurement of either of these two quantities

allows one to infer the atomic density distribution integrated along the optical axis,

through measurement of the optical density.

Measurement of the phase shift induced by the atoms typically requires a more

complex setup than standard absorption imaging, as cameras are not sensitive to the

phase of the optical field and thus must have the phase converted into an amplitude

modulation to allow it to be measured. There have been several methods which have

been demonstrated that achieve this, one such method is dark ground imaging[146].

In dark ground imaging, the atoms are illuminated by a collimated laser beam, and

then reimaged onto a camera, for simplicity we will consider the case of a pair of

lenses used to reimage the atoms in a 4f configuration. In the Fourier plane of the

first lens, the unscattered light will come to a focus where it can be blocked, whereas

the scattered light will be collimated, the second lens then reimages the atoms onto

the camera.

In a similar manner, phase contrast imaging of cold atoms has also been demonstrated[147]

2Here we assume the optical axis is aligned with the z-axis.
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Figure 7.2: Generalised imaging scheme A generalised imaging schemeis shown above.
A probe beam is shown to be incident on the atoms from the left hand side (red arrows),
which scatter some of the light (blue arrows). These photons are then captured with a lens
and reimaged onto the camera using a 4f configuration. In the fourier plane of the first
lens, a grey box represents either an amplitude (t) or phase (φ) modulating element. In the
case of standard absorption imaging, the element is such that (t,φ)=(1,0), in the case of
darkground imaging (t,φ)=(0,0) and in the case of phase imaging typically (t,φ)=(1,π/2).

which utilises modulation of the unscattered radiation in the Fourier plane of the

first lens, however, this time by placing a well characterised phase object, which

typically shifts the phase of the light by ±π/2. The modulated unscattered light

then interferes with the scattered light on the camera, allowing the phase induced by

the atoms to be measured through the interference pattern. These methods require

additional complexity to the optical setup and are most useful if one is wanting

to use a non-destructive imaging technique3, however, in this work this was not of

concern. Thus in this thesis I have solely relied upon either measurement of the

transmission coefficient, or alternatively the fluorescence of an atomic sample.

A generalised setup in which absorption, dark ground imaging or phase contrast

imaging can be performed is shown in figure 7.2. Shown on the left hand side

of the figure is the incident probe beam indicated by the red arrows. As the light

interacts with the atoms it is absorbed and re-emitted (blue arrows), or phase shifted

by the atoms, for clarity the phase shifted light is not shown. Of the light that

is fluoresced by the atoms some of it is captured by the imaging system, in this

case shown in a 4f configuration, and is reimaged onto the camera. In a standard

absorption imaging setup no other optical components are required. In the case of

phase contrast imaging a phase object is placed at the focus of the probe beam, in

the focal plane of the first lens, which phase shifts the transmitted light, typically

3As the phase shift is proportional to the detuning, the detuning is typically many linewidths,
sometimes even up to hundreds of linewidths[148], which greatly reduces the absorptive component
of the refractive index, minimising heating of the sample.
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by π/2. In the case of dark-ground imaging a small opaque object is used to block

this light instead.

7.2 Absorption imaging

On-resonance absorption imaging is a particularly quick, simple method of obtaining

relatively accurate quantitative atom numbers, as the signal to noise is maximised

for zero detuning4 and as there is no phase component, one does not have to worry

about lensing effects that arise from the varying phase shift imparted to the optical

field. To calculate the optical density of the cold atom cloud through an absorption

image, one only need invert equation 7.5, to find

OD(x, y) = −ln
(Iout(x, y)

Iin(x, y)

)
= σñ(x, y), (7.7)

where Iout and Iin are the incident and transmitted light intensity respectively, and

ñ(x, y) is the integrated column density, and we have assumed on-resonant light.

Using the second equality in the above equation allows the integrated column density

to be inferred from the optical density.

The main criticism of on-resonant absorption imaging is its dynamic range, which

is typically limited by the bit-depth of the camera used, for example consider our

case of a camera with a bit depth of 14. The counts of this camera can thus range

from 0-16383, and thus to maximise the dynamic range of the camera, the exposure

of the atoms by the laser should be adjusted to reach the maximal counts recorded

by the camera. Now, for my camera the typical count rate for an image with no

light is ≈1000 counts, with a deviation of ≈100 counts across the chip. Thus this

allows a maximal attenuation of the laser light from ≈15000 counts to ≈100 counts

before the change in the laser light will be lost due to the noise on the camera.

This change in laser intensity corresponds to an OD of ≈25, indicating this is the

maximal OD we can accurately detect. However, in a range of situations, such as

in − situ absorption imaging, or even short-drop time (<20 ms) ballistic imaging,

OD’s can range be in the range of 10-300, making accurate measurement of the

OD somewhat difficult. This issue can be circumvented by allowing the cloud to

ballistically expand for longer enough such that the peak OD drops to ≈2, but this

4As the most photons are scattered at zero detuning.
5Note that the absorption measured by the camera is given by t2, as defined in equation 7.4, not

t, as the camera measures |E|2 not E.
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requires a field of view wide enough to encompass all of the atoms, which typically

prevents accurate imaging of small objects6.

If one were to instead want to maximise the dynamic range of the optical density

the camera can detect, one could image off resonance and choose a particular value

of detuning such that the resulting off-resonance OD is approximately 1 and yields

≈ 63% absorption.7 When the OD of the cloud is much greater than unity, the

optimal detuning for maximal contrast is given by δ =
√
OD. However, in this

case the atoms will refract the light as we are no longer on-resonance, since the real

component of the atomic refractive index is non-zero. The angle at which the cloud

refracts the light can be estimated as 2λφ
πd , where d is the size of the cloud and φ

the maximal phase shift imparted by the cloud. Now, due to the finite size of the

atoms, the atoms will also diffract the light at an angle given by λ
d , thus if the phase

shift is kept smaller than π/2 then the refraction angle will remain smaller than the

diffraction angle, and the spatial resolution of the imaging system will be limited to

its diffraction limit. However, if the phase shift is larger than π/2, then the spatial

resolution of the imaging system will be degraded and not all of the refracted rays

will be collected by the imaging system, leading to a loss in signal apparent as an

increase in the absorptive signal. This increase in the absorptive signal will vary

as a function of the phase shift, and thus will vary across the cloud, affecting both

relative and absolute density measurements.

An alternative method to image with on-resonant light is to use high-intensity imag-

ing, where the light intensity is greater than the saturation intensity of the transi-

tion, and thus saturation effects cannot be neglected. In the case of high intensity

imaging, equation 7.7 is modified to become

OD(x, y) = −ln
(Iout(x, y)

Iin(x, y)

)
+
Iin(x, y)− Iout(x, y)

Isat(x, y)
= σñ(x, y). (7.8)

There is now an additional term which is linear in the difference of the input and

transmitted intensity, and depends on the saturation intensity. In the case of low

intensities compared to the saturation intensity the linear term vanishes and we

arrive back at equation 7.7.

We can now utilise this linear term to improve our imaging, as by increasing the

6As to have such a large field of view, either a camera with an extremely high number of pixels
is required, or alternatively the magnification of the optical system will be low such that each pixel
is quite large, making it difficult to resolve small features.

7As this will maximise the contrast for the desired range of OD’s.
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intensity of the light to be greater than the saturation intensity, we can effectively

make the atoms more transparent, as the rate of incident light becomes greater than

the rate at which the atoms can scatter the photons. Let’s elucidate this with an

example. Consider the case of a dense cloud that has a large optical density and let’s

calculate the light intensity required, in multiples of the saturation parameter, to

have an absorption of only 50% of the light, i.e. Iout
Iin

= 1
2 , and thus Iin − Iout = Iin

2 .

Substituting the above relations into equation 7.8 yields

OD(x, y) = ln(2) +
Iin

2Isat
(7.9)

and rearranging the above, and noting that we have assumed that ln(2) � OD

yields

Iin = 2OD × Isat, (7.10)

i.e. to have approximately half of the probe light absorbed by the atoms, the in-

tensity of the imaging beam should be larger than the saturation intensity by ap-

proximately twice the optical density of the atoms. Note that this relation holds for

on-resonance imaging when the optical density of the atoms is much greater than 2.

7.2.1 Measuring saturation intensity

High intensity absorption imaging has been the workhorse imaging technique for

quantitative atom numbers in my apparatus, however, to utilise this technique,

accurate knowledge of the absolute intensity of the probe light is required, not

simply the ratio of the incident to transmitted intensity as is the case with low

intensity imaging of dilute clouds. To measure the intensity of the imaging light a

few different methods have been developed.

The simplest but typically least accurate is to measure the incident probe power

with a power meter, account for any transmission loss through the optical system,

and then infer the pixel count on the camera that corresponds to the saturation

intensity. This method, however, introduces a number of uncertainties, such as the

uncertainty associated with the power meter, your measurements of transmission

loss through the optical system as well as accurate knowledge of the beam profile.

An alternative method suggested recently[149] is to instead use the imaging beam as

effectively a kicking beam to impart momentum to the atoms during free-fall then

infer the momentum imparted by measuring the displacement of the cloud after some
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Figure 7.3: Side imaging calibration A calibration of the effective side imaging camera
pixel size is shown above, performed by dropping a cold cloud for various different drop
times, and fitting the displacement along the vertical axis.

fixed time as a function of beam power. The momentum imparted to the cloud will

depend upon the polarisation, detuning and intensity of the probe light. Hueck et

al. showed that this method could be used to calibrate all three parameters, finding

the optimal polarisation, detuning, and the pixel count rate that corresponds to

the saturation intensity. One drawback of this method is the complexity of the

setup required to perform the calibrations, as one requires independent control of

the probe beam one is attempting to calibrate, as well as an imaging system that

is transverse to that probe beam used to measure the displacement of the cloud, as

such I have not performed this measurement.

Another method first suggested by Reinaudi et al.[150], measured the saturation

parameter by performing absorption imaging at a range of different probe intensities,

but fixed duration, with a fixed number of atoms in identical conditions. As the

number of atoms and their conditons are fixed, the optical density is thus also fixed,

and thus each image should result in the same calculated optical density if the

correct pixel value for the saturation intensity is used. Reinaudi et al. then found

this value by performing a least squares fit to their data, minimising the differences

in calculated optical density between shots. The benefit of this method of calibrating

the imaging saturation parameter is that it is not as prone to the uncertainties of

the first method suggested, however, the drawback is that it requires consistent

conditions for the atoms. This is the method I employ to measure the saturation

intensity in terms of pixels.
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7.2.2 Measuring imaging system magnification

Clearly from equation 7.8 the physical size of the cloud must be known, not simply

the size in pixels. As such, an accurate calibration of the magnification of the optical

system must be known.

To calibrate the imaging system when the optical axis is perpendicular to gravity,

measurement of the mean position of the cloud as a function of drop time can be

used. This is as once all trapping potentials are switched off the cloud will accelerate

due to gravity and fall along the vertical axis. By fitting the mean position of the

cloud as a function of drop time, the mean position should obey

s =
1

2
gt2 (7.11)

where s is the displacement of the mean position from its in-situ position, g is

the acceleration due to gravity, and t is the drop time. Now, we can rewrite the

displacement in position as the product of the displacement in pixels, dy, and the

effective size of a pixel8, px, i.e. s = dy × px. Using this, along with the knowledge

that g =9.8 m s−29, we can then fit the mean position as a function of drop time

using equation 7.11, with the only free parameter being px, and thus obtain the

effective pixel size.

Figure 7.3 shows the result of this calibration for the side imaging, which indicates

a pixel size of 4.48 µm corresponding to a magnification of 1.01±0.01, agreeing with

the expected value. Clearly the data agrees with the theory quite well, however, it

should be noted that if one uses the displacement of the cloud along a particular

axis, say along the y-axis (i.e. s2 = dy2), as opposed to the total displacement (i.e.

s2 = dx2+dy2), then one may overestimate the pixel size as they will not account for

the velocity in the orthogonal direction. The same reasoning applies if the camera

is tilted with respect to gravity. As an example, consider the extreme case of when

the optical axis is aligned with gravity. In this case the mean position of the cloud

will not change x-y coordinates with time, and thus the pixel size will be calculated

to be infinitely large, which is obviously incorrect. Alignment of the optical axis to

be perpendicular to gravity can be readily performed by placing a spirit level on

8We say the effective size of the pixel as the optical system will provide some level of magnifica-
tion, and thus a given pixel will represent an effective size in physical space given by the pixel size
divided by the magnification.

9Note that g varies geographically, but the variation in g across Australia is less than 0.02%,
whilst across the globe the maximum variation is only 0.07%[151] and thus it is likely the uncertainty
in fitting will be greater than this uncertainty.
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the camera, this typically gets the alignment to within a few degrees. Alignment of

the gravitational axis with either the x or y axis of the camera pixels can then be

performed by rotating the camera until the initial and final coordinate along one of

the two axes is the same after some drop time. For my side imaging this alignment

has been measured to be within 0.15◦of parallel with gravity10

Clearly from the above example, a camera whose optical axis is aligned with gravity,

such as a top or bottom imaging system, cannot be calibrated this way. Instead, one

can use a calibrated imaging system whose optical axis is perpendicular to the top or

bottom imaging, and then by displacing the cloud along an axis which both imaging

systems can see, the magnification of the top/bottom imaging can be measured by

comparing the displacement in the two systems. This was performed to calibrate the

bottom imaging system, and the measured magnification was found to be 39.6±0.1,

very close to the expected value of 40.

7.2.3 Taking an absorption image

To take an absorption image of our cold atomic cloud we image on the F = 2 to

F ′ = 3 cycling transition so that the atoms can scatter multiple photons within a

singe shot. This requires us to first optically pump our atoms from F = 1,mf = −1

into the F ′ = 2 manifold, where they will undergo spontaneous emission and fall

back into the F = 2 manifold from which they may undergo the cycling transition.

This optical pumping is typically performed 100 µs before imaging, utilising the

MOT repumping light with a 20 µs pulse typically being long enough to pump all

the atoms into the F = 2 manifold.

The atoms are then exposed to on-resonance light11, with a typical exposure time of

200 µs, and the light is then imaged onto the camera producing an image, Iatoms, via

the imaging systems that are described in detail in section 7.5. This first exposure is

what we typically call the atom frame as it contains the shadow cast by the atoms,

a typical image is shown in figure 7.4a. In this frame there is a clear shadow where

the atoms are located, whilst in the rest of the frame interference fringes are clearly

present. During the imaging process it should be noted that the bias coils are used

to generate a bias field along the imaging axis to provide a quantisation axis for the

10This is measured by the displacement of the cloud along the x direction for the longest drop
time viewable.

11The resonance frequency is found by simply scanning the imaging frequency and choosing the
frequency that maximises the absorption of the probe beam for a dilute cloud.
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(a) (b)

(c) (d)

Figure 7.4: Taking an absorption image a), b) and c) show the images captured and
used to extract the optical density of a cloud via absorption imaging, with d) showing the
resulting optical density of the cloud. a) shows the first frame taken, the ‘atom’ frame,
in which the atoms cast a shadow in the laser. b) shows the flat frame, the exact same
conditions of the exposure as in the ‘atom’ frame are used, but the atoms have had enough
time to disperse. c) shows the dark frame, an exposure taken with no laser sources switched
on, to capture the background noise, whilst d) shows the resultant calculated optical density
using frames a), b) and c).

atoms, and circularly polarised light is used to drive the transition.

Next we take a flat frame, Iflat, shown in figure. 7.4b. This frame is to account

for any spatial variations in the probe beam, such as the interference fringes arising

from coherent laser light scattering off particles in the imaging beam path, or from

multiple reflections within the cell and gives us a reference to measure how much

absorption of the probe beam has occurred. To perform this image we typically

wait 100 ms so that any atoms that were in the trap have had time to fall out of

the field of view, and then perform the exact same imaging procedure, including the

repumping of atoms in case this adds to the background light that could be scattered

onto the camera. Finally, we wait another 100 ms before taking a dark frame, Idark

with no imaging beams turned on, so as to account for the background noise, shown
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in figure 7.4c.

In order to extract the optical density from the images, equation 7.8 is used, but

with the replacements of Iin → Iflat − Idark and Iout → Iatom − Idark resulting in

OD(x, y) = −ln
(Iatom(x, y)− Idark(x, y)

Iflat(x, y)− Idark(x, y)

)
+
Iflat(x, y)− Iatom(x, y)

Isat(x, y)
= σñ(x, y)

(7.12)

Where all quantities can now be expressed in camera pixel counts. From this equa-

tion we can thus infer the optical density, and then infer the atom number via

N =

∫
ñ(x, y)dxdy =

∫
OD(x, y)

σ
dxdy (7.13)

which is typically performed as a summation over the pixels of the camera. Fig-

ure 7.4d shows an image of the calculated optical density, using equation 7.12, the

frames in figures 7.4a, 7.4b and 7.4c, and the measured saturation intensity value.

7.2.4 Interference fringes

One problem that does frequently arise with the use of absorption images is the

imperfect cancellation of interference fringes between the atom frame and the flat

frame. As we are using coherent monochromatic light, the presence of interference

fringes on the resulting image is unavoidable, since any particle or imperfection in

the optical path, a piece of dust, a scratch on a lens etc. will act as a point source,

scattering light from the probe beam that will then interfere, producing interference

fringes.

If these interference fringes were constant they would present less of a problem, as

subtracting the flat frame should remove them from the calculated image. In reality

though, small variations in the path length between the scatterer and the camera

can occur between the atom frame and flat frame, causing the phase of the fringes

to change in the observed image, leading to imperfect cancellation. It is useful to

remember that to cause a phase shift of π a path length difference of only λ/2 is

required, thus very small vibrations of components can lead to significant changes

in the resultant image.

To remove the effects of the fringes, the first step is to ensure that every element

in the optical setup is as mechanically secure as possible, as mechanical vibrations

are the leading cause of the fringe variations. Next, if all elements are secured, one



232 Chapter 7. Imaging cold atoms

can then try to find the offending particle/scratch, and attempt to clean/replace

it to remove the fringes. Finally, the last step is to minimise the time between

the atoms frame and the flat frame, as if this time can be minimised the range of

vibration frequencies that the imaging system is sensitive to will be decreased. For

example, if we say that a fringe shift of up to λ/10 is acceptable in our imaging

system, and if the frequency that the fringes are moving at is given by fvibration,

then by having an interframe time of 1
10fvibration

the fringes will only move by λ/10

during the interframe time12. Note that the vibrational frequency we define here is

not necessarily the frequency at which the offending element is vibrating, but rather

the frequency that the phase of the fringes is oscillating at, as if the amplitude of

the vibrations is quite large the fringes could undergo many 2π phase shifts within

one oscillation of the vibrating element. Alternatively the above argument can be

rephrased, with the same condition upon the allowed fringe variation, as the lowest

frequency to which the imaging system is sensitive is given by fmin = 1
10tinterframe

,

thus by minimising tinterframe we can make sure fmin > fvibration.

As the timing between the atom frame and flat frame can be critical to the per-

formance of absorption imaging, this is where the particular type of camera used

is important, as there are a few specific cameras that are optimal for what we call

‘back to back’13 imaging. The Proscillica GT2750 is one such type of camera, an

interline CCD camera14. Typically the limitation on the frame rate of a camera is

placed by the readout time of the ADC, not the rate at which charge can be moved

about the CCD chip. An interline CCD camera is effectively a CCD array where

every second column of pixels is covered from external light, which allows an image

to be taken, the charge in each pixel moved horizontally into a pixel that is not

exposed to light and where it can be stored during readout, and then another image

is taken by exposing those same original pixels. Figure 7.5 shows a representation

of how this process works. Initially the CCD chip is exposed to light and the pho-

tosensitive pixels accumulate charge. Next, the charge that has accumulated during

the exposure gets transferred into the non-photosensitive ‘pixels’ to be stored whilst

the next exposure occurs. The second exposure then occurs, with the photosensi-

tive pixels again accumulating charge, and the entire camera chip, photosensitive

12Where we have assumed that the exposure time is much less than the interframe time.
13Where the images are taken with a very short interframe time
14It should be noted that this is not the only type of camera that can do fast back to back

imaging, other camera’s that are not interline may have similar capabilities, such as frame transfer,
where the entire image is shifted from a set of exposed pixels to a set of covered pixels that are not
interline. These cameras have the benefit of not wasting the light that would otherwise fall upon
the interline pixels.



7.3. Fluorescence imaging 233

Figure 7.5: Interline CCD mechanism The process that allows an interline CCD camera
to take very fast back to back images is shown. A shows the initial accumuation of charge
in the photosensitive pixels of the chip during the exposure. B shows how this accumulated
charge is then transferred to a non-photosensitive area of the chip to be stored whilst the
next exposure, shown in C occurs, before the entire chip is read out.

and non-photosensitive pixels are all read out. With interline CCD cameras, frame

rates can be improved by orders of magnitude. For example, imaging with my side-

imaging camera and not utilising the interline nature of the CCD, interframe times

are on the order of 100 ms. Whereas if I used the interline CCD they could be on

the order of 20 µs, which is over three orders of magnitude improvement in the frame

rate and hence minimum frequency to which the imaging system is susceptible15.

One final method of reducing the effect of fringes upon absorption imaging is to

reduce their relative intensity in the image plane. To achieve this, one needs to

reduce the intensity of the light at the scatterer compared to the intensity of the

light in the atom plane. This can be achieved through focussing of the probe beam,

which does not affect the resultant image, but will increase the intensity in the atoms

plane, and thus reduce the ratio of the intensity scattered to the intensity in the

atom plane.

7.3 Fluorescence imaging

So far we have only discussed the role of absorption imaging in our experiments,

however, another frequently used method to gain quantitative information about the

cold atom cloud is to use fluorescence imaging. Fluorescence imaging is very similar

to absorption imaging in that the same photons are being collected by the imag-

ing system, however, in the case of fluorescence imaging the photons are ‘counted’

photons, as opposed to ‘missing’ photons. Fluorescence images have the benefits of

having little background light, allowing smaller signals to be detected than in the

15Although our side imaging camera has this capability, we have not had to employ it as our
fringes have not been too severe.
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case of absorption imaging, where the signal may be lost due to fluctuations in the

imaging probe. However, the signal in a fluorescence image is also typically smaller

than that of a corresponding absorption image by a factor of ≈100[145], thus making

the signal typically very small. It is only the greatly reduced ‘noise’ in fluorescence

imaging that allows these low light level signals to be detected.

To perform fluorescence imaging all one need do is illuminate the atoms with near

resonant light16 and image the result. Fluorescence imaging is thus very simple

to perform, however, it can be very difficult to accurately calibrate as the abso-

lute intensity of the light at the atoms, since the collection efficiency of the optical

system and the quantum efficiency of the camera must all be known to give an ac-

curate number. As such, I do not use fluorescence imaging for quantitative number

measurements of cold atoms, however, I do use it for temperature measurements.

To use the fluorescence signal for temperature measurements one need only see

the spatial distribution of the fluorescence signal and have an accurately known

effective pixel size (i.e. magnification and known camera pixel size) to yield accurate

temperature measurements. There are a few caveats here though, the first is that

the exposure time must be kept relatively short, as otherwise imbalances in the

beams used to cause the atoms to fluoresce can impart momentum to the atoms.

The second arises with optically thick clouds, as if the cloud is too thick, only the

atoms on the edge of the cloud are likely to scatter photons, and thus one observes

only the outer shell of atoms. To remove this effect one can image off resonance

as this will reduce the optical density, and as we are imaging only those photons

that are re-emitted by the atoms there is no phase-shift of the resulting light to be

concerned with.

The benefit of fluorescence imaging as opposed to absorption imaging occurs when

the atomic cloud has a very large optical density, as the resulting absorption images

show a ‘flat top’ due to the limited OD the imaging system can accurately detect

for the given imaging parameters, and thus Gaussian fits to the resulting profiles

can be inaccurate. This makes the absorption imaging of a cold cloud at short drop

times fairly inaccurate. As described in section 7.2, this effect can be mitigated

by using high intensity imaging, but this can become prohibitive in the amount of

power required for imaging very dense clouds with a large field of view.

Throughout this thesis a mixture of fluorescence and absorption images are used in

16Note the light used to make the atoms fluoresce should not be coincident with the imaging axis,
or the resulting signal will be lost.
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the quantitative analysis of our results, however, atom number measurements are

solely performed with absorption imaging, whilst temperature measurements before

the atoms are loaded into the magnetic trap come solely from fluorescence signals.

7.4 Measuring the temperature of a cold gas

So far we have described two techniques for imaging ultracold atoms, and in the case

of absorption imaging have described how this can be used to extract the number of

atoms from a single absorption image. In the quest to achieve BEC, however, atom

number is not the single most important parameter, the phase space density is. As

the phase space density depends upon the temperature of the atoms, some method

has to be used to ascertain the temperature of the sample. A number of methods

has been described in section 5.2, but the method we use is a variant on the time of

flight method.

In the time of flight method a probe beam is placed above or below the cold atom

sample, and during time of flight the cloud expands and falls under gravity encoun-

tering the probe beam and causing fluorescence. By measuring the time dependence

of the fluorescence, the temperature of the atoms can be calclated by fitting the

resultant data with a model such as presented in reference [152], which takes into

account the size and shape of the probe beam. The variant on this method that

we employ is to instead obtain a spatially resolved image of the atoms, and repeat

this for a number of different drop times, and by applying a similar model we can

measure the temperature of the atoms by how rapidly the cloud expands in time of

flight.

In reference [152] Brzozowski shows that for a Gaussian distribution of initial waist

σ0 and temperature T , the Gaussian waist at a later time, t is given by

σ(t) =

√
σ2

0 +
kBT

m
t2. (7.14)

By squaring both sides we yield a linear relationship between the Gaussian waist

squared, σ(t)2, and t2 given by

σ(t)2 = σ2
0 +

kBT

m
t2. (7.15)

From equation 7.15, measurement of the temperature is relatively simple, measure
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the waist of the cloud in free fall for a range of different drop times and then perform

a linear fit to the relationship between the square of the waist and the square of the

drop time, and the gradient will be equal to kBT
m , from which the temperature can be

inferred, and the intercept will be given by σ2
0. Typically time of flight thermometry

provides very good agreement between theory and experiment, there are multiple

examples throughout this thesis that demonstrate this, such as in figure 6.5b, but as

also demonstrated in this thesis there are some exceptions in cases where the atomic

cloud has not thermalised17. Some caveats also apply to time of flight imaging. The

first is that we have assumed a collisionless expansion of the cloud, which may not

necessarily be the case in particularly dense clouds. The second is that the isotropic

expansion of the cloud is only guaranteed for drop times t � ω−1, where ω is the

frequency of the trap in which the atoms were confined before the expansion, thus

isotropic expansion will only occur once the cloud has expanded to much larger than

its initial size.

7.5 Optical imaging systems

In this final section on imaging cold atoms, I will detail the optical systems used for

side and bottom imaging. These two systems are quite different, as they are used

for two different purposes.

Side imaging is the workhorse diagnostic and optimisation tool of the apparatus, as

such it must be able to accurately measure both the number and temperature of the

cold atoms cloud. To meet these requirements a large field of view is required so

that hot thermal clouds can expand for many ms allowing accurate measurement of

the temperature. The resolution of the side imaging system, however, need not be

particularly good, as since it is only used as a diagnostic tool for the optimisation of

temperature and number, the smallest feature it has to observe is the waist of the

cloud, which will typically be on the order of 10s of microns.

The bottom imaging system has quite different requirements as it has been designed

for high resolution, in-situ imaging. As such, the focus of this imaging system is

upon the resolution of the imaging system and the quality of the resulting in-situ

image. For the optimal magnification, typically one diffraction limited spot should

be spread across 2-3 pixels, for our camera which has 1024 by 1024 pixels, this results

17See the thermometry of the CMOT, figure 5.18a, where the data is not singularly linear, but
rather shows two linear regions.
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in a field of view of only 340 micron, much too small for thermometry of hot clouds,

but ideal for imaging in-situ condensates.

7.5.1 Side imaging

For side imaging we image along a horizontal axis at 45◦to the MOT beams with

a laser beam of 2 cm 1/e2 diameter, containing ≈7 mW of power, placing the peak

intensity at ≈ 3Isat and giving a relatively uniform distribution of power across

typical cloud sizes.

The optical imaging system for side imaging consists of a 75 mm focal length 1”

achromatic doublet placed ≈75 mm from the atoms, and is followed by another

75 mm focal length achromatic doublet18 placed 75 mm from the camera, a Prosillica

GT2750. The lenses are spaced approximately 150 mm apart, but this separation

is not crucial to the performance of the imaging system. The 75 mm focal length

lens is chosen as this is as close to the atoms from the side as we can reasonably

get, and should provide a diffraction limited resolution of ≈3 µm, which is below the

magnified pixel size of the camera. All lenses are mounted directly off the camera

using Thorlabs 1” lens tube, ensuring the optical axis of all elements are coaxial.

Figure 7.6a shows a schematic of the side imaging optics, note the orientation of the

achromats changes to minimise spherical aberration.

The Prosillica GT2750 is an interline CCD camera, which consist of 2200 by 2750

pixels that are 4.5 µm squares. With this camera, and the one to one imaging

described above, we have an approximate 10 mm by 12 mm field of view allowing

long drop times of up to 30 ms to be observed, useful for accurate time of flight

thermometry, whilst the pixels are still small enough to observe the qualitative

changes during condensation.

To focus the side imaging system, first the final lens that refocuses the image onto

the camera is placed one focal length from the CCD chip. To achieve this a large

collimated beam19 is passed through the lens onto the camera, and the lens trans-

lated along the optical axis until the smallest spot-size is observed on the camera

chip20. Next, the first lens is spaced so that the entire lens configuration is in an ap-

18It should be noted that achromats are chosen not for their chromatic performance, but rather
their reduced spherical aberration compared to singlets when oriented correctly.

19For beams larger than a few mm, a shear interferometer is useful for checking the collimation
of a beam.

20This method should place the lens quite precisely, to within the Rayleigh range of the focussed
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(a) (b)

Figure 7.6: Side imaging a) A schematic of the side imaging optical system, shown
are the two achromatic lenses of 75 mm focal length placed approximately in a 4f imaging
configuration. Note the orientation of the achromats changes to minimise spherical aberra-
tion and the rectangle in front of the first lens represents the glass of the Science cell. b)
A Solidworks model of the entire side imaging system, including camera, lenses mounted
directly off the camera in 1” lens tube, and the two translation stages used for positioning
the camera.

proximate 4f configuration, although this spacing is not critical to the performance

of the imaging system. Finally, the lens and camera system is mounted on a pair

of translation stages allowing translation in both the vertical direction as well as

along the optical axis, and the entire system is then moved to focus the fluorescence

image of the atoms21 onto the camera. The entire side-imaging system is shown in

figure 7.6b as a Solidworks model.

7.5.2 Bottom imaging

Bottom imaging makes use of a custom made objective, designed to have a diffraction

limited resolution of less than a micron at 780 nm, able to image through 4 mm of

glass, has an effective focal length of 30 mm and a working distance of 20 mm. This

objective is followed by an f=300 mm achromat, placed approximately 300 mm from

the back of the objective which produces an image with 10× magnification at its

focus. Next, an f=100 mm achromat and an f=400 mm achromat configured in 4f

configuration reimage the image formed by the f=300 mm achromat onto the camera

with a further 4× magnification, forming an overall 40× magnification. A schematic

of this imaging system is shown in figure 7.7, note that all pairs of lenses are placed

approximately in 4f configuration, i.e. the objective lens and the first achromat, the

spot, which for a 6 mm beam focussed with a 75 mm focal length lens is approximately 100 µm
21typically I would focus the camera on the magnetic trap in-situ.



7.5. Optical imaging systems 239

Figure 7.7: Bottom imaging a) A schematic of the bottom imaging system, shown are the
custom objective lens as well as the three achromats, which overall provide a magnification
of 40×. Note all pairs of lenses are placed in a 4f configuration, however, this is only
particularly critical to the performance for the first pair of achromats.

first and the second achromat as well as the second and the third achromat. This

4f configuration of all pairs of lenses is not critical to achieving diffraction limited

performance of the imaging system, as the image is in infinity space between the

objective lens and the first achromat, and similarly between the second and the

third achromat, however, this configuration will help minimise and aberrations for

a collimated beam entering the objective lens.

The camera used for bottom imaging is an Andor iKon M, which has a CCD con-

taining 1064 by 1064 pixels that are 13 µm by 13 µm. With this camera and the

optical imaging system described above, the resultant effective pixel size is 0.325 µm

by 0.325 µm, has a field of view of ≈350 µm and results in approximately 3 pixels

per diffraction limited spot.

To align the bottom imaging system, first the f=300 mm achromat was placed one

focal length away from the Andor camera. The position of this lens was optimised

by the same procedure as described in the side imaging section above, by focussing

a collimated beam onto the camera and minimising the spot size. Next, a 1 mm
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aperture was placed upon the top and bottom of the objective lens in-situ and the

LED light from my phone was used to illuminate the objective. For the LED light to

make it through both the apertures and the objective lens it has to both be centred

on the objective lens as well as coaxial with the optical axis, thus making it useful

for tracing out the imaging path. The light is then centred on the mirror underneath

the objective and directed through the 300 mm lens, coaxial with the optical axis

and centred on the lens. This procedure aligns the centre of the objective to the

centre of the camera, and ensures that the camera is placed at the focus of the

achromat.

Next the fluorescence from a cold cloud of atoms in the magnetic trap is used to

centre the objective lens upon the atoms by physically translating the objective lens

in the plane transverse to the optical axis, and the focus of the objective moved

to the atoms by translating the objective lens along the optical axis. During this

process the peak fluorescence count on the camera is used as a metric, as even if

the atoms are not within the field of view some fluorescence is likely to be observed,

thus one can walk towards the atoms without necessarily seeing them. Similarly the

peak fluorescence count is used as a metric for the focus as the objective lens should

capture the largest fluorescence when placed one focal length from the atoms. This

procedure obviously ‘misaligns’ the optical system, and if large displacements of the

objective lens are required I would suggest repeating the initial alignment procedure

that utilise the apertures on the objective, however, for my imaging system only

very small corrections to the position of the objective lens had to be made to get

the image of the atoms centred on the camera, thus it was not deemed necessary

to repeat the initial aperture alignment step. As the camera is placed at the focus

of the achromat, only the objective lens should be used to focus the image onto

the camera as otherwise one would likely be attempting to correct for the atoms

not being at the focus of the objective lens, which would prevent diffraction limited

performance. After aligning the fluorescence signal onto the camera, the probe beam

to be used for absorption imaging was then aligned through the system, ensuring it

was coaxial and centred on the achromat.

With the atoms imaged onto the camera with 10× magnification, it is then time to

add in the rest of the optical system that provides the additional 4× magnification22.

To align the next two lenses the probe beam used for absorption imaging was used

to trace out the imaging path, ensure the imaging path was centred and coaxial

22It is not wise to go straight to 40× magnification, as this can make it very difficult to initially
find the image of the atoms.
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with each lens. To find the correct position of the second achromat with respect to

the first, i.e. ensure they are spaced by the sum of their focal lengths, an additional

collimated probe beam was passed through the two lenses and the position of the

second achromat translated until the beam exiting the lens was again collimated.

Again, a similar procedure was used to ensure the final achromat was placed one focal

length away from the camera, with a collimated beam being transmitted through

the final achromat and the position of the achromat adjusted to focus the beam onto

the camera. With this alignment procedure completed, the 40× magnified image of

the atoms was found immediately upon the camera and only small touch ups of the

final mirror before the camera23 were required to get the image exactly centred on

the camera.

This entire optical system was bench tested before being employed to image the

atoms, utilising absorption imaging of a USAF resolution target with a small sample

of the same glass as the science cell placed in front of it. The smallest pair of lines

that can be resolved in the image formed were the group 9, element 2 lines, which

corresponds to a resolution of 0.87 µm, approximately as expected from the design

specifications of the objective lens.

High intensity imaging is used for bottom imaging, with approximately 7 mW of on-

resonant light in a 1 mm Gaussian 1/e2 diameter beam, producing a peak intensity

of ≈445 mW cm−2, corresponding to ≈ 100ISat, allowing imaging of OD’s up to ≈50,

as per the considerations in section. 7.2.

23Not shown in the schematic.





Chapter8
Holographic potentials for

Bose-Einstein condensates

Having finally achieved Bose–Einstein condensation it is time to consider what po-

tential geometries we wish to confine the atoms to, and how to achieve these po-

tentials. As described in section 1.1.2 one of the most interesting potentials to

study cold atoms in is a uniform potential, as this removes problems associated with

harmonic potentials when one wants to study uniform quantum systems, and as

simulated by Groszek et al.[20], could be used to observe the inverse energy cascade.

As such, this chapter focusses on the implementation of very sharp walled uniform

potentials. This chapter thus outlines the considerations of creating this confining

potential, how it is experimentally implemented and how atoms are loaded into the

potential.

8.1 Creating uniform potentials

Having established the desire for a uniform potential, the question then arises as to

how one can create a uniform potential for cold atoms using structured light? The

first question that needs to be answered to tackle this problem is whether red or

blue detuned light is to be used, i.e. do we use an attractive or repulsive potential?

To answer this question we also need to define our metric for the uniformity of the

243
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flat bottom circular potential1.

In defining the metric for the uniformity of the flat bottom circular potential two

considerations come into play. The first of these considerations is of the global

structure of the trap, how uniform is the trap on a global scale? To this end we can

define a metric based upon the size of the overall trap, and the corresponding ‘width’

of the trap walls, i.e. the ratio of the diameter of the trap to the region over which the

restoring force will come into play, the wall thickness. Another metric that could be

used here instead to characterise the trap globally would be to fit the potential with

a power law function, and the order of the function would be our metric. Figure8.1

shows an example of this metric for different power law potentials, plotted for the

range [−1, 1]. Clearly as the power increases the potential begins to look more and

more uniform. Alternatively if we consider the distance over which these potentials

go from say 10% to 100% of its maximum value for the different potentials, e.g. R1

and R2 in figure 8.1, this distance obviously decreases with increasing power, and

thus the ratio of the size of the potential to the ‘width’ of the walls of the potential

decreases.

The second consideration that comes into play is the local variations of the poten-

tial, ideally there should be none as the trap is to be uniform, but this is never the

reality. Small scale local variations in the potential will typically arise from two

different mechanisms, the first of these mechanisms is simply imperfect optics and

dust resulting in scattering of the laser light creating local variations in the result-

ing potential. The second mechanism that typically comes into play arises from

reflections off the optical components in the imaging system, as well as the glass

cells of the wall, which can lead to interference with the light creating the uniform

potential. These local variations in the potential can be characterised by the average

root-mean square deviations in the intensity of the optical field across the potential.

We can now consider the two options available to us, a blue detuned and a red

detuned potential. In the case of a red detuned potential we would have a uniformly

bright circle, whereas in the case of a blue-detuned potential we would have a ring of

light, with the atoms confined to the centre. In both cases the metric for the global

uniformity of the potential is mostly determined by the resolution of the optical

system that images the potential onto the atoms, set by the numerical aperture of

the imaging system. As the numerical aperture is set by the custom objective lens,

the resolution is thus set by the wavelength used and as 532 nm light would be used

1Note you need not have a circular potential for it to be flat bottomed, but as that is the shape
of the potential investigated in this thesis, thus is the potential we will consider throughout.
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Figure 8.1: Metrics for a uniform potential Shown above is how the shape of a
potential, approximated by a power law, varies as a function of the power. Clearly as the
power increases the potential becomes more uniform. Indicated in the bottom left hand
side of the figure are the widths, R1 and R2, over which the potential increases from 10%
to 100% for the X10 and X6 potentials respectively, clearly as the power of the potential
increases this width decreases.

for a blue-detuned potential whilst 1064 nm light would be used for a red-detuned

potential, the smallest feature created with blue detuned light should be twice as

small then that created by red-detuned light, assuming similar aberration limited

performance at the two wavelengths . This means that the global metric for blue

detuned light will be twice as good as that for red detuned light.

Another consideration with regards to the global metric for the uniformity of the

trap is the power required to create the potential. The depth of the potential will be

set by the local intensity of the light, I, which for a red-detuned potential must be

constant across the entire potential and thus the power required will be proportional

to the area of the uniform trap, i.e. Pred = IπR2, where R is the radius of the trap.

In the case of a blue-detuned potential, however, the power will only be proportional
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to the area of the ring which will be proportional to the circumference of the ring-

shaped wall and its thickness. Thus the power required for a blue-detuned ring will

be given by Pblue = I2πR × 2w, where w is the thickness of the ring-shaped wall.

Comparing the required powers, we can see that the ratio of the power required for

the red-detuned potential to the blue-detuned potential is given by Pred
Pblue

= R
4w . Now

as our global metric can be phrased in terms of the ratio of the width of the wall,

w to the size of the trap, R, we want to minimise the parameter w
R , or alternatively

maximise R
w , which will necessarily maximise the ratio Pred

Pblue
. For the trap achieved

in this potential, R
w ≈ 100, thus Pred

Pblue
≈ 25, so for an equivalently deep potential we

would require 25X the power.

This consideration is not simply of the power required to form the trap, however,

but it also factors into the heating rate of the trap. Grimm and Weidemuller show in

reference [13] that the ratio of the heating rate in a blue-detuned potential compared

to a red-detuned potential of the same steepness scales inversely proportional to the

steepness of the trap, and thus a blue detuned potential offers a substantially lower

heating rate. This is intuitively understandable, as the atoms in the blue detuned

potential are confined to the region where there is no light, only being forced back

to the centre of the trap when they encounter one of the steep walls, whereas in the

red-detuned potential the atoms are confined to the regions of high intensity. The

heating in a dipole trap results from scattering of photons, and is proportional to

the light intensity, thus the scattering rate in the red-detuned potential will be much

larger.

Next we can consider the difference between a blue-detuned and red-detuned uniform

potential on the local variations in the trap. Now for both potentials the percentage

of light scattered off imperfections in the optical setup and from reflections off the

surfaces of lenses and the glass cell will be the same, however, the effect they have

on the resulting potential will be different.

As we are interested in the local variations of the trap potential due to the scattered

light, we will consider the effect upon the bulk of the potential, the interior, not

the edges. For the case of a red-detuned potential the scattered light will interfere

with the trap light, resulting in a modulation of the local intensity of the light that

is greater than the intensity of the scattered light itself, whilst for a blue-detuned

potential there is no light in the interior of the trap to interfere with and thus

this modulation is smaller. To make this more concrete lets consider an example,

considering a point in the interior of the potential where the electric field resulting

from the trap light alone is given by ~E0 for the red-detuned potential and 0 for the
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blue detuned potential, and the electric field resulting from scattered light is given

by α~E0, where α is now the fraction of light scattered from surrounding objects that

makes it back to the trapping potential, in both cases. Here I have set the electric

field intensity at the peak of the ring to be E0 for the blue detuned potential. Now

for the case of the blue detuned potential the resulting intensity in the centre of the

trap is given by

δIblue = |α~E0|2, (8.1)

and normalising this with respect to the peak intensity in the trap gives a fractional

fluctuation in the intensity of
δIblue
Ipeak

= α2. (8.2)

In the case of the red-detuned potential, however, the resulting intensity in the

centre of the trap is given by

I = |α~E0 + ~E0|2 = | ~E0|2 + α2| ~E0|2 + 2α| ~E0|2. (8.3)

here we have considered a position where the relative phase of the scattered light

and trap light is such that constructive interference occurs, obviously this will vary

throughout the trap, but this will give us an upper estimate. Subtracting off the

average intensity (| ~E0|2) throughout the trap, and normalising the resultant fluctu-

ation with respect to the peak intensity gives a factional fluctuation of

δIred
Ipeak

= α2 + 2α. (8.4)

Thus the ratio of the fluctuations in the red and blue detuned trap will be given by

δIred
δIblue

= 1 +
2

α
(8.5)

and given that for a reflection α is typically between 0.2 and 0.3, the fluctuations in

the red-detuned trap will be larger by a factor of 6-10.

Given the considerations above a blue detuned potential requires less power, offers

less heating and will most likely be more uniform, as such a blue-detuned potential

is my potential of choice. We now need to look at how to generate a flat bottom

circular potential.
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8.1.1 Blue-detuned uniform potentials

We now need to turn to how to create a uniform blue-detuned potential, i.e. a bright

ring with a dark centre. The most obvious choice for such a potential comes from

the Laguerre-Gaussian modes, which are the eigenmodes of a cylindrically symmetric

cavity. These modes are characterised by two integers, LG(l,p), with l being known

as the azimuthal index, which can be any positive or negative integer, whilst p is

known as the radial index and can be any positive integer. The electric field of a

Laguerre-Gaussian mode in the plane z = 0 can be described by[84]

E(r, φ, z = 0) =

√
2p!

π(p+ |l|)!

(r√2

w0

)|l|
exp
(
− r2

w2
0

)
L|l|p

(2r2

w2
0

)
exp
(
ilφ
)

(8.6)

where r and φ are the radial and azimuthal coordinates, w0 is the waist of the beam

and L
|l|
p is the generalised Laguerre polynomial.

The azimuthal index is clearly involved in both the phase of the optical field as well

as the intensity. In the case of the phase it is clear that in one rotation about the

beam profile the phase of the beam increases (or is retarded) by 2πl. This increase

in the phase of the optical field is an example of an optical vortex, and is thus

tied to the orbital angular momentum of the mode with each photon carrying l~
of orbital angular momentum with the sign of the index indicating the handedness

of the angular momentum, The radial index on the other hand determines how

the amplitude of the optical field varies radially, with the index p determining the

number of concentric rings of zero intensity that are centred on the ring, each radial

ring also results in a π phase step as the ring is crossed.

The modes that are of most interest to us are the LG(l,0) modes, as they contain

a single central minimum in which the atoms will be confined. In this case the

generalised Laguerre polynomial simplifies to

L
|l|
0 (

2r2

w2
0

) = 1 (8.7)

thus we are left with

E(r, φ, z = 0) =

√
2

π|l|!

(r√2

w0

)|l|
exp
(
− r2

w2
0

)
exp
(
ilφ
)

(8.8)

here we can see that the radial profile is formed from the product of a power law
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Figure 8.2: Approximating an LG mode Shown above the fractional error in approx-
imating an LG(l,0) mode by an x|l| mode is shown for l = 1, 10 and 100, for x ∈ [0, 1]
where x represents the scaled variable r

w . Clearly, as the azimuthal index increases the
Laguerre-Gaussian mode more clearly resembles a power law potential.

potential, r|l| and a Gaussian exp(−r2), thus by increasing the azimuthal index of

the mode the Laguerre-Gaussian mode becomes closer approximated by a power law

potential. This is easily seen by taking the difference of the potential and a power

law potential of exponent l, and plotting the fractional difference as a function of

a scaled position variable, r
w for a range of different azimuthal indices. Figure 8.2

shows the results of this calculation for three different indices, l = 1, 10 and 100.

Clearly as the index increases the fractional error is further reduced over the central

uniform region.

A high order LG(l,0) mode is thus our potential of choice, with the largest possible

reasonable value of l to generate the most uniform trap. The limitations placed upon
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how large l can be are set by the numerical aperture of our imaging system and the

largest sized ring considered reasonable. For this, a number of LG modes generated

by an SLM were bench tested with the objective lens that would eventually focus

the ring onto the atoms, and it was determined that the largest value of l that could

be used whilst maintaining a ring of diameter less than 100 µm was l ≈ 120.

8.1.2 A dynamic uniform potential

So far we have found an optical field that can be used to approximate a uniform

potential. In this section we will add one small addition to this potential that allows

the trap to become dynamic, and possibly may be used to impart angular momentum

to a cold cloud of atoms.

If we consider the resulting potential from an LG(l,0) and a LG(−l,0) in the z=0 plane

we have

E(r, φ) =

√
2

π|l|!

(r√2

w0

)|l|
exp
(
− r2

w2
0

)[
exp
(
ilφ
)

+ exp
(
− ilφ

)]
. (8.9)

Using the complex exponential identities, we can rewrite
[
exp
(
ilφ
)

+ exp
(
− ilφ

)]
as 2cos(lφ), thus the electric field reduces to

E(r, φ) = 2

√
2

π|l|!

(r√2

w0

)|l|
exp
(
− r2

w2
0

)
cos(lφ) (8.10)

which has the same radial form as equation 8.8 but now also has a spatial variation

in the amplitude azimuthally due to the cos(lφ), which upon one revolution of the

optical field has 2l minima. This resulting potential is depicted in figure 8.3, which

shows the amplitude and phase of an LG(40,0) and LG(−40,0) mode, and the amplitude

that results from their interference, clearly showing the corrugated pattern. We can

thus think of this resulting potential as the same as the uniform potential, but with

an additional corrugation about the edge of the ring, note that if the intensities of

the two modes are not balanced, then this will simply results in a corrugation that

only modulates the potential by a smaller fraction.

Now, as the position of the fringes is set by the relative phase difference between the

modes, φ, if we change the frequency of the second mode by δf with respect to the

frequency of the first mode this relative phase also changes causing the corrugations

to begin to rotate. As the relative phase of the modes will now evolve according to
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Figure 8.3: A dynamic uniform potential shown above are the amplitude and phase
profiles of two opposite handedness Laguerre-Gaussian modes of |l| = 40, and the resulting
amplitude profile that arises from their interference. The interference of the two modes
produces a ring with corrugations, whose position is determined by the relative phase of the
modes. By changing this relative phase, φ, the corrugations can be made to rotate about
the edge of the trap.

δφ(t) = 2π
δf , the position of one minima will move to the position of the next minima

every 1/δf seconds. Given there are 2l minima around the circumference of the trap

the rotation rate of the trap will be δf/2l, depicted in figure 8.3 by the red arrow.

A single LG(120,0) mode can thus act as a uniform potential for our atoms, but

then by switching on a second mode, an LG(−120,0), we can modulate the depth

of the walls by adding an azimuthal modulation to the ring which will rotate at a

frequency given by δf/2l. This thus gives us the ability to dynamically control the

optical field, creating a uniform rotational movement in the trap that could perhaps

impart angular momentum to the atoms.

If we consider a ring of diameter 100 µm generated by an LG(120,0) and LG(−120,0)

mode, which would result in 240 minima azimuthally about the ring, spaced by

approximately 1.3 µm, then for the ring trap to impart j units of angular momentum

to the BEC, then the rotation rate of the ring must satisfy,

j~ = mvr (8.11)

where m is the mass of an atom, v is its velocity and r is the radius of the trap.

Now, if we assume in equilibrium that the corrugations rotate at the same velocity
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as the atoms we have

v = 2πrfring (8.12)

where we have calculated the velocity by simply multiplying the circumference of

the ring, 2πr by the number of revolutions per second, fring of the ring. If we then

rearrange to solve for the frequency at which the ring must rotate to impart a given

amount of angular momentum we have

fring =
j~

2πmr2
. (8.13)

Here we can see that the frequency at which the ring needs to rotate to impart

angular momentum to the atoms scales linearly with the angular momentum and

inversely with the radius of the trap squared. Using r =50 µm and the mass of a

rubidium-87 atom, this yields

fring = 0.047× jHz (8.14)

If we next substitute in the relationship between the rate at which the ring rotates

and the frequency difference of the modes, using an LG(120,0) mode as an example

yields

δf = 11.5× j Hz (8.15)

thus a frequency difference between the beams on the order of 10 Hz is required to

impart one unit of angular momentum to the atoms.

One method of generating such a small frequency difference between the beams is

to pass the light for both beams through two separate AOMs driven by slightly

differing frequencies of RF. In the next section we will describe how exactly this is

implemented. Note though that either a single device should be used to generate

the RF for the two AOMs, or alternatively two separate devices that use the same

reference signal to frequency stabilise the output as otherwise the accuracy of the

devices can easily deviate by 10s of Hz, given the carrier signals are typically on the

order of 100s of MHz. This thus seems to be a possible method of imparting angular

momentum to a condensate through modulations that occur on a scale comparable

to the healing length of the condensate.
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Figure 8.4: Rotating trap schematic. A schematic of the optical setup used to create
a sharp walled potential for the atoms, with the ability to also rotate corrugations upon the
wall. The output of a 1 W, 532 nm laser is split into two beamlines using two polarising beam
splitter cubes and half-wave plates that are then double passed through separate AOMs. The
resultant diffracted modes are then magnified before diffracting off two separate holograms
to generate two LG(120,0) modes that are then combined upon a non-polarising beam splitter
cube before being magnified by a final telescope.

8.2 Implementing a rotating potential

To implement the rotating potential described in section 8.1 we need two high order

Laguerre-Gaussian modes of opposite handedness, whose frequency and power can

also be controlled. This requires both beamlines to have their own acousto-optic

modulators, and to ensure that the beamlines remain aligned when the frequency of

one of the AOMs is changed they should also be double passed. The entire optical

setup used to generate these beams is shown in figure 8.4.

To achieve this a 1 W, single longitudinal mode, 532 nm laser is used as the light

source, which has a 0.7 mm 1/e2 Gaussian diameter output. This beam then passes

through a pair of polarising beam splitters and half wave plates, the reflection off of

the PBS being used to generate the two beam lines for the pair of LG(120,0). From

when the two beams are split the two beamlines are made as identical as possible,

matching the path lengths as close as possible and minimising the path length where

possible, as such only a single beamline is described from here on. After the PBS the

beam then passes through an acousto-optic modulator in a double pass configuration
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with a f=150 mm lens configured in a cat-eye retro reflector arrangement, similar to

those described in section 4.3, with a quarter waveplate used to rotate the output

polarisation by 90deg with respect to the input polarisation and an iris to remove

the undiffracted mode. The double passed mode then is transmitted through the

PBS from which it was originally reflected, and a pair of mirrors steers the beam

through a 12× telescope to magnify the beam to the size of the recorded hologram,

and two mirrors are then used to steer the beam onto the hologram.

The LG(120,0) hologram is generated by the methods described in section 3.4, how-

ever, to maximise the efficiency of the hologram a uniformly bright circle with the

phase of an LG(60,0) mode is generated by the SLM and interfered with itself2 upon

the photopolymer film rather than a true LG(60,0) mode as the spatial overlap with

a Gaussian is limited. The resultant hologram is shown in figure 8.5a. To maximise

the diffraction efficiency off the hologram the input beam is first aligned level with

the table and then apertured down to a 1 mm beam by placing a 30 mm cage align-

ment tool upon the final lens in the telescope. The 1 mm beam is then centred on

the hologram by physically moving the hologram mount, this alignment is relatively

simple as at the very centre of the hologram is a small hole visible by eye and clearly

seen in figure 8.5a, and it is this hole in the hologram that the beam is aligned to.

With the beam centred on the hologram, the target is removed and the hologram is

then rotated to maximise the diffraction efficiency. This will necessarily move the

position of the beam with respect to the hologram, thus the last two steps need to

be performed iteratively to get the beam both centred on the hologram and at the

right angle with respect to the holograms surface. Once I was satisfied with the

beam being well aligned to the hologram, the resultant mode was imaged onto a

camera approximately 600 mm away and the intensity around the edge of the ring

was fine tuned to create a uniform intensity by using the final mirrors before the

hologram. Figure 8.5b shows the resultant mode imaged onto the camera 600 mm

from the hologram once the alignment was complete, whilst figure 8.5c shows the

resulting intensity pattern when the LG(120,0) and LG(−120,0) mode are both on at

roughly equal intensities and at the same frequency.

Note that for the two beamlines the orientation of the holograms have to be the same,

as they were recorded under identical conditions, to ensure the diffracted mode in

both cases is an LG(120,0) mode, not an LG(120,0) and a LG(−120,0) mode. Although

ultimately we wish to combine an LG(120,0) with an LG(−120,0) mode, it was decided

2but of opposite handedness of course.
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(a)

(b) (c)

Figure 8.5: LG hologram and resulting profile a) The recorded hologram used to
generate an LG(120,0) mode from a Gaussian mode, illuminated by the beams used to record
it. The photo shows a square (the photopolymer film) upon which the hologram is recorded,
whilst the hologram shows a small hole in the centre that arises due to the dark centre
of the LG(120,0) mode, and alignment of the two beams is performed by ensuring the hole
in each beam overlaps. b) and c) show the resulting intensity pattern produced by the
LG(120,0) hologram, and the intensity resulting from the interference of the LG(120,0) and
the LG(−120,0) mode.

that by recording the holograms identically and playing back the holograms in the

same manner, the resultant modes will share the greatest similarity. Instead, to get

the desired interference of an LG(120,0) with an LG(−120,0) the number of reflections

each beam undergoes differs by 1, ensuring the handedness of the two beams is

opposite. To this end after the hologram on either beamline two mirrors are used

between the hologram and the non-polarising beam splitter cube used to combine
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(a) (b)

(c) (d) (e)

Figure 8.6: Aligning the ring trap a) and b) show the effect of passing through the first
telescope off axis, showing the ring clearly deteriorating when aberrations are introduced,
whilst c), d) and e) shows the ring at varying stags of defocus, with e) showing the final
resultant focussed ring. Note that these images were taken with auto-exposure on, so the
exposure of each image is scaled to prevent saturation.

the modes, and thus the beam that is transmitted by the NPBS will undergo two

reflections from hologram to combination (the two mirrors) whilst the beam that is

reflected off the NPBS will undergo three (two mirrors plus the NPBS). Alignment

of the beams to one another after the cube was performed initially by setting a

large frequency difference between the beams so that no interference effects were

obvious by eye, and the beam profiles were overlapped in the near and far field.

With the beams closely aligned final touchups were performed by setting the beams

to the same frequency and observing the radial ‘spokes’ pattern, which should be

symmetric when the beams are accurately aligned.

Once the beams were combined they then pass through a 4× telescope, expanding

the beams to approximately 32 mm. The beams then reflects off a 2” mirror, and a

dichroic mirror that reflects 532 nm light and transmits 780 nm light combining the

ring trap path with the imaging beam path. This allows the tight focussing of the

LG(120,0) mode, producing a ring that is approximately 100 µm in diameter, with
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the width of the ring in the radial direction being approximated by a 1 µm 1/e2

Gaussian diameter.

Alignment of the ring trap through the first telescope is critical to the resulting mode,

as small abberations such as astigmatism seem to cause the mode to deteriorate. To

see the effects of misalignment through this telescope the mode was imaged onto a

camera placed approximately 2 m after the first telescope, with the telescope slightly

defocussed to produce a relatively focussed ring upon the camera. Figure 8.6a shows

the resulting effect of the LG(120,0) mode passing through the telescope off centre,

the mode is seen to deteriorate, the ring splitting up into multiple rings, whereas

by tweaking the input to the telescope so that the beam is aligned with the optical

axis the ring returns, as seen in figure 8.6b.

Figures 8.6c, 8.6d and 8.6e shows the uniform trap at varying degrees of focus,

actuated by defocussing the telescope. For a true LG(120,0) mode, the mode should

simply appear as a ring whose size and thickness change as the beam is focussed.

However, as the hologram acts more so as a uniform diffraction grating that imparts

angular momentum as opposed to a grating that also shapes the beam into a ring,

the resulting mode is actually a superposition of LG(120,l) modes, where l ∈ [0,∞].

From comparison of figures 8.6c, 8.6d and 8.6e we can see that when the ring is not

focussed, the central dark region does not change in size a great deal, but rather as

the ring focusses the width of the ring simply decreases, increasing the local intensity

of light. At the focus of the ring, shown in figure 8.6e, the ring is almost perfectly

circular with a dark core, with the presence of some outer rings arising from being

a superposition of LG(120,l) modes, and has a ring thickness to diameter ratio of 50.

8.2.1 Axial confinement- The sheet trap

The uniform potential generated by the LG(100,0) mode can be used to confine the

atoms radially, however, it will not confine them axially, instead another trap is

needed to provide this confinement. For the experiments that would match the

theory of Groszek et al.[20] or alternatively to study any atomically thin condensed

matter systems, the condensate should be quasi-two dimensional, and thus should

be trapped much more tightly in the axial direction. One option would be to use

the original dipole beam in which forced evaporation to condensation occurs as

this provided axial confinement during evaporation, however, this beam would also

provide harmonic radial confinement, undoing our efforts to create a uniform trap.
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Another option would be to use two blue detuned light sheets and confine the atoms

between the sheets, or alternatively use a blue detuned Hermite-Gaussian mode,

appearing qualitatively similar to two light sheets, but having a π/2 phase step

between the two sheets, resulting in true darkness at the centre of the mode. A

blue detuned option requires much more power than was readily available, however,

although we have demonstrated a blue-detuned Hermite-Gaussian mode used to

confine the atoms axially[4]. Instead, the option I chose to use is a cylindrically

focussed 1064 nm light sheet that is particularly tight in one dimension, and weak

in the others. To achieve this I used a sheet of light with Gaussian waists of 0.5 mm

in the long direction and 10 µm in the tight direction.

The light sheet is generated from the same laser used to form the Hybrid trap, and

the schematic of figure 6.9 shows the optical layout used. Once diffracted through

the AOM, the light for the sheet trap first passes through a spatial filter formed by a

75 mm lens focussing the beam onto a 100 µm aperture, which is then re-collimated

with an f = 200 mm lens, creating a 2.67× telescope magnifying the beam to a

Gaussian diameter of 2.32 mm. This telescope is then followed by a pair of cylindrical

lenses that are orthogonally aligned, and a pair of f = 300 mm lenses, which together

act as an approximate f = 150 mm lens. This arrangement is an interesting design

and allows one axis of the beam, aligned along gravity, to be tightly focussed at the

position of the atoms, whilst the other axis exits the final pair of lenses collimated.

This design was chosen as if both of the axes are focussed it is difficult to achieve

a large aspect ratio of the beam and almost impossible to prevent back reflections

off the exit window of the glass cell. Whereas for the arrangement where one axis is

collimated and the other focussed it is easy to achieve an aspect ratio on the order of

200, and the beam entering the cell only has to be tilted by a few degrees to prevent

back reflections from interfering with the trap.

The first of the cylindrical lenses is an f = 500 mm lens and the axis along which the

lens focuses is oriented perpendicular to gravity. This lens is placed approximately

650 mm from the final lens forming a 0.3× telescope, demagnifying the beam along

the horizontal direction to approximately 1 mm. The second cylindrical lens on the

other hand is oriented parallel to gravity, and is a f = −50 mm lens. This lens creates

a virtual focus 50 mm behind the lens, which is placed approximately 300 mm from

the final lens in the system, which reimages this focus in an approximate 2f imaging

configuration onto the atoms. Figure 8.7 shows a ray trace of the dipole beam

through the lenses. The vertical view shows a ray trace if viewed from above the

lenses, whilst the horizontal view shows a ray trace if the lenses were viewed from
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Figure 8.7: Sheet trap ray trace A ray trace showing how a pair of cylindrical lenses
and a pair of spherical lenses are used to tightly focus the beam in the vertical direction
whilst collimating the beam along the horizontal axis.

the side. The rays enters the lens system from the left hand side. From the vertical

view the rays are seen to be focussed from the first lens, pass through the second lens

un-refracted and are collimated by the final two lenses, whilst from the horizontal

view the rays are seen to pass through the first lens unaffected, diverge rapidly after

the second lens, and the virtual focus is reimaged by the final two lenses onto the

atoms.

The light for the sheet trap is combined with the second horizontal MOT beam, as

seen in figure 6.9, with a 2” dichroic mirror placed after the final pair of lenses used

to image the focus onto the atoms.

8.2.2 Aligning the uniform trap

The sheet trap used to confine the atoms axially is formed from the same laser as

used for the hybrid trap and thus there is up to 20 W of power available to find the

dipole beam, producing a trap that is 10s of µK deep. Finding the light sheet trap is

thus very similar to the method employed to find the hybrid beam in section 6.5.5,

the beam is first aligned using a MOT beam as reference and then found by keeping
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(a) (b)

Figure 8.8: Finding the ring trap a) and b) show time of flight absorption images used
to find the uniform ring trap, a) shows a condensate that has been loaded into the sheet
trap and imaged after 100 ms of ballistic expansion without the ring on whilst b) shows the
effect of switching the ring trap on, confining the atoms radially whilst they can still expand
axially, allowing the shape of the trap to be visualised.

the dipole beam on whilst the cold cloud released from a compressed magnetic trap

is allowed to ballistically expand.

Finding the blue-detuned ring is much more difficult as although the walls are tightly

focussed, there is much less available laser power and the beam path has much higher

losses. These losses are due to the custom objective, which consists of four lenses,

none of which are AR coated for 532 nm light. Overall the transmission through

the objective and the glass cell results in approximately 25% transmission, thus the

overall intensity is much smaller. As the intensity is much smaller, the trap has

to be much better aligned, and the atoms much colder, to see the effect upon the

atoms.

Initial alignment of the ring trap to the atoms is performed by using the bottom

imaging beam. As the dichroic does not have 100% transmission, there is some

reflection off the top surface of the dichroic. It is this reflection that is used to

initially align the ring trap to the atoms, by first centering the dichroic upon the

imaging beam, and then using the dichroic and final mirror to steer the imaging

beam reflection through the final telescope that the ring trap comes through. An

alternative method that can be used is to align the multiple back reflections that

come from the uncoated lenses in the custom objective atop one another, as using

these reflections one can get the ring both centred and aligned with the optical axis.
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With the position and angle of the ring trap roughly aligned, the other property

that needs to be adjusted is the collimation. As the objective lens has been placed

the working distance from the atoms, using the alignment described in section 7.5.2,

if a collimated 780 nm beam passed through the objective it should be focussed at

the atoms. However, as the ring trap is made from 532 nm light there will be some

chromatic shift of the focus, but this is not of concern for the initial alignment.

To observe the effect of the ring trap upon the atoms a condensate is first formed

and then allowed to expand for 100 ms, being levitated by a magnetic field gradient,

whilst the ring trap is switched on. This allows the atoms to expand into the walls

of the ring trap, being repelled from the regions of high intensity, and allows the

position and shape of the ring trap to be seen. Figure 8.8a shows an absorption image

of a condensate after 100 ms of expansion, whilst figure 8.8b shows an absorption

image with the ring trap switched on. Once the ring trap has been found, the

position is optimised by loading the trap by slowly switching off the hybrid beam

and switching on the ring and sheet trap, and then looking at the position of the

atoms in the loaded trap compared to the position in which the condensate is formed

and ensuring they coincide.

8.3 Characterising the uniform trap

With the uniform trap found, the atoms can finally be loaded into the trap. The

loading of the trap is performed by first ramping up the light sheet power whilst

switching off the hybrid beam over 1 second, transferring the atoms from one hybrid

potential to another, with the quadrupole potential still providing radial confinement

to the atoms. This transfer results in approximately 8× 105 condensed atoms being

transferred to the sheet hybrid trap, with the loss being mostly attributed to the

increased density of the atoms and thus increased 3-body loss rate. Although the

radial area of the condensate increases by roughly a factor of 2 as the atoms expand

into a spherical shape, determined by the quadrupole potential, the axial extent of

the condensate becomes much denser as the atoms become confined by the sheet

rather than the hybrid beam, increasing the overall density by a factor of ≈ 10.

Next the ring trap is switched on to full power suddenly3, the quadrupole field

gradient is increased to 30.5 Gcm−1 whilst the Z-bias field is increased to ≈ 100

3This doesn’t appear to have any negative effect on the atoms as the ring is larger than the
condensate size in-situ.
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(a) (b) (c)

Figure 8.9: Loading the uniform trap a) shows an image of the condensate in-situ,
taken from below before it is loaded into the ring trap whilst b) and c) shows the condensate
imaged in-situ when loaded into the ring trap formed by each of the LG-modes separately.

Gcm−1 to move the position of the field zero ≈3 cm above the atoms while relaxing

the radial confinement of the quadrupole field, providing solely a levitation field for

the atoms. As the radial confinement of the atoms is released, the atoms expand

into the ring, loading ≈ 3 × 105 atoms into the ring trap. Figure 8.9a shows the

condensate, as imaged from below, in-situ in the hybrid trap in which the condensate

was formed, whereas figures 8.9b and 8.9c show the condensate confined to the

uniform ring formed from the two separate LG(120,0) modes. Clearly there is a small

difference between the confined atoms in figures 8.9b and 8.9c, indicating that the

confining potentials are not identical. The difference between the resulting confining

potentials is attributed to an astigmatism introduced by the glass cell being tilted

slightly with respect to the final objective lens. This hypothesis was bench tested by

focussing the uniform trap with an achromatic lens and inserting a 4 mm thick piece

of glass in-between the final lens and the focus. By tilting the glass with respect to

the optical axis of the beam, the circular profile of the ring trap was seen to distort

in a similar manner to the distortion observed in the shape of the BEC.

Figure 8.10a shows the condensate in the uniform trap when viewed from the side,

clearly a large fraction of atoms remain in the light sheet but are not confined to the

uniform trap, as is evidenced by both the image and the reduction in atom number

in the condensate when loading the ring from the hybrid sheet trap. It is thought

that this low efficiency in loading the ring trap is due to the small potential depth

of the ring, arising from the very low overall efficiency of converting the light into

the desired mode and directing it onto the atoms. As the light from the laser output

must first be double-passed through AOMs, there is initially a 50% reduction in the

power from this process, followed by a further 50% reduction due to the amount of
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light diffracted off the hologram4 and a further 50% reduction in the laser power

from combining the two modes upon a cube, these three losses combined reduce the

efficiency to 12.5%. After the beams have been combined, however, there is a further

reduction in laser power due to reflections off the lenses in the final objective as

discussed earlier, resulting in only 25% of the light that enters the objective reaching

the atoms. These losses combined result in an efficiency of only ≈3%, resulting in a

measly 30 mW of power reaching the atoms from the initial 1 W available.

To test this hypothesis, two tests were performed. First, with a single ring confining

the atoms, the intensity of the ring was reduced and the number of atoms remaining

in the condensate was measured as a function of power. This test saw a reduction

in the number of atoms as a function of power, but before long the ring was not

strong enough to confine any atoms at all and fitting the difference became difficult.

A second method employed to test this hypothesis was performed by increasing

the power of the second LG mode whilst maintaining the first ring at full power,

and keeping the frequency of the two beams the same. This increase in power

of the second LG mode results in the static modulation described in section 8.1,

reducing the overall depth of the potential. Figure 8.10b shows the result of this

test, performed by ramping on the second beam to a variable power. As expected,

there was a reduction in atom number as the second beams power was increased.

Now, from equation A.9 we can see that once we have a condensate, the atoms

effectively ‘fill up’ the potential, much like a water fills up a glass, until the confining

potential is equal to the chemical potential. For the case of our uniform potential

we can approximate the potential as U(r) = 0 if |x| < R else U(r) = U0. Within the

uniform potential, the density is constant at µ/g whereas outside of the potential

if U0 > µ, n(r) = 0. On the other hand, if U0 < µ then some finite condensate

fraction will exist outside of the trap. This explains what we see in figure 8.10a if

the chemical potential is larger than the potential depth of our ring trap, as the

atoms fill up the ring they begin to overflow as the traps potential is not deeper

than the chemical potential of the atoms, and thus cannot contain them all.

Now to reduce the effect of atoms spilling out of the ring we have three options, the

first is to increase the power in the ring trap as the potential will scale proportional

to the power. However, as no more power is readily available to us, this is not a

practical solution.

4The overall diffraction efficiency of the hologram is ≈80%, but due to the spatial overlap of the
ring mode with a Gaussian, only 50% of the incident light gets converted into the final mode.
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(a) (b)

Figure 8.10: Atom number in the uniform trap a) shows an image of the condensate
in-situ in the combined ring and sheet trap when viewed from the side, clearly a large
fraction of atoms remain in the sheet but not in the ring. b) shows the atom number as
a function of the power in the LG(−120,0) beam, as the power in the second LG mode is
increased, the corrugations caused by the interference of the two modes allow atoms to leak
out, as the effective potential height of the trap is reduced.

The next solution we have is to change the size of the uniform trap. If we decrease the

size of the uniform trap by a factor α by changing the order of the LG mode used to

form the trap5, then the width of the ring will stay constant, but the circumference

will decrease by a factor α increasing the peak intensity and thus potential by a

factor α. This thus allows a greater density of atoms to be confined within the trap,

however, this will also decrease the area of the trap by a factor of α26, thus overall

the number of atoms that can be confined will decrease by a factor of α7. Decreasing

the size of the ring thus does not help us but increasing it does, however, the ring

trap is already as large as we would like, thus this is not an option.

The final possibility is to reduce the chemical potential. The chemical potential is

equivalent to the energy of the ground state wavefunction, thus to reduce this energy

we need to reduce the energy of the ground state wavefunction. As the energy

of the ground state in the Thomas-Fermi limit is mostly determined by particle

interactions, we thus want to reduce the condensate density whilst maintaining the

condensate number. To do this without increasing the size of the ring, we can instead

increase the size of the condensate along the axial direction by either reducing the

5Increasing the size of the LG mode that is focussed so the full numerical aperture of the objective
lens is used.

6Up until the density in the trap is limited due to collisional losses.
7The product of the increased density with the decreased area.



8.3. Characterising the uniform trap 265

(a) (b)

Figure 8.11: Perturbing the uniform trap a) shows the mean position of the cloud, as
measured using the bottom imaging system, when displaced from the centre of the uniform
trap by applying a bias field. Clearly the atoms move back to their central position and
remain there without sloshing as would be the case in a harmonic trap. b) shows how the
atom number in the uniform trap decays as a function of the frequency at which the power
in the ring is modulated.

power in the confining sheet trap, or alternatively focussing the trap less tightly.

This essentially allows us to increase the integrated density along the axial direction

of the trap, without increasing the integrated density transverse to the optical axis

of the uniform trap.

As the atoms are condensed in the trap, the density of the atoms reflects the under-

lying potential, rearranging equation A.8 we have

U(r) = µ− n(r)g, (8.16)

and noting that the peak density is given by n0 = µ/g and substituting in we yield

U(r) = g(n0 − n(r)) (8.17)

thus from the density we can measure the normalised potential.

A fit to the normalised density profiles in figures 8.9b and 8.9c yields a potential

that is most accurately approximated by a U(r) = r18 potential. This is smaller

than expected from the order of the LG mode, but agrees with the simulations

of A. Gaunt[153] where the steepness of the potential is simulated as a function

of a truncation parameter, determining how far up the walls of the potential the

atoms explore. They found that the steepness of the potential varies dramatically

with the truncation parameter, saturating at large truncation parameters, but being

significantly reduced at small truncation parameters, which is the regime in which

our potential is operating due to the limited laser power.
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Unfortunately the intensity noise on the imaging beam is large enough that extract-

ing the uniformity of the trap from these images is difficult, as since the optical den-

sity is given by D(x, y) = ln(T (x, y), where T (x, y) is the normalised transmission of

the image, then δD(x, y) = −δT/T , and thus fluctuations in the transmission8 cause

significant fluctuations in the measured optical density. However, beam profiling of

the ring trap outside of the glass cell show that the noise within the uniform trap is

less than 1% of the peak intensity.

To further characterise the uniform trap, I measured the response of the uniform

trap to different perturbations. In figure 8.11a we can see the mean position of the

cloud when displaced from the trap centre, this was performed by applying a bias

field to move the position of the field zero, also displacing the cloud, holding the

displaced cloud for 5 ms, and then setting the bias field back to its original value.

The atoms are seen to initially move back to their central position at x = 460, taking

approximately 50 ms, before undergoing a slight bounce and then resettling at the

centre of the trap. This motion does not show the expected sloshing motion one

would expect in a harmonic trap, but rather is more consistent with a hard walled

potential and shows that the imparted momentum is very quickly damped by the

uniform potential.

The next perturbation I applied to the uniform trap was a modulation of the ring

power at different frequencies. To perform this perturbation the power in the ring

trap was modulated sinusoidally by 5%, much like one would to measure a parametric

resonance, and the number of atoms left in the trap after 2 seconds of modulation was

measured. Figure 8.11b shows the result of this measurement, which shows a clear

increase in the atom loss rate with an increase in frequency up to a modulation rate

of 60 Hz, after which the remaining atom number became too few to image faithfully.

This data shows that the loss rate increases monotonically with the increased rate

of modulation, again, in the case of a harmonic potential this is unusual, as one

would expect on large loss rates near parametric resonances, however, as the atoms

are confined to a uniform trap, modulation at a range of frequencies will cause atom

loss.

8Caused for example by the varying imaging beam intensity arising from fringes moving during
an image.



8.3. Characterising the uniform trap 267

8.3.1 Rotating the uniform trap

With the atoms loaded into the uniform ring trap, I next attempted to impart

angular momentum to the atoms in the trap. The signature of imparting angular

momentum to the condensate is the presence of vortices in the condensate.

The size of a vortex is set by the healing length, defined via equation A.14, which

for densities on the order of 2 × 1014 atoms cm−3 is on the order of 200 nm, thus

too small for us to observe in-situ. Instead, we must ‘blow up’ the vortex so that

we can image it, this is typically achieved by allowing the condensate some time of

flight expansion, which decreases the condensate density, increasing the vortex size.

To image vortices in the uniform trap I typically levitate the atoms for 50 ms before

imaging, figure. 8.12a shows an image of a vortex in the condensate. This vortex,

however, was not generated by rotating the trap, instead it was generated purely

by loading the trap. Many attempts were made to remove these vortices, such as

increasing the time over which the trap is loaded and ensuring that all optical traps

were accurately aligned, however, it was not possible to remove these vortices in the

end.

With the ability to image vortices, I next set out to rotate the optical trap to see

if I could impart angular momentum to the atoms. To rotate the uniform trap

the second LG mode was ramped on over 1 second at the same frequency as the

first mode, to 10% of the power in the first LG mode, creating a modulation of the

depth of the potential of about 50%9. Next, the frequency of the second mode was

suddenly changed to a variable frequency, and held constant for 2 seconds before

the result was imaged.

Although vortices were clearly observed in a number of images, figure 8.12b shows an

image taken after rotating the corrugations at ≈0.1 Hz for 2 seconds, which resulted

in two vortices, it was not possible to separate out the vortices that may have been

generated by the rotation of the uniform trap and those that were generated solely

by the loading of the uniform trap. This value does closely agree with the ‘back of

the envelope’ calculation we performed earlier however, predicting a rotation rate

of 0.098 Hz for the measured trap size. Atom loss was also clearly observed for a

range of different rotation frequencies, as evidenced by figure 8.12c. In this figure

we can see that with increasing rotation rate the atom loss rate increases up to ≈5

9The modulation depth caused by the interference of two beams of intensity I1 and I2 = βI1 is
given by 2

√
β

1+β
, this can be calculated from considering the size of the interference term when two

coherent plane waves are added together.
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(a) (b)

(c)

Figure 8.12: Rotating a condensate a) and b) shows images of the condensate released
from the uniform potential after 50 ms of ballistic expansion, imaged from below, which
clearly show the presence of one and two vortices respectively, whilst c) shows the effect
of rotating the corrugations generated by the interference of the two LG(120,0) modes at
different frequencies.

Hz, beyond which the atom loss reduces until ≈12.5 Hz, after which negligible atom

loss was observed. This shows that the atoms confined to the uniform potential are

interacting with the corrugations.
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8.4 Future outlook

In this chapter I have demonstrated the ability to trap a condensate via an optical

potential generated by one of the holographic optical elements, which would not have

been possible using an SLM, given there would be a further reduction in efficiency by

a factor of ≈10, thus the power in the dipole trap would only be on the order of a few

mW. However, it would be interesting to study the characteristics of the condensate

in the same shaped potential but with much greater power, such that the potential

depth is much greater than the chemical potential, preventing the condensate from

spilling over the edges of the trap, and exploring as far up the walls of the potential.

In a much deeper trap it would also be interesting to explore the effect of rotating

the potential, as although some evidence of the generation of vortices via rotating

the potential was observed, this effect may be more apparent when the depth of the

potential is much larger, preventing the condensate wavefunction extending outside

the confining potential.

This demonstration, however, does show that HOEs can fulfil the same role as a

spatial light modulator in generating interesting potentials for cold atoms, but at

a much reduced cost, furthering the possibility of the commercialisation of BEC

apparatus used for precision sensing, for example as a magnetic field sensor, where

the atoms must be confined optically.





AppendixA
Bose-Einstein condensation

Bose-Einstein condensation was originally predicted by Albert Einstein as early as

1925 as a consequence of the newly developed Bose-Einstein statistics, which de-

scribes the thermodynamic behaviour of integer spin particles. The prediction that

was made was that in a gas of non-interacting atoms, if the atoms were cooled to

low enough temperature or alternatively a large enough density, there would be a

macroscopic occupation of the ground state of the system, and the atoms would

condense into the ground state of the system. It was later realised that this macro-

scopic occupation of the ground state would lead to a new phase of matter, in which

every atom in the gas occupies the same single particle state set by the external

potential in which they are confined. This has allowed the study of a quantum sys-

tem which displays macroscopic quantum phenomena, which can be manipulated

through magnetic and optical potentials.

The equation key to Bose–Einstein condensation is the Bose–Einstein distribu-

tion function, which gives the occupation of the ith energy state of a system of

indistinguishable non-interacting integer spin (bosons) particles as a function of

temperature[154],

〈ni〉 =
1

e(εi−µ)/kBT − 1
(A.1)

where 〈ni〉 is the number of particles occupying the ith energy state of energy εi, µ is

the chemical potential of the atoms in the given potential, which can be determined

by the requirement that the sum of the occupation of all states is equal to the total

number of particles N , i.e. N =
∑

i〈ni〉, and T is the temperature of the gas.

The Bose-Einstein distribution reduces to the more familiar Maxwell-Boltzmann
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distribution in the case of low densities or high temperatures, however given high

enough densities or low enough temperatures 〈n0〉 can become macroscopic, with

the number of particles in the ground state approaching the number of particles in

the gas, i.e. with 〈n0〉 → N as T → 0.

It is instructive to consider the case of Bose-Einstein condensation in a harmonic

potential as this is the potential in which condensation will be achieved in this

thesis. In the case of a harmonic potential the critical temperature, the temperature

at which the ground state occupation becomes macroscopic, is given by[154]

kBTC = ~ω
( N

ζ(3)

)1/3
(A.2)

where ω is the geometric mean of the oscillation frequencies of the trap, and ζ(3) is

the Riemann-zeta function. A more useful form that this condition can be expressed

in, is in terms of the phase space density, D or PSD throughout, [154]

D = nλ3 = ζ(3/2) ' 2.6 (A.3)

where n is the number density of the gas, n = N
V , and λ is the deBroglie wavelength,

given by[154]

λ =

√
2π~2

mkBT
(A.4)

where m is the mass of a single particle.

Expressing the condition for Bose-Einstein condensation in terms of the phase space

density is experimentally useful, as the phase space density is a quantity that is

conserved throughout a number of different thermodynamic processes, such as adi-

abatic compression, and expresses the condition in terms of readily observable trap

parameters, such as the temperature, number and volume of the gas. The phase

space density can also intuitively be understood as the probability of a particle

being found within a box the size of the thermal deBroglie wavelength. The condi-

tion stated in equation. A.3 can thus interpreted as the point at which the atomic

wavefunctions, of volume ≈ λ3, have begun to overlap.

Once the atoms in a harmonic potential have reached the critical temperature the

atom do not immediately condense, instead the condensed fraction, N
NC

, in a har-

monic potential at some temperature T below TC can be described by

N

NC
= 1−

( T
TC

)α
(A.5)
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where α is a parameter dependent upon the trap geometry, for a harmonic oscillator

α = 3 whilst in a uniform potential α = 3/2[154]. Clearly at the critical temperature,

T = TC and thus N
NC

= 0 and no atoms are condensed, whereas it is also clear from

equation A.5 that for N
NC

= 1 then T=0, which is unphysical, thus it is expected

that some thermal fraction will always remain1. The final useful fraction to consider

is what I shall define as a pure BEC, somewhat arbitrary given the consideration

above, however I shall define it as a condensate fraction of 90%, from equation A.5

it is simple to calculate that this will occur when T
TC
≈ 0.464.

One of the most intriguing properties of a Bose-Einstein condensate is the fact that

the condensate can be described by a single macroscopic wavefunction, ψ(r, t) even

though it consists of typically 104 to 107 atoms. If there was truly no interaction be-

tween the particles in a condensate then the condensate wavefunction would simply

obey the time-dependent Schrodinger equation. In reality, there is enough inter-

action between the atoms that their interaction cannot be neglected, instead it is

usual to employ the mean field approximation, where we include a potential term

proportional to the density of the atoms, |Ψ(r, t)|2, to account for the interaction.

This results in what is known as the Gross-Pitaevskii equation,

i~
dΨ

dt
=
[
− ~2

2m
∇2 + U(r, t) + g|Ψ(r, t)|2

]
Ψ(r, t), (A.6)

where we have introduced the potential in which the atoms are confined, U(r, t),

the mass of the atom, m, and g = 4π~2a/m is a term setting the strength of the

interaction between the particles, determined by the s-wave scattering length, a.

Now, the ground state solution of equation A.6 will be a stationary state solution,

thus we can separate the time and space variables in the condensate wavefunction

allowing us to write it as Ψ(r, t) = e−iµt/~ψ(r). Substituting this into equation A.6

yields a single second order ordinary differential equation,

µψ(r) =
[
− ~2

2m
∇2 + U(r) + g|ψ(r)|2

]
ψ(r), (A.7)

where all variables have the same meaning, but we have assumed a time independent

potential.

Solving equation A.7 typically required numerical integration, however if we make

the assumption that the mean field energy dominates the ground state kinetic energy,

typically true in the case of large atom number or alternatively strong repulsive

1Note that this is only an approximation however.
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interactions, then we can ignore the kinetic energy term and we are left with what

is known as the Thomas-Fermi approximation

µψ(r) =
[
U(r) + g|ψ(r)|2

]
ψ(r), (A.8)

which can be trivially rearranged to give

n(r) = |ψ(r)|2 =
µ− U(r)

g
, (A.9)

where we note that as |ψ(r)|2 is strictly positive, n(r) = 0 if µ− U(r) < 0.

For the case of a harmonic potential the density will vary quadratically, as the

potential does. For example, consider a harmonic potential described by U(r) =
mω2

2 x2, where we have used the relation ω =
√

k
m . Now, substituting this potential

into equation A.9 gives

n(r) =
µ

g

[
1−

∑
i=1,2,3

mω2
i x

2
i

2µ

]
, (A.10)

where we assumed a harmonic potential in three dimensions and summed over the

orthogonal directions. From this equation we can define what is known as the

Thomas-Fermi radius,R, the distance over which the density falls to zero, or equiv-

alently the distance over which the harmonic potential increases to the chemical

potential, by setting n(r) = 0 and solving, yielding

Ri =

√
2µ

mω2
i

, (A.11)

allowing the condensate density to be written as

n(r) =
µ

g

[
1−

∑
i=1,2,3

x2
i

R2
i

]
, (A.12)

which can be rewritten in terms of the peak condensate density, n0 = µ
g as

n(r) = n0

[
1−

∑
i=1,2,3

x2
i

R2
i

]
. (A.13)

The final quantity that we shall define that will be relevant to this thesis is the

healing length, ξ. The healing length defines the shortest distance over which the
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condensate wavefunction can grow from 0 to its peak density, it is known as such

as it is the distance over which the wavefunction can ‘heal’. As vortices require

the condensate density to drop to zero at the core2, the healing length thus sets

the typical size of a vortex, alternatively it can be thought of as the smallest size a

perturbation can exist in the wavefunction. The healing length is given by[155]

ξ =

√
~2

2mgn0
, (A.14)

where all variables are as defined in this appendix.

A.0.1 Thermodynamics of trapped gases

Although BECs display macroscopic quantum phenomenon, achieving BEC is most

readily understood through a classical thermodynamic perspective. The thermody-

namics of a gas of particles trapped in a potential can be fully described through

the use of a single function, the partition function[8],

ζ =
V0

λ3
(A.15)

where V0 is the effective trap volume, given by

V0 =

∫
exp[U(r)/kBT ]d3r (A.16)

where U(r) is the confining potential, defined such that its minimum is zero and

hence V0 is strictly positive.

Once the partition function is known, all other thermodynamic quantities for the

gas can then be calculated, in particular the peak phase space density is given by

D =
N

ζ
, (A.17)

and the density can be calculated through

n(r) =
N

V0
exp(−U(r)/kBT ). (A.18)

Most relevant parameters have so far been described as cold atom systems are rela-

2discussed more in section. B
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tively simple, and can mostly be characterised by the number of atoms, their temper-

ature and thus the volume they occupy in a given potential. From these parameters

the most important parameter experimentally when attempting to achieve BEC, the

phase space density3, D, can also be calculated.

One parameter however which has not been described is the elastic scattering rate,kel,

this is given by

kel = nσv, (A.19)

where n is the density of atoms, v is the average velocity of the atoms and σ is the

elastic scattering cross section. The elastic scattering rate is an important param-

eter in all BEC experiments to date, as BEC is yet to be achieved without forced

evaporation. Forced evaporation relies upon the rethermalisation of a system once

the high energy tail of the distribution has been truncated, removing atoms with

greater than the average thermal energy, and overall reducing the average thermal

energy once thermalised. As thermalisation of a gas occurs through the atoms in

the gas scattering off one another, the elastic scattering rate thus determines the

rate at which the gas will rethermalise thus determining the rate at which forced

evaporation can occur and ultimately its efficiency.

3As the point at which condensation occurs is specified in terms of the phase space density,
experimentally this is our most important parameter.



AppendixB
Vortices

Vortices arise in an enormous range of physical systems, both classical and quantum,

from macroscopic such as a hurricane, through to microscopic, such as in a superfluid

Helium, wherever turbulent flow is present, vortices will follow. One of the final great

unsolved problems in classical physics is that of turbulence, as turbulence arises in

chaotic systems that are too complex to model, however vortices are prolific in any

system with turbulent flow and by understanding the behaviour of the vortices one

might be able to understand the chaotic behaviour of the flow.

In this thesis quantum vortices1, also known as singularities, present themselves

in two separate systems, a spatially coherent optical field and a spatially coherent

atomic wavefunction, and arise as a consequence of the ability to describe both

systems with a single macroscopic wavefunction, ψ(r). The interested reader is ref-

fered to ‘Twisted photons - Applications of light with orbital angular momentum’ [79]

which provides a detailed introduction to vortices in light, as well as their use to

generate vortices in atomic wavefunctions, as the theory will not be detailed here.

However, the pertinent features of a vortex are such;

• Quantised vortices arise in systems that can be described by a macroscopic

wavefunction

• They arise due to the macroscopic phase coherence of the system, which en-

sures the phase is singly defined at all points

• Around any closed loop, the phase must thus change only by 2nπ, where n is

1As opposed to classical vortices, in which the circulation about the vortex is not quantised.
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an integer, as otherwise the phase will be multiply defined.

• The integer n determines the total circulation that is enclosed within the loop

• At the centre of a loop containing a single quantised vortex, the phase is

undefined, to ensure the wavefunction remains defined at this point the wave-

function must also vanish at this point.

Thus we can see that vortices are mostly characterised by windings in the phase of

the wavefunction not the density, although they do require the density vanish at the

centre of a vortex. In the case of optical fields these vortices carry orbital angular

momentum, with an optical field containing N vortices carrying N~ units of angular

momentum per photon. In the case of a macroscopic atomic wavefunction, i.e. a

condensate, these vortices also carry angular momentum, and for a single vortex

centred in a condensate, each atom will carry ~ of angular momentum per atom.

As vortices carry angular momentum, they also have a handedness dependent upon

the direction in which the phase winds about the vortex and also are topological

features in the wavefunction, thus cannot spontaneously decay, but rather have to

annihilate with another vortex of opposite handedness.



AppendixC
Transconductance of the Magneato

driver

To calculate the transconductance of the Magneato driver, we begin by looking at

the sense voltage, Vs, defined as the voltage input to the sensing op-amp, AD820.

This sense voltage is generated by the flow of current from the LA-150P current

transducer, which induces a voltage across the sense resistor as the current flows to

ground. The sense current Is is 2000 times smaller than the coil current, Ic, thus

Is =
Ic

2000
. (C.1)

As this current flows through the sense resistor of resistance Rs, a voltage difference

is generated lifting the input of the op amp to

Vs = IsRs (C.2)

above ground. This op-amp is configured as a voltage follower thus the input is

equal to the output voltage. The output of the op amp then passes through the

voltage divider formed by R4 and R6, producing a voltage to the negative input of

the OP27,V− of

V− = Vs
R4

R4 +R6
. (C.3)

Meanwhile the control voltage,Vc passes through the op-amp AD620 which is also

configured as a voltage follower, and then through the voltage divider formed by R2
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and R3, yielding an input voltage to the positive side of the op amp, V+ of

V+ = Vc
R3

R3 +R2
. (C.4)

Now, noting that in equilibrium the positive and negative inputs to OP27 will be

balanced, this yields

Vs
R4

R4 +R6
= Vc

R3

R3 +R2
(C.5)

and further noting that R2 = R4 and R3 = R6, the above equation can be rear-

ranged, and through the substitution of eq:C.2 we arrive at

Ic = Vc
2000

Rs

R3

R4
(C.6)

yielding the transcondutance of the Magneato driver.



AppendixD
Phase space density calculations

It is useful to be able to calculate the phase space density of the atoms in a harmonic

potential to be able to know how far one is from condensation. To be able to

calculate the phase space density, the number of atoms, the trap volume as well as

the temperature of the atoms all must be known.

As the in-situ optical density of the atoms is typically on the order of 10-100, accurate

imaging of the size of the cloud is difficult, and would need to be performed along two

orthogonal axes. Instead, we can calculate the trap volume knowing the temperature

of the atoms as well as the trap frequency via equation. 6.35. We can rewrite

equation. 6.35 in terms of the measured parameter, the trap frequency, 2πf = ω

yielding

V (T ) = (
kB

2πm
)3/2 T 3/2

fxfyfz
(D.1)

where T is the temperature of the atoms and fi is the trapping frequency in the

ith direction. Next, knowing the definition of the peak phase space density, equa-

tion. A.17, we have

D =
Nλ3

V
(D.2)

and combining with equation. A.4 and equation. D.1 we yield

D = N(
2π~
kB

)3 fxfyfz
T 3

≈ 1.1× 10−31N
fxfyfz
T 3

(D.3)

which allows the phase space density to be calculated for a harmonic potential with

knowledge solely of the atom number, temperature and trapping frequencies.
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