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Abstract

Software defects are expensive, but hard to detect and prevent. Thus, Software Quality
Assurance (SQA) activities (e.g., code review, software testing, and SQA planning) are applied
to ensure the highest quality of software systems by detection and prevention. However,
such SQA activities are time-consuming and demanding. Defect prediction models have
been proposed to help developers prioritise their limited SQA e�ort on the most risky files.
Yet, the adoption of defect prediction models is still limited due to the following reasons.
First, practitioners do not understand why a file is predicted as defective. Second, current
defect prediction models still fail to uphold the privacy laws (e.g., GDPR), which requires
an explanation of any decision made by an algorithm that a�ects practitioners. Third,
explanations are perceived as equally important as their predictions, but the explainability
of defect models still remains largely unexplored. These lead us to formulate the following
central research question: How to increase the explainability of defect prediction models to support

SQA planning? Thus, this thesis hypothesised that: Explainable defect prediction models are

needed to support SQA planning. Empirical studies are the way forward to identify the best explainable

defect prediction framework to generate the most reliable explanations.

To address this hypothesis, we first investigated (1) the impact of correlated metrics on the
explanations of defect models; (2) the best automated feature selection techniques to mitigate
correlated metrics for generating the explanations of defect prediction models; and (3) the
best model-agnostic techniques to explain the predictions of defect prediction models and
generate actionable guidance to support SQA planning. Through a series of empirical studies,
we derive the following suggestion: To develop an explainable defect prediction model,
correlated metrics must be mitigated to derive the most reliable and stable explanations by
using our proposed AutoSpearman automated feature selection technique and apply LIME
model-agnostic techniques to explain the predictions of defect models and apply rule-based
model agnostic techniques to generate actionable guidance on what developers should do
and should not do to prevent defects in the future.
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Chapter 1

Introduction

1.1 Nature of Software Defects

Software defects are conditions in software systems that do not follow software requirements
or users’ expectations. Software defects can arise from coding mistakes, wrong software
designs, and OS (operating systems) incompatibilities. These variants of software defects in
software systems can have varying impact on the functionality of such software systems. For
example, a software system with functional software defects may generate outputs that are
di�erent from the software specifications. A software system with security software defects
may enable potential malicious attacks.

Due to the wide-spread use of software systems in many industries, software defects can
be critically harmful to human health and expensive. For example, as high as 200 deaths per
year are caused by unnecessary defects in patient care systems in the UK [215]. The U.S.
national annual costs of software defects in software systems are estimated to range from
$22.2 to $59.5 billion [169]. Thus, ensuring a high quality of software systems is becoming
increasingly important.

1.2 Software Quality Assurance

Software Quality Assurance (SQA) activities (e.g., code review, software testing, and SQA
planning) are exercised to routinely check software systems to ensure that the developed
software systems meet the requirements and are high quality (defect-free). For example,
the source code of software systems must be tested thoroughly before the software releases.
Pull requests must be reviewed and approved by members of the development teams before
integrating into the main codebase. Figure 1.1 shows a generic process of software quality
assurance. The process involves managers and developers. Generally, there are 5 steps:

1. Managers establish a software quality assurance (SQA) plan (e.g., minimum reviewers
and minimum test coverage) that developers should follow.
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Figure 1.1 A generic process of software quality assurance.

2. Developers implement new features, producing a lot of changed files or commits.

3. Prior to merging to a master branch for release, given thousands of files, developers
have to manually localise and diagnose software defects.

4. The documentation of past mistakes will be used to update the SQA plan for quality
improvement in future releases.

5. After fixing defects of all features, the software is ready to build and ship to customers.

In this time of fast-paced software development and release cycles, recent software
development methodologies embed QA aspects throughout the software development life
cycle. Unlike the traditional waterfall development methodology that conducts verification
and validation after implementation, Agile testing includes SQA activities into the loop as
early as the requirement design and analysis phase. This allows QA engineers to foresee
potential issues and develop appropriate measures to address such issues as early as possible
to ensure high quality of software systems [149]. Nevertheless, such SQA activities are
time-consuming and demanding, especially for large-scale software systems.

To address the increasing e�ort to ensure the highest quality of large-scale software
systems, prior work proposed to use defect prediction models to predict which files [140, 238],
methods [71], and lines [223, 228] are likely to be defective in the future. Prior studies
developed defect prediction models using a statistical (e.g., regression [17, 153, 238]) or
machine learning (e.g., random forests [209]) model for various purposes (e.g., prediction
and explanations), which addresses various goals. Figure 1.2 presents an overview process of
defect prediction models. To construct defect prediction models, there are four generic steps:

1. select software metrics (e.g., lines of code) that are associated with defect-proneness,

2. construct a defect prediction model using a statistical or machine learning technique
(e.g., linear regression and random forests),

3. generate predictions to produce the ranking of the most risky files, and

4. apply model explanation techniques to generate model explanation (i.e., the most
important factors that are associated with software defects in the past).
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Figure 1.2 An overview process of defect prediction models.

Below, we discuss the use of defect prediction models to address various goals.

Use defect prediction models to prioritise the limited SQA resources on the most risky files: Software
defects are prevalent in many large-scale software systems (e.g., 47K+ for Eclipse, and 168K+
for Mozilla) [112]. Developers have to exhaustively review and test each file in order to
identify and localize software defects. However, given thousands of files in a software system,
exhaustively performing SQA activities are likely infeasible due to limited SQA resources
(e.g., in a rapid release setting). Thus, prior studies use defect prediction models to predict
the likelihood of a file being defective in the future. Such predictions can be used to produce
a ranking of the most risky files that require SQA activities. This ranking of the most risky
files helps developers save inspection e�ort and prioritise their SQA resources on the most
risky files.

Use defect prediction models to understand the characteristics that are associated with software defects in

the past: Numerous characteristics are associated with software quality. For example, the static
and dynamic characteristics of source code [65, 238], software development practices (e.g.,
the amount of added lines) [96, 147], organizational structures (e.g., social networks) [153],
and human factors (e.g., the number of software developers, code ownership) [17, 216, 217].
Yet, di�erent systems often have di�erent quality-impacting characteristics. Thus, prior
studies used defect prediction models to better understand such characteristics that are
associated with software defects in the past. This understanding is used to build empirical
theories that are related to software quality to help managers chart appropriate SQA plans.
For example, software defects discovered in previous versions of a software project are
associated with code complexity. With this understanding derived from defect prediction
models, managers can chart SQA plans related to code complexity to ensure high quality of
the software system.
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1.3 Thesis Motivation

Despite being proposed for decades, the adoption of defect prediction models in practice is still
very limited due to the following key reasons:

First, practitioners do not understand why a file is predicted as defective. Recent
work raises a concern about a lack of explainability of software analytics in software en-
gineering [32]. Practitioners also share similar concerns that analytical models in software
engineering must be explainable and actionable [32, 115]. For example, Google [115] ar-
gued that defect prediction models should be more actionable to help software engineers
debug their programs. Miller [145] also argued that human aspects should be taken into
consideration when developing AI/ML-based systems.

Second, current defect predictionmodels still fail to uphold the privacy laws (e.g.,
GDPR), which requires an explanation of any decision made by an algorithm that
a�ects practitioners. Article 22 of the European Union’s General Data Protection Regula-
tion (GDPR) [179] states that the use of data in decision-making that a�ects an individual
or group requires an explanation for any decision made by an algorithm. Yet, current defect
prediction models can predict whether a file will likely be defective in the future but cannot
explain why models make such a prediction. For example, a model may predict one file to
likely be defective with a defective probability value of 80%, while predicting another file to
not likely be defective with a defective probability value of 15%. According to GDPR, these
predictions need to be better justified, particularly for those predicted as defective, since they
may a�ect the owners of such files.

Third, explanations are perceived as equally important as their predictions, but
the explainability of defect models still remains largely unexplored. To better under-
stand the current state of defect prediction research and practitioners’ perceptions of defect
prediction models, we first conducted a literature analysis and a qualitative survey (Chapter 2).
Particularly, we analysed defect prediction studies published in TSE, EMSE, and ICSE during
2015-2020. From this, we identified what are the goals of developing defect prediction
models in prior studies. Then, we conducted a qualitative survey on practitioners’ perceptions
of the goals of developing defect prediction models.

We found that most of the defect prediction studies published at the top SE venues during
2015-2020 (91%) focus on the prediction of defect prediction models. Despite receiving little
attention from the research community, the survey results show that 82% of the respondents
perceived that the explanation of defect prediction models are useful. These findings highlight
the need to explore the explainability of defect prediction models to support SQA planning.

Based on the 3 aforementioned reasons, we formulated the following overarching research
question:

Overarching Research Question (RQ)–How can we increase the explainability of defect prediction

models to better support SQA planning?
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1.4 Thesis Statement and Research Questions

The goal of this thesis is to increase the explainability of defect prediction models to support
SQA planning. To address this goal, we formulate the following thesis statement:

Explainable defect prediction models are needed to support SQA planning. Empirical studies are the

way forward to identify the best explainable defect prediction framework to generate the most reliable

explanations.

However, little is known about the best defect prediction framework to generate the
most reliable explanations. Thus, we formulate the following 3 central research questions for
this work:
Motivation for RQ1 – The explanation of defect prediction models heavily relies on the
studied software metrics used to construct them. However, software metrics are often
correlated [54, 72, 73, 86, 207, 211, 235]. For example, Herraiz et al. [73], and Gil et al. [54]
point out that code complexity (CC) is often correlated with code size (size). Zhang et

al. [235] point out that many metric aggregation schemes (e.g., averaging or summing of
McCabe’s cyclomatic complexity values at the function level to derive file-level metrics)
often produce correlated metrics.

Recent studies raised concerns that correlated metrics may impact the interpretation
of defect models [211, 235]. This is a critical concern since such explanations of defect
prediction models constructed using correlated metrics may be used to chart misleading SQA
plans. Unfortunately, a literature survey by Emad [193] found that 63% of defect prediction
studies that are published during 2000-2011 do not consider correlation analysis prior to
constructing defect prediction models. Thus, we formulate the following research question:

(RQ1) How do correlated metrics impact the explanation of defect prediction models?

Motivation for RQ2 – Feature selection techniques are applied in defect prediction studies to
select an optimal subset of software metrics that are relevant to defect-proneness [5, 34, 40,
97, 140, 160, 198]. However, none of the prior studies investigated whether such feature
selection techniques mitigate correlated metrics for generating the explanation of defect
prediction models. Thus, we formulate the following research question:

(RQ2) Which feature selection techniques should be used to mitigate correlated metrics for

generating the most reliable explanation of defect prediction models?

Motivation for RQ3 – Commonly-used model explanation techniques (e.g., ANOVA ana-
lysis and variable importance) used by prior work [17, 56, 96, 147, 153, 177, 216, 217, 238] to
explain defect prediction models only explain the relationship at the project level. However,
these model explanations cannot explain the underlying reasoning behind each prediction.
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Figure 1.3 An overview of thesis structure.

Recent work (e.g., LIME [182] and BreakDown [201]) introduced model-agnostic tech-
niques that explain an individual prediction by diagnosing a prediction model. Yet, no defect
prediction studies to date have investigated whether such model-agnostic techniques should
be used to explain the predictions of defect prediction models. Thus, we formulate the
following research question:

(RQ3) Should model-agnostic techniques be used to explain

the predictions of defect prediction models?

1.5 Thesis Overview

To address these central research questions, we structure this thesis using the following
structure (Figure 1.3). We describe each chapter below.
[Chapter 2] Current Challenges of Defect Prediction Models from the Practitioners’
Point of View
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To situate the thesis, in this chapter, we first conducted a literature analysis to understand
the current state of research in defect prediction studies. Then, we conducted a qualitative
survey to investigate practitioners’ perceptions of defect prediction models. We asked re-
spondents to assess the perceived usefulness, their willingness to adopt, and the challenges
of defect prediction models developed from current practice. The results of the literature
analysis show that most recent defect prediction studies (91%) focus on the prediction of
defect prediction models. Little research has been done on understanding defect prediction
models and their predictions to support SQA planning. Despite receiving little attention
from the research community, the results of the qualitative survey show that 82%-84% of
the respondents perceived understanding defect prediction models and their predictions as
useful and 74%-78% of the respondents are willing to adopt them. These findings motivated
us to further explore the explanation of defect prediction models to support SQA planning.

[Chapter 3] The Impact of Correlated Metrics on the Explanation of Defect Predic-
tion Models

In Chapter 2 work we found that there is a need to investigate the explanation of defect
prediction models to support SQA planning. Towards eXplainable Defect Prediction models,
we first started with software metrics that are used to construct defect prediction models.
Prior studies showed that software metrics are often correlated [54, 72, 73, 86, 207, 211, 235].
However, little is known whether such correlated metrics impact the explanation of defect
prediction models. Thus, in this chapter, we investigated the impact of correlated metrics on
the explanation of defect prediction models. Particularly, we investigated (1) the prevalence
of correlated metrics in defect datasets, (2) the impact of the number of correlated metrics
on the explanation of defect prediction models, (3) the impact of the ordering of correlated
metrics in a model specification on the explanation of defect prediction models, (4) the impact
of correlated metrics on the consistency and the level of discrepancy of the explanation
of defect prediction models, (5) the consistency of the explanation of defect prediction
models after removing correlated metrics, and (6) the impact on the model performance
and stability after removing correlated metrics. We found that correlated metrics impact
the consistency, the level of discrepancy, and the direction of the importance ranking of
metrics, especially for ANOVA techniques. On the other hand, we found that removing all
correlated metrics improves the consistency of the produced importance ranking of metrics
among the studied model explanation techniques while impacting the model performance
by less than 5 percentage points. These findings suggested that correlated metrics must be
mitigated when the goal is to derive sound explanation from defect prediction models.

[Chapter 4] Automated Feature Selection Techniques toMitigate CorrelatedMetrics
for Generating the Explanation of Defect Prediction Models

Chapter 3 work found that correlated metrics must be mitigated to derive sound explan-
ation from defect prediction models. Prior defect prediction studies [5, 34, 40, 97, 140, 160,
198] applied feature selection techniques to find an optimal subset of software metrics that
are relevant to defect-proneness. However, little is known whether these feature selection
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techniques mitigate strong correlation among software metrics. Therefore, in this chapter,
we investigated the consistency and correlation of subsets of metrics produced by feature
selection techniques. Particularly, we investigated (1) the consistency of the produced subsets
of metrics, (2) the correlation of the produced subset of metrics, (3) the performance, (4)
the computational cost, and (5) the impact on the explanation of defect prediction models.
We found that the subsets of metrics produced by commonly-used feature selection metrics
are inconsistent and correlated. To address this concern, we proposed an automated feature
selection technique, AutoSpearman, that mitigates correlated metrics better and produce more
consistent subsets of metrics than other commonly-used feature selection techniques. These
findings suggested that AutoSpearman should be used in future studies which aim at ensuring
high consistency and the automated mitigation of correlated metrics. Furthermore, this
work also opened up new research avenues in the automated selection of features for defect
prediction models to optimise for explainability.
[Chapter 5] Model-agnostic Techniques to Explain the Predictions of Defect Predic-
tion Models

Chapter 4 proposed AutoSpearman that automatically mitigates correlated metrics that
are shown in Chapter 3 to have an impact on the explanation of defect prediction models.
Nevertheless, commonly-used model explanation techniques (e.g., ANOVA analysis and
variable importance) used by prior work [17, 56, 96, 147, 153, 177, 216, 217, 238] to explain
defect prediction models only explain the relationship at the project level. These model
explanations cannot explain the underlying reasoning behind each prediction. Recent
work (e.g., LIME [182] and BreakDown [201]) introduced model-agnostic techniques that
explain an individual prediction by diagnosing a prediction model. Yet, no defect prediction
studies to date have investigated whether such model-agnostic techniques should be used to
explain the predictions of defect prediction models. Thus, in this chapter, we investigated
whether model-agnostic techniques should be used to explain the predictions of defect
prediction models. To do so, we investigated (1) the variation of explanations generated
by model-agnostic techniques, (2) the trustworthiness, (3) reliability, and (4) practicality
of model-agnostic techniques. We also conducted a post-evaluation as a qualitative survey
to investigate practitioners’ perceptions of the explanations generated by model-agnostic
techniques. We found that model-agnostic techniques are needed to explain individual
prediction of defect prediction models. We also found that more than half of the respondents
perceived such explanations as necessary (55%) and useful (65%). Since the implementation
of the studied model-agnostic techniques (i.e., LIME and BreakDown) are available in both
Python and R, we recommend model-agnostic techniques be used to explain the predictions
of defect models.

1.6 Key Contributions

The main contributions of this thesis are as follows:
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(1) We conducted a qualitative survey on practitioners’ perceptions of the goals of defect
prediction models and the model-agnostic techniques for generating visual explanations
of defect prediction models (Chapter 2).

(2) We investigated the key factors that impact practitioners’ perceptions of the goals of defect
prediction models and the model-agnostic techniques for generating visual explanations
of defect prediction model (Chapter 2).

(3) We identified a key set of implications for researchers including open questions for future
research on designing and developing the next-generation defect prediction models
(Chapter 2).

(4) We investigated the prevalence of correlated metrics in publicly-available defect datasets
(Chapter 3).

(5) We investigated the impact of the number and the ordering of correlated metrics on the
explanation of defect models (Chapter 3).

(6) We investigated the impact of correlated metrics on the consistency and the level of
discrepancy of the produced rankings by the model explanation techniques (Chapter 3).

(7) We investigated the consistency of the importance ranking of metrics after removing all
correlated metrics (Chapter 3).

(8) We investigated the impact of removing all correlated metrics on the performance and
stability of defect prediction models (Chapter 3).

(9) We investigated the consistency and correlation of subsets of metrics produced by feature
selection techniques (Chapter 4).

(10) We investigated the impact of feature selection techniques on the performance of defect
prediction models (Chapter 4).

(11) We investigated the computational cost and the correlation threshold values of feature
selection techniques (Chapter 4).

(12) We described an introduction to the explainability in software engineering from a
perspective of psychological science (Chapter 5).

(13) We described an introduction to model-agnostic techniques (i.e., BreakDown and LIME)
for explaining the predictions of defect models (Chapter 5).

(14) We investigated the trustworthiness, reliability, and practicality of model-agnostic
techniques (Chapter 5).





Chapter 2

Practitioners’ Perceptions of
Explainable Defect Models

An earlier version of the work in this chapter appears in the International Conference on
Mining Software Repositories (MSR) [92].
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2.1 Introduction

Software defects are prevalent, but hard to predict [140] and to prevent [153, 154]. Thus, prior
studies developed defect prediction models from historical software data using a statistical
or machine learning model for various purposes (e.g., prediction and explanations), which
addresses various goals. First is to predict the likelihood of a file being defective in the
future [65, 140]. Second is to understand the characteristics that are associated with software
defects in the past [153, 154]. Third is to explain their prediction about why a particular file
is predicted as defective [81, 109, 165, 166].

Prior studies hypothesized that the predictions could help practitioners prioritize the
limited inspection e�ort on the most risky files [71, 140, 223, 228, 238], while the insights
derived from defect prediction models could help managers chart appropriate quality im-
provement plans [153, 154, 199]. Recently, Wan et al. [222] conducted a survey study with
practitioners to investigate their perceptions of defect prediction models. However, Wan et

al. [222] only focused on the prediction goal, while the other two goals (i.e., understanding
models and explaining the predictions) have not been investigated. A better understanding
of the practitioners’ perceptions will help the research community to better understand
practitioners’ needs, allowing researchers to orient appropriate e�orts for the design and the
development of the next generation of defect prediction models.

Prior studies used various model-agnostic techniques–techniques that generate explana-
tions of defect prediction models and their predictions–(e.g., ANOVA and LIME) to generate
visual explanations to help practitioners understand defect prediction models and their predic-
tions [17, 81, 153, 216, 217]. In fact, di�erent model-agnostic techniques generate di�erent
key information, e.g., importance scores and relationship. However, none of the prior studies
investigates which model-agnostic techniques are considered as the most preferred by prac-
titioners to generate visual explanations. A better understanding of practitioners’ perceptions
of the visual explanations of defect prediction models is needed to guide researchers to devise
novel visualization techniques that suit practitioners’ needs.

In this study, we conducted a qualitative survey to understand the practitioners’ per-
ceptions of the goals of defect prediction models and the model-agnostic techniques for
generating visual explanations of defect prediction models. The analysis of related work
led us to focus on three goals of defect prediction models: (1) prioritizing the limited SQA
resources on the most risky files; (2) understanding the characteristics that are associated with
software defects in the past; and (3) understanding the most important characteristics that
contributed to a prediction of a file. We asked respondents to assess the perceived usefulness
and their willingness to adopt defect prediction models. Then, we asked the respondents to
describe the positive and negative impacts if these defect prediction models were adopted.

Guided by the analysis of related work, we focused on 8 model-agnostic techniques used
for generating visual explanations – ANOVA, Variable Importance, Partial Dependence Plots,
Decision Tree, LIME [182], BreakDown [55], SHAP [125], and Anchor [183]. We asked
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our survey respondents to assess each visual explanation generated by these techniques along
three dimensions, i.e., information usefulness, information insightfulness, and information
quality. We then asked the respondents to describe the positive and negative feedback of each
visual explanation of defect prediction models. Through a qualitative analysis of open-ended
and closed-ended questions of 50 software practitioners we addressed the following research
questions:

(RQ1) Which goals of defect prediction models that practitioners considered the
most useful?
82%-84% of the respondents perceived that the three goals of defect prediction models are

useful and 74%-78% of them are willing to adopt them. This was especially true for
respondents who use Java, have little years of experience, and work in a large team
size (more than 100 people). This finding highlights that not only defect predictions
but also the other two goals (i.e., understanding defect prediction models and their
predictions) receive similar perceptions of usefulness and willingness to adopt with
no statistically significant di�erence.

(RQ2) Which model-agnostic techniques are the most preferred by practitioners to
understand defect prediction models and their predictions?
LIME is the most preferred technique for understanding the most important characteristics

that contributed to a prediction of a file with an agreement percentage of 66%-78% along

three dimensions. ANOVA/VarImp is the second most preferred technique for under-
standing the characteristics that are associated with software defects in the past with
an agreement percentage of 58%-70% along three dimensions.

Based on these findings, future research (1) should put more e�ort into investigating
how to improve the understanding of defect prediction models and their predictions; and
(2) should adopt ANOVA/VarImp and LIME model-agnostic techniques to understand
defect prediction models and their predictions. We also discuss key lessons learned and
open questions for developing the next-generation of defect prediction models, e.g., how
to develop the highly scalable human-in-the-loop defect prediction models at the lowest
implementation cost, while maintaining its explainability.

The main contributions of this study are as follows:

• We conducted a qualitative survey on practitioners’ perceptions of the goals of defect
predictionmodels and the model-agnostic techniques for generating visual explanations
of defect prediction models. We also provided a detailed replication package as a Jupyter
notebook in the online supplementary materials [84].

• We investigated the key factors that impact practitioners’ perceptions of the goals
of defect prediction models and the model-agnostic techniques for generating visual
explanations of defect prediction models.
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• We identified a key set of implications for researchers including open questions for
future research on designing and developing the next-generation defect prediction
models.

The body of knowledge provided by the findings of this survey will allow the research
community to prioritise the practitioners’ needs and to orient future e�orts for the design
and development of better explainable defect prediction.
Chapter Organisation. Section 2.2 summarizes key related work to identify (1) the key
goals of developing defect prediction models, and (2) the model-agnostic techniques used to
generate visual explanations; and motivate the research questions based on the analysis of
related work. Section 2.3 describes the design of this study. Section 2.4 presents the results
of RQ1 and RQ2. Section 2.5 discusses threats to the validity. Finally, Section 2.6 concludes
the chapter.

2.2 Related Work & Research Questions

We first summarize key related work to identify (i) the key goals of developing defect
prediction models, and (ii) the model-agnostic techniques that are used to generate visual
explanations. We then motivate our research questions based on the analysis of related work.

2.2.1 Related Work

In identifying defect prediction studies used in this study, we conduct the following selection
steps. First, We collected the titles of full research track publications that were published in
the top SE venues (i.e., TSE, ICSE, EMSE, FSE, and MSR) during 2015-2020 from IEEE
Xplore, Springer, and ACM Digital Library (as of 11 January 2021). These venues are
premier publication venues in the software engineering research community. Second, we
used the “defect", “fault", “bug", “predict", and “quality" keywords to search for papers about
defect prediction models. This led us to a collection of 2,890 studies. Third, since studies
may use several keywords that match with our search queries and appear consistently across
the search results, we first identified and excluded duplicate studies. We found that 1,485
studies are duplicated and thus are excluded (1,405 unique studies). Fourth, we manually
read the titles and abstracts of these papers to identify whether they are related to defect
prediction models. For each paper, we manually downloaded each paper as a pdf file from
IEEE Xplore, Springer, and ACMDigital Library. We identified 131 studies that are relevant
to software defects prediction. Fifth, of the 131 studies, we excluded 7 studies that are not
primary studies of defect prediction models (e.g., secondary studies [78, 240]). Sixth, we
excluded 28 studies that are not full-paper and peer-reviewed defect prediction studies (i.e.,
short, journal first, extended abstract papers). Finally, we selected a total of 96 primary
full-paper and peer-reviewed defect prediction studies.
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Table 2.1 A summary of type, granularity, and key information of the model-agnostics
techniques that are used in defect prediction studies [57, 82], and an example of positive and
negative feedback from practitioners (RQ2).

Goal Technique Types/Granularity Information Positive feedback Negative feedback

(Goal 2)
Understanding the
characteristics that
are associated with
software defects
in the past

Anova/
VarImp A Post-hoc Ex-

plainer for Model
Explanation

(1) The importance scores
of each feature

R50 (“Explains risk values of
several factors.”)

R34 (“It is a very basic plot
which could even have been a

table.”)

Partial
Dependence
Plot (PDP)

A Post-hoc Ex-
plainer for Model
Explanation

(1) The relationship of
each feature on the out-
come

R5 (“I like that I can see a
trending pattern to read with

ease.”)

R27 (“Easy to visualize but hard
to process the info.”)

Decision
Tree An Interpretable

Model for Model
Explanation

(1) The decision rule of
each feature

R47 (“Very analytical, strong
with engineers, flow chart.”)

R34 (“Very difficult to read
especially when there are

multiple parameters and the tree
gets un-manageable.”)

(Goal 3)
Understanding the
most important
characteristics that
contributed to a
prediction of a file

LIME

A Post-hoc
Explainer for
Outcome
Explanation

(1) The prediction of the
local models R1 (“Risk scores are visually

oriented and users will
understand it faster.”)
R50 (“Easy to understand, we
just want to know what’s
already ok and what’s need to
improve.”)

R9 (“... But it also could be time
consuming to review depending
on if there are many different
files to review.”)
R50 (“... too large and too tired
to read 10 charts for 10 files.”)

(2) The decision point of
each feature
(3) The supporting scores
of each feature
(4) The contradicting
scores of each feature
(5) The actual feature value
of that instance

SHAP

A Post-hoc
Explainer for
Outcome
Explanation

(1) The prediction of the
local models R5 (“... It does highlight in the

explanation of what everything
is, which is nice. It gives
insightful data on what to look
out for.”)
R14 (“It describes the
involvement of each attribute
more clearly.”)

R9 (“This has a lot of information
which can be quite useful but lacks
a clean readability. It can be quite
time-consuming to read this graph.”)
R27 (“Takes a bit to figure out
what is going on.”)

(2) % of contribution for
each feature to the final
probability
(3) The actual feature value
of that instance

BreakDown

A Post-hoc
Explainer for
Outcome
Explanation

(1) The prediction of the
local models
(2) % of contribution for
each feature to the final
probability
(3) The actual feature value
of that instance

Anchor

A Post-hoc
Explainer for
Outcome
Explanation

(1) The decision rule of
each feature

R50 (“Exactly what I need, just
small and short information on

what to improve.”)

R36 (“... doesn’t provide a
visual aid to put the numbers

into perspective.”)

We read each of them to identify their goals of developing defect prediction models and
identify the model-agnostic techniques that are used to generate visual explanations. We then
further group the goals of developing defect prediction models using the Open Card Sorting

approach. First, we list all the goals of developing defect prediction models and categorize these
goals based on how such models are used in each study. Then, we discuss the inconsistency
among the authors to reach the final set of categories. Based on the selected 96 studies, we
identify the 3 goals of developing defect prediction models and 8 model-agnostic techniques
used to generate visual explanations. Guided by the Guidotti et al.’s Taxonomy [57], we
classify each technique according to types of model-agnostic techniques (i.e., interpretable
models vs. post-hoc explanations) and the granularity levels of explanations (i.e., model
explanation and outcome explanation [82]).

Goal 1—Prioritizing the limited SQA resources on the most risky files

Software defects are prevalent in many large-scale software systems (e.g., 47K+ for Eclipse,
and 168K+ for Mozilla) [112]. Developers have to exhaustively review and test each file
in order to identify and localize software defects. However, given thousands of files in a
software system, exhaustively performing SQA activities are likely infeasible due to limited
SQA resources (e.g., in a rapid release setting). Thus, prior studies use defect prediction
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models to predict the likelihood of a file being defective in the future. Such predictions
can be used to produce a ranking of the most risky files that require SQA activities. Prior
studies leveraged several Machine Learning approaches to develop defect prediction models
to predict which files [140, 238], methods [71], lines [228] are likely to be defective in the
future. For example, regression models [17, 153, 216, 217, 238], random forests [209], and
deep learning [225].

Goal 2—Understanding the characteristics that are associated with software defects
in the past

Numerous characteristics are associated with software quality. For example, the static and
dynamic characteristics of source code [65, 238], software development practices (e.g., the
amount of added lines) [96, 147], organizational structures (e.g., social networks) [153], and
human factors (e.g., the number of software developers, code ownership) [17, 216, 217]. Yet,
di�erent systems often have di�erent quality-impacting characteristics. Thus, prior studies
used defect prediction models to better understand such characteristics that are associated
with software defects in the past. This understanding could help managers chart appropriate
quality improvement plans. Below, we summarize the four model-agnostic techniques that
are used in prior studies to understand the characteristics that are associated with software
defects in the past.

Analysis of Variance (ANOVA) is a model-agnostic technique for regression analysis to
generate the importance scores of factors that are associated with software defects. ANOVA
measures the importance of features by calculating the improvement of the Residual Sum of
Squares (RSS) made when sequentially adding a feature to the model. Variable Importance
(VarImp) is a model-agnostic technique for random forests classification techniques to generate
the importance scores of factors that are associated with software defects. The VarImp
technique measures the importance of features by measuring the errors made when the
values of such features are randomly permuted (i.e., permutation importance). Random
forests also provides other variants of importance score calculations (e.g., Gini importance).
In this study, we choose the permutation importance technique to generate an example
of VarImp visual explanation since we find that permutation importance is more robust to
the collinearity issues [85]. We note that the ANOVA and VarImp plots only indicate the
importance of each feature, not the directions of the relationship of each feature i.e., positive
or negative.

Partial Dependence Plot (PDP) [48] is a model-agnostic technique to generate model
explanations for any classification models. Unlike visual explanations generated by ANOVA
and VarImp that show only the importance of all features, visual explanations generated by
PDP illustrate the marginal e�ect that one or two features have on the predicted outcome of
a classification model.

Decision Tree or Decision Rule is a technique to generate tree-based model explanations.
A decision tree is constructed in a top-down direction from a root node. Then, a decision
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tree partitions the data into subsets of similar instances (homogeneous). Typically, an entropy
or an information gain score are used to calculate the homogeneity among instances. Finally,
the constructed decision tree can be converted into a set of if-then-else decision rules.

Goal 3—Understanding themost important characteristics that contributed to a pre-
diction of a file

In my previous work, we et al. [82] argued that a lack of explainability of defect prediction
models could hinder the adoption of defect prediction models in practice (i.e., developers do
not understand why a file is predicted as defective). To address this challenge, we proposed to
use model-agnostic techniques to generate explanations of the predictions of defect prediction
models (i.e., what are the most important characteristics that contributed to a prediction of a
file?). Below, we summarize the four state-of-the-art model-agnostic techniques that were
used in prior studies to understand the most important characteristics that contributed to a
prediction of a file (i.e., LIME, BreakDown, SHAP, and Anchor).

Local Interpretability Model-agnostic Explanations (LIME) [182] is a model-agnostic tech-
nique to generate the importance score of the decision rule of each factor for any classification
models. The decision rule of each factor is discretized based on a decision tree. LIME aims
to generate supporting and contradicting scores which indicate the positive and negative
importance of each feature for an instance. For example, a LIME explanation for the LOC
feature with an importance score of 40% and a decision rule LOC > 100 => BUG indicates
that the condition of the file size that is larger than 100 LOCs would have 40% contribution
to the prediction that a file is defective.

BreakDown [55] is a model-agnostic technique for generating probability-based explana-
tions for each model prediction [201]. BreakDown uses the greedy strategy to sequentially
measure the contributions of each feature towards the expected predictions. For example, a
BreakDown explanation for the LOC feature with an importance score of 40% indicates
that the actual feature value of 200 LOCs of the file would have 40% contributions to the
final prediction of this particular file as being defective.

SHapley Additive exPlanations (SHAP) [125] is a model-agnostic technique for generating
probability-based explanations for each model prediction based on a game theory approach.
SHAP uses game theory to calculate the Shapley values (contributions) of each feature based
on the decision-making process of prediction models.

Anchor [183] is an extension of LIME [182] that uses decision rules to generate rule-based
explanations for each model prediction. The key idea of Anchor is to select if-then rules –
so-called anchors – that have high confidence, in a way that features that are not included
in the rules do not a�ect the prediction outcome if their feature values are changed. In
particular, Anchor selects only rules with a minimum confidence of 95%, and then selects
the rule with the highest coverage if multiple rules have the same confidence value.
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Figure 2.1 The proportion of the goals of developing defect prediction models and the pro-
portion of the model-agnostic techniques used in prior studies. We note that the summation
of these percentage values does not add up to 100% since a study may have multiple goals
and may use multiple model-agnostic techniques.

2.2.2 Research Questions

As shown in Figure 2.1, we found that most recent defect prediction studies focus on
prioritizing the limited SQA resources. This led us to hypothesize that the prediction goal
is perceived as more useful than the other two goals, i.e., understanding defect prediction
models and their predictions. However, it remains unclear how practitioners perceive the
three goals of defect prediction models. Thus, we formulate the following research question:

(RQ1) Which goals of defect prediction models that practitioners considered the most useful?

According to our analysis of related work, prior defect prediction studies also used model-
agnostic techniques to generate visual explanations to help practitioners understand (1) the
most important characteristics that are associated with software defects in the past; and (2) the
most important characteristics that contributed to a prediction of a file. Surprisingly, there
exist numerous model-agnostic techniques to generate visual explanations (e.g., ANOVA and
LIME) that have been used in the literature. Particularly, we found that 18% used ANOVA,
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Figure 2.2 An illustrative overview of the goals of defect prediction models and the model-
agnostic techniques for generating visual explanations of defect prediction models.

15% used Variable Importance, 5% used Partial Dependence Plot, 3% used Decision Tree,
2% used LIME, and 1% used BreakDown to generate visual explanations. Recently, Esteves et
al. [41] also used SHAP [125] to understand the predictions of defect prediction models.
Anchor [183] (an extension of LIME [182]) was proposed to present the visual explanations
in the form of decision trees/rules.

Based on our analysis of the eight selected model-agnostic techniques (see Table 2.1) that
were used in prior studies, we found that visual explanations generated by these techniques
produce di�erent key information (e.g., important scores and relationship). It remains unclear
about which model-agnostic techniques are considered as the most preferred by practitioners
to understand defect prediction models and their predictions. Thus, we formulate the
following research question:

(RQ2) Which model-agnostic techniques are the most preferred by practitioners to understand defect

prediction models and their predictions?

2.3 Survey Methodology

The goal of this work is to assess practitioners’ perceptions of the goals of defect prediction
models and the model-agnostic techniques for generating visual explanations of defect
prediction models. To address our two research questions, we conducted a qualitative survey
study to investigate the practitioners’ perceptions of the goals of defect prediction models and
the model-agnostic techniques for generating visual explanations of defect prediction models.
We used a survey approach, rather than other qualitative approaches (e.g., interview), since
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we aim to assess their perceptions of the goals along 2 dimensions (i.e., perceived usefulness
and willingness to adopt) and the model-agnostic techniques along 3 dimensions (i.e., overall
preference, information usefulness, information insightfulness, and information quality).
Unlike an interview approach that is more unstructured, the closed-ended responses of the
survey approach can be structured and quantified on a Likert scale which can be further
analyzed to produce empirical evidence. The open-ended responses of the survey approach
also provide in-depth insights to synthesize and generate discussions. As suggested by
Kitchenham and Pfleeger [104], we considered the following steps when conducting our
study: (1) Survey Design (designing a survey and developing a survey instrument), (2) An
Evaluation of the Survey Instrument (evaluating the survey instrument), (3) Participant
Recruitment and Selection (obtaining valid data), (4) Data Verification (verifying the data),
and (5) Statistical Analysis (analysing the data). We describe each step below.

2.3.1 Survey Design

Our survey design is a cross-sectional study where participants provide their responses at one
fixed point in time. The survey consists of 9 closed-ended questions, 11 open-ended questions,
and 1 one-ended question for feedback on our survey. The survey takes approximately 20
minutes to complete and is anonymous. Our survey can be found in the online supplementary
materials [84].

To fulfil the objectives of our study, we created three sets of closed-ended and open-ended
questions with respect to the demographic information, and the two research questions. For
closed-ended questions, we used agreement and evaluation ordinal scales. To mitigate the
inconsistency of the interpretation of numeric ordinal scales, we labelled each level of ordinal
scales with words as suggested by Krosnick [110]. The format of our survey instrument is
an online questionnaire. We used Google Forms to implement this online survey. When
accessing the survey, each participant was provided with an explanatory statement which
describes the purpose of the study, why the participant is chosen for this study, possible
benefits and risks, and confidentiality. Below, we present the rationale for the information
that we captured:

Part 1–Demographics

We captured the following information, i.e., Role: engineers, managers, and researchers;
Experience in years (decimal value); Current country of residence; Primary programming
language; Team Size: 1-10, 11-20, 21-50, 51-100, 100+; Usage of static analysis tools: Yes /
No.

The collection of demographic information (i.e., roles, experience, country) about the
respondents allows us to (1) filter respondents who may not understand our survey (i.e.,
respondents with less relevant job roles), (2) breakdown the results by groups (e.g., developers,
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managers, etc), and (3) understand the impact of the demographics on the results of our
study.

Team size may have an impact on SQA practices [155]. For example, small teams might
use a light-weight SQA practice (e.g., static analysis), while large teams might use a rigorous
SQA practice (e.g., CI/CD and automated software testing).

Primary programming languages may impact SQA practices [13]. For example, some
high-level programming languages might be easier to conduct SQA practices (e.g., Python
and Ruby languages) than some low-level programming languages (e.g., C language).

The usage of static analysis tools may impact the practitioners’ perceptions of the goals of
defect prediction models and the model-agnostic techniques for generating visual explana-
tions of defect prediction models. For example, practitioners who use static analysis may not
perceive the benefits of the prioritization goal of defect prediction models [222]. However,
the ranking of the most risky files is not the only goal of defect prediction models.

Part 2–Practitioners’ perceptions of the goals of defect prediction models

To understand how practitioners perceive the goals of defect prediction models, we first
illustrated the concept of defect prediction models then provided participants with a brief
definition of each goal. For each goal of defect prediction models, we assessed the practi-
tioner’s perceptions along two dimensions, i.e., perceived usefulness and willingness to adopt.
Perceived usefulness refers to the degree to which a person believes that using a particular
system would enhance his or her job performance [116] Willingness to adopt refers to the
degree to which a person is willing to adopt a particular system [222]. Thus, we asked the
participants to rate the perceived usefulness and the willingness to adopt using the following
evaluation ordinal scales:

• Perceived Usefulness: Not at all useful, Not useful, Neutral, Useful, and Extremely
useful

• Willingness to adopt: Not at all considered, Not considered, Neutral, Considered, and
Extremely considered

We then asked participants to describe the positive points and points for improvement
about these goals of defect prediction models, and how the use of defect prediction models
might impact their organizations when deploying in practice.

Part 3–Practitioners’ perceptions of the model-agnostic techniques for generating
visual explanations of defect prediction models

We provided participants with examples of visual explanation that are generated from the 6
model-agnostic techniques for defect prediction models (i.e., VarImp, Partial Dependence
Plots, Decision Tree, LIME, BreakDown, and Anchor). We combined ANOVA and VarImp
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since both techniques provide the same information. Similarly, we combined SHAP and
BreakDown since both techniques provide the same information. As suggested by Lewis et
al. [6, 116], we use the PSSUQ (Post-Study System Usability Questionnaire) framework
to evaluate the practitioners’ perceptions of the model-agnostic techniques for generating
visual explanations of defect prediction models. The PSSUQ framework focuses on four
dimensions, i.e., information usefulness, information quality, information insightfulness,
and the overall preference. Information usefulness, information quality, and information
insightfulness refer to the degree to which a person satisfies that using a particular visual
explanation is useful, able to comprehend, and insightful to understand the characteristics that
are associated with software defects and the characteristics that contributed to a prediction
of a file, respectively. For each dimension, we use the following evaluation ordinal scales:

• Extremely low, low, moderate, high, and extremely high.

We then asked participants to describe the strengths and weaknesses of each visual
explanation. Finally, we asked an open-question to describe the ideal preferences of visual
explanations for developing quality improvement plans.

To generate visual explanations for our survey, we used the release 2.9.0 and 3.0.0 of
the Apache Lucene software system from Yatish et al. [233]’s corpus. The release 2.9.0 data
(1,368 instances, 65 software metrics, and a defective ratio of 20%) was used to construct
defect prediction models, while the release 3.0.0 data (1,337 instances, 65 software metrics,
and a defective ratio of 12%) was used to evaluate such models to ensure that explanations
are derived from accurate models. We also used the release 3.0.0 data to generate visual
explanations of LIME, SHAP, BreakDown, and Anchor. To simplify the visual explanation
for readability, we selected only five metrics, i.e., AddedLOC, CommentToCodeRatio, LOC,
nCommit, and nCoupledClass. We provided the steps for generating visual explanations in
Zenodo [84].

2.3.2 An Evaluation of the Survey Instrument

We carefully evaluated our draft survey by using a pilot study for pre-testing [122], prior
to recruiting participants. We evaluated the survey with co-authors and 5 PhD students
who have background knowledge in software engineering research but may not restrict to
the defect prediction domain. They pointed out that the survey needs more context and
details, especially for non-domain experts. Particularly, the draft survey did not provide the
definition of software defect prediction, how they are handled in software companies, and
how defect prediction models are used to support decision-making. Thus, at the beginning
of Sections 3 and 4 of the revised draft survey, we included overview figures and scenario-
based explanations to address the concern. We repeatedly refined the survey instrument
to identify and fix potential problems (e.g., missing, unnecessary, or ambiguous questions)
until reaching a consensus among the pre-testing participants. Finally, the survey has been
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rigorously reviewed, revised, and approved by the Human Research Ethics Committee of
our university.

2.3.3 Participant Recruitment and Selection

The target population of our study is software practitioners. To reach our target population,
we used the recruiting service provided by the Amazon Mechanical Turk. Unlike Stack-
Overflow or Linkedin, the Amazon Mechanical Turk platform comes with built-in options
to filter participants for participant selection and customize a monetary incentive for each
participant. Particularly, we applied the participant filter options of “Employment Industry -
Software & IT Services” and “Job Function - Information Technology” to ensure that we reached
the target population. Another benefit of using the Amazon Mechanical Turk is that we
can recruit filtered target participants relative fast. However, these benefits come with the
monetary costs. We paid 6.4 USD as a monetary incentive for each participant [38, 200]. In
total, our survey has 9 closed questions (450 responses) + 11 open questions (550 responses) +
1 open question (50 responses) for feedback.

2.3.4 Data Verification

We manually read all of the open-question responses to check the completeness of the
responses i.e., whether all questions were appropriately answered. We excluded 68 responses
that are missing and are not related to the questions. In the end, we had a set of 982 responses.
We summarized and presented the results of closed-ended responses in a Likert scale with
stacked bar plots, while we discussed and provided examples of open-ended responses.

2.3.5 Statistical Analysis

For the closed-end questions with ordinal scales, we converted the ratings into scores. For
example, we converted not at all useful, not useful, neutral, useful, and extremely useful
to 1, 2, 3, 4 and 5 respectively. Then, we applied the ScottKnott ESD test to clusters of
distributions into statistically distinct ranks. We used the implementation of the ScottKnott
ESD test as provided by the ScottKnottESD R package [206, 212, 213].

For ratings of statements, we calculated the percentage of respondents who strongly
agree or agree with each statement (% strongly agree+% agree) and the percentage of
respondents who strongly disagree or disagree with each statement (% strongly disagree+%
disagree). As suggested by Wan et al. [222], we also computed an agreement factor for
each statement. The agreement factor is a measure of agreement between respondents,
which is calculated for each statement by the following equation: (% strongly agree + %
agree)/(% strongly disagree + % disagree). High values of agreement factors indicate a
high agreement of respondents to a statement. The agreement factor of 1 indicates that the
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Figure 2.3 The likert scores of the perceived usefulness and the willingness to adopt from
the respondents for each goal of defect prediction models.

numbers of respondents who agree and disagree with a statement are equal. Finally, low
values of agreement factors indicate that a high disagreement of respondents to a statement.

2.4 Survey Results

We present the demographics of our survey, and then the results of using survey data to
answer our research questions.

2.4.1 Demographics

The top two countries in which the respondents reside are India (58%) and the United
States (36%). Among the respondents, they described their job roles as: Developers (50%),
Managers (42%), and others (8%). The number of years of professional experience of the
respondents varied from less than 5 years (26%), 6–10 years (38%), 11–15 years (22%), 16–20
years (12%), and more than 25 years (2%). They described their team size as: less than 10
people (30%), 11–20 people (30%), 21–50 people (26%), 51–100 people (2%), and more than
100 people (12%). The respondents described their experience in programming languages
as: Java (44%), Python (30%), C/C++/C# (28%), and JavaScript (12%). They also answered
whether they are using static analysis tools in their organizations as follows: Yes (62%) and
No (38%).

These demographics indicate that the responses are collected from practitioners resided
in various countries, roles, years of experience, and programming languages, indicating that
our findings are likely not bound to specific characteristics of practitioners.

(RQ1)Which goals of defect prediction models that practitioners con-
sidered the most useful?

Figure 2.3 presents the Likert scores of the perceived usefulness and the willingness to adopt
from the respondents for each goal of defect prediction models. Table 2.2 presents a summary
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Table 2.2 (RQ1) A summary of the ScottKnott ESD rank, the agreement percentage, the
disagreement percentage, and the agreement factor for the three goals of defect prediction
models.

Dimension Goal SK Rank % Agreement % Disagreement Agreement Factor

Perceived
Usefulness

Goal 1 – Prioritizing the limited SQA
resources on the most risky files 1 84% 6% 14.00

Goal 2 – Understanding the characteristics
that are associated with software defects
in the past

1 82% 10% 8.20

Goal 3 – Understanding the most
important characteristics that contributed
to a prediction of a file

1 82% 6% 13.67

Willingness
to Adopt

Goal 1 – Prioritizing the limited SQA
resources on the most risky files 1 74% 10% 7.40

Goal 2 – Understanding the characteristics
that are associated with software defects
in the past

1 78% 2% 39.00

Goal 3 – Understanding the most
important characteristics that contributed
to a prediction of a file

1 74% 12% 6.17

of the ScottKnott ESD rank, the agreement percentage, the disagreement percentage, and
the agreement factor for the three goals of defect prediction models.

82%-84% of the respondents perceived that the three goals of defect prediction
models are useful and nearly 80% of them are willing to adopt. Figure 2.3 shows that
82%-84% and 72%-78% of respondents rate that the goals of defect prediction models are
perceived as useful and considered willing to adopt, respectively. Table 2.2 also confirms
that the agreement factors are high across all goals with the values of 8.2-14 and 6-39 for
perceived usefulness and willingness to adopt, respectively. The high agreement factors
of responses provided by the respondents suggest that most respondents provide positive
responses (e.g., useful and extremely useful) when comparing negative responses (e.g., not
useful and not at all useful). Respondents provided rationales that if defect prediction models
were adopted, they are likely to save developers’ e�ort, e.g., (R6: “... saves developers a huge
amount of e�ort on reviewing or testing non-defective files ...”), and improve the e�ciency of code
inspection (R8: “Issues can be caught early in development.”, (R24: “More time will be focused

on critical areas. Less time will be wasted on areas without defects.”). The ScottKnott ESD test
also ranks all of the goals at the same rank, confirming that the scores among the goals have
negligible e�ect size di�erence. This finding highlights that not only the defect prediction goal
but also the other two goals (i.e., understanding defect prediction models and their predictions) receive

similar perceptions of usefulness and willingness to adopt with no statistically significant di�erence.

Below, we discuss further if the respondents’ demographics have any impact on their
perceptions.

The use of static analysis tools has no significant impact (with a negligible to
small e�ect size) on their willingness to adopt defect prediction models that are de-
veloped from various goals. The emergence of static analysis and defect prediction models
is in parallel with di�erent intellectual thoughts: one is driven by algorithms and abstraction
over code, while defect prediction models are driven by statistical methods over large defect
datasets [222]. Wan et al. [222] noted that static analysis shares some overlapping goals
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with defect prediction models, i.e., improving inspection e�ciency, finding minimal, and
potentially defective regions in source code. Thus, practitioners who use static analysis
may not be willing to adopt defect prediction models. In contrast, we did not observe any
significant impact of the use of static analysis tools on their willingness to adopt defect
prediction models. This finding is aligned with Rahman et al. [175] who found that both
static analysis and statistical defect prediction models provide comparable benefits.

We found that Team Size has the largest influence on their willingness to adopt.
To investigate the impact of various demographic factors on their willingness to adopt,
we built a linear regression model by using the ols function of the rms R package. The
independent variables are the years of experience, roles, team size, programming languages,
and static analysis, while the dependent variable is the willingness score. After using the
optimism-reduced bootstrap validation (i.e., a model validation technique that randomly
draws training samples with replacement then tests such models with original samples and
the samples used to construct these models), the regression model achieves a goodness-of-fit
(R2) of 0.35. Then, we analyzed the Chi-square statistics of the ANOVA Type-II analysis,
then normalized these Chi-square statistics into percentages to better illustrate the relative
di�erences among variables. The ANOVA analysis indicates that Team Size has the largest
influence on their willingness to adopt (i.e., 52.80% for TeamSize, 20.98% for useJava,
13.05% for usePython, 7.92% for Year, 5.01% for role). We found that the respondents who
use Java, with little years of experience and a large team size (more than 100 people) tend to
consider willing to adopt defect prediction models. We speculate that this has to do with
a more complex nature of compiled languages (e.g., Java) when comparing to interpreted
languages (e.g., Python). Nevertheless, we observe a minimal impact of the roles (developers
vs managers) on their perceptions. We provided a detailed analysis of marginal e�ect size of
each demographic factor on the estimated willingness to adopt defect prediction models in
Zenodo [84].

(RQ2) Which model-agnostic techniques are the most preferred by
practitioners to understand defect prediction models and their predic-
tions?

LIME is the most preferred model-agnostic technique to understand the most im-
portant characteristics that contributed to a prediction of a file with an agreement
percentage of 66%-78% along three dimensions. As shown in Table 2.3, LIME consist-
ently appears at the top-1 ScottKnott ESD rank for all three dimensions with an agreement
percentage of 76% for information usefulness, an agreement percentage of 68% for in-
formation insightfulness, and an agreement percentage of 66% for information quality.
Respondents found that LIME is very easy to understand, e.g., R1 (“Risk scores are visually
oriented and users will understand it faster.”) and R50 (“Easy to understand, we just want to know
what’s already ok and what’s need to improve.”). However, some respondents raised concerns
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Table 2.3 (RQ2) A summary of the ScottKnott ESD rank, the agreement percentage, the
disagreement percentage, and the agreement factor for each model-agnostic technique for
generating visual explanations of defect prediction models.

Dimension Techniques SK Rank %Agreement %Disagreement Agreement Factor

Usefulness

LIME 1 76% 6% 12.67
ANOVA/VarImp 2 60% 14% 4.29
PDP 2 60% 18% 3.33
BreakDown/SHAP 2 50% 18% 2.78
Decision Tree 2 54% 18% 3.00
Anchor/LORE 2 60% 28% 2.14

Insightfulness

LIME 1 68% 8% 8.50
Decision Tree 1 52% 10% 5.20
BreakDown/SHAP 2 58% 12% 4.83
PDP 2 54% 16% 3.38
ANOVA/VarImp 2 58% 18% 3.22
Anchor/LORE 3 46% 24% 1.92

Quality

LIME 1 66% 4% 16.50
ANOVA/VarImp 1 70% 8% 8.75
Decision Tree 1 70% 14% 5.00
PDP 2 56% 24% 2.33
BreakDown/SHAP 2 52% 26% 2.00
Anchor/LORE 2 56% 24% 2.33

that LIME generates too much information (i.e., too many characteristics for many defective
files), e.g., R9 (“... But it also could be time consuming to review depending on if there are many

di�erent files to review.”) and R50 (“... too large and too tired to read 10 charts for 10 files.”).

ANOVA/VarImp is the second most preferred technique to understand the char-
acteristics that are associatedwith software defects in the past with an agreement per-
centage of 58%-70% along three dimensions. As shown in Table 2.3, ANOVA/VarImp
consistently appears at the second ScottKnott ESD Rank, except for information quality,
with an agreement percentage of 60% for information usefulness, an agreement percentage
of 58% for information insightfulness, and an agreement percentage of 70% for information
quality. Similar to LIME, respondents found that the bar charts of ANOVA/VarImp are very
easy to understand, e.g., R50 (“Explains risk values of several factors.”). This finding indicates
that while both LIME and ANOVA/VarImp generate di�erent information, they are com-
plementary to each other. This suggests that while LIME should be used to understand the
most important characteristics that contributed to a prediction of a particular file (Goal 3),
ANOVA/VarImp is still needed to understand the overview of the general characteristics that
are associated with software defects in the past (Goal 2).

2.5 Threats to the Validity

Construct validity: We studied a limited period of publications (i.e., 2015-2020). Thus,
the results may be altered if the studied period is changed. Future research should consider
expanding our study to a longer publication period.
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Hilderbrand et al. [74] found that there are statistically gender di�erences in the cognitive
style of developers. Yet, gender is not considered in our survey. Thus, our recommendation
may not be generalized to all genders. Future studies should consider gender aspects when
collecting the demographics of respondents.

In this study, we design the survey with the assumptions of file-level defect prediction.
However, Wan et al. [222] found that commit level is the most preferred by practitioners.
Thus, our results may not be applicable to other granularity levels of predictions (e.g.,
commits, methods).

Internal validity: One potential threat is related to the bias in the responses due to
the imbalanced nature of the recruited participants. Also, practitioners’ perceptions may
biased and can change from one person to another or even one organization to another [36].
However, the population of the recruited participants is composed of practitioners of di�erent
roles, years of experience, country of residence, and programming languages. To mitigate
issues of fatigue bias in our survey study, we conducted a pilot study with co-authors and
PhD students to ensure that the survey can be completed within 20 minutes.

External validity: We recruited a limited number of participants. Thus, the results and
findings may not generalise to all practitioners. Nevertheless, we described the survey design
in details and provided sets of survey questions in the online supplementary materials [84]
for future replication.

2.6 Conclusions

We present the findings of the qualitative survey of 50 practitioners on their perceptions
of the goals of defect prediction models and the model-agnostic techniques for generating
visual explanations for defect prediction models. Through a qualitative analysis of a survey
study of 50 practitioners from multi-organisations, we conclude that: (1) Researchers should
put more e�ort into investigating how to improve the understanding of defect prediction
models and their predictions, since our analysis of related work found that these two goals
are still under research despite receiving similar perceptions of usefulness and willingness
to adopt with no statistically significant di�erence; and (2) Practitioners can use LIME and
ANOVA/VarImp to better understand defect prediction models and their predictions. Finally,
we discuss many open questions that are significant, yet remain largely unexplored (e.g.,
developers’ privacy and fairness when deploying defect prediction models in practice, and
human-in-the-loop defect prediction models).

2.6.1 Chapter Remarks

In this chapter, we introduce a concept of explainable defect models and conduct a survey
study of 50 software practitioners from multi-organisations. The results show that, despite
receiving little attention from the research community, most of the recruited software
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practitioners perceived understanding defect prediction models and their predictions as
useful and are willing to adopt explainable defect models in practice. Thus, these findings
motivated us to further explore the explanation of defect prediction models to support SQA
planning.





Chapter 3

Investigate the Impact of
Correlated Metrics on the
Explanation of Defect Models

An earlier version of the work in this chapter appears in the Transaction on Software
Engineering (TSE) [85].
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3.1 Introduction

Defect models are constructed using historical software project data to identify defective
modules and explore the impact of various phenomena (i.e., software metrics) on software
quality. The interpretation of such models is used to build empirical theories that are related
to software quality (i.e., what software metrics share the strongest association with software
quality?). These empirical theories are essential for project managers to chart software
quality improvement plans to mitigate the risk of introducing defects in future releases (e.g.,
a policy to maintain code as simple as possible).

Plenty of prior studies investigate the impact of many phenomena on code quality using
software metrics, for example, code size [236], code complexity [70, 128, 197], change
complexity [102, 153, 156, 197, 239], antipatterns [100], developer activity [197], de-
veloper experience [173], developer expertise [17], developer and reviewer knowledge [216],
design [9, 24, 25, 30, 37], reviewer participation [131, 217], code smells [99], and muta-
tion testing [20]. To perform such studies, there are five common steps: (1) formulating
of hypotheses that pertain to the phenomena that one wishes to study; (2) designing ap-
propriate metrics to operationalize the intention behind the phenomena under study; (3)
defining a model specification (e.g., the ordering of metrics) to be used when constructing
an analytical model; (4) constructing an analytical model using, for example, regression mod-
els [17, 153, 216, 217, 238] or random forest models [56, 96, 147, 177]; and (5) examining
the ranking of metrics using a model interpretation technique (e.g., ANOVA Type-I, one of
the most commonly-used interpretation techniques since it is the default built-in function
for logistic regression (glm) models in R) in order to test the hypotheses.

For example, to study whether complex code increases project risk, one might use the
number of reported bugs (bugs) to capture risk, and the McCabe’s cyclomatic complexity
(CC) to capture code complexity, while controlling for code size (size). We note that one
needs to use control metrics to ensure that findings are not due to confounding factors (e.g.,
large modules are more likely to have more bugs). Then, one must construct an analytical
model with a model specification of bugs⇠size+CC. One would then use an interpretation
technique (e.g. ANOVA Type-I) to determine the ranking of metrics (i.e., which metrics
have a strong relationship with bugs).

Metrics of prior studies are often correlated [54, 72, 73, 86, 88, 207, 211, 235]. For
example, Herraiz et al. [73], and Gil et al. [54] point out that code complexity (CC) is often
correlated with code size (size). Zhang et al. [235] point out that many metric aggregation
schemes (e.g., averaging or summing of McCabe’s cyclomatic complexity values at the
function level to derive file-level metrics) often produce correlated metrics.

Recent studies raise concerns that correlated metrics may impact the interpretation of
defect models [211, 235]. Our preliminary analysis also shows that simply rearranging
the ordering of correlated metrics in the model specification (e.g., from bugs⇠size+CC to
bugs⇠CC+size) would lead to a di�erent ranking of metrics—i.e., the importance scores
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are sensitive to the ordering of correlated metrics in a model specification. Thus, if one
wants to show that code complexity is strongly associated with risk in a project, one simply
needs to put code complexity (CC) as the first metric in their models (i.e., bugs⇠CC+size),
even though a more careful analysis would show that CC is not associated with bugs at
all. The sensitivity of the model specification when correlated metrics are included in a
model is a critical problem, since the contribution of many prior studies can be altered by
simply re-ordering metrics in the model specification if correlated metrics are not properly
mitigated. Unfortunately, a literature survey of Shihab [193] shows that as much as 63% of
defect studies that are published during 2000-2011 do not mitigate correlated metrics prior
to constructing defect models.

In this chapter, we set out to investigate (1) the impact of correlated metrics on the
interpretation of defect models. After removing correlated metrics, we investigate (2) the
consistency of the interpretation of defect models; and (3) its impact on the performance and
stability of defect models. In order to detect and remove correlated metrics, we apply the
variable clustering (VarClus) and the variance inflation factor (VIF) techniques. We construct
logistic regression and random forest models using mitigated (i.e., no correlated metrics)
and non-mitigated datasets (i.e., not treated). Finally, we apply 9 model interpretation
techniques, i.e., ANOVA Type-I, 4 test statistics of ANOVA Type-II (i.e., Wald, Likelihood
Ratio, F, and Chi-square), scaled and non-scaled Gini Importance, and scaled and non-scaled
Permutation Importance. We then compare the performance and interpretation of defect
models that are constructed using mitigated and non-mitigated datasets. Through a study of
14 publicly-available defect datasets of systems that span both proprietary and open source
domains, we address the following four research questions:

(RQ1) How do correlated metrics impact the interpretation of defect models?
ANOVA Type-I and Type-II often produce the lowest consistency and the highest
level of discrepancy of the top-ranked metric, and have the highest impact on the
direction of the ranking of metrics between mitigated and non-mitigated models
when compared to Gini and Permutation Importance. This finding highlights the
risks of not mitigating correlated metrics in the ANOVA analyses of prior studies.

(RQ2) After removing all correlated metrics, how consistent is the interpretation of
defect models among di�erent model specifications?
After removing all correlated metrics, the top-ranked metric according to ANOVA
Type-II, Gini Importance, and Permutation Importance are consistent. However,
the top-ranked metric according to ANOVA Type-I is inconsistent, since the rank-
ing of metrics is impacted by its order in the model specification when analyzed
using ANOVA Type-I (which is the default analysis for the glm model in R and is
commonly-used in prior studies). This finding suggests that ANOVA Type-I must
be avoided even if all correlated metrics are removed.
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Figure 3.1 An overview of the analytical modelling process.

(RQ3) After removing all correlated metrics, how consistent is the interpretation of
defect models among the studied interpretation techniques?
After removing all correlated metrics, we find that the consistency of the ranking
of metrics among the studied interpretation techniques is improved by 15%- 64%
for the top-ranked metric and 21%-71% for the top-3 ranked metrics, respectively,
highlighting the benefits of removing all correlated metrics on the interpretation of
defect models, i.e., the conclusions of studies that rely on one interpretation technique
may not pose a threat after mitigating correlated metrics.

(RQ4) Does removing all correlated metrics impact the performance and stability
of defect models?
Removing all correlated metrics impacts the AUC, F-measure, and MCC perform-
ance of defect models by less than 5 percentage points, suggesting that researchers and
practitioners should remove correlated metrics with care especially for safety-critical
software domains.

Based on our findings, we suggest that: When the goal is to derive sound interpretation from

defect models, our results suggest that future studies must (1) mitigate correlated metrics prior to

constructing a defect model, especially for ANOVA analyses; and (2) avoid using ANOVA Type-I

even if all correlated metrics are removed, but instead opt to use ANOVA Type-II and Type-III

for additive and interaction models, respectively. Due to the variety of the built-in interpretation

techniques and their settings, our paper highlights the essential need for future studies to report the

exact specification (i.e., model formula) of their models and settings (e.g., the calculation methods of

the importance score) of the used interpretation techniques.

3.1.1 Chapter Organisation

Section 3.2 provides background and motivation. Section 3.3 describes the design and the
setup of our study, while Section 3.4 presents the results with respect to the four investigations.
Section 3.5 draws practical guidelines based on the experimental results. Section 3.6 elaborates
on the threats of the study. Finally, Section 3.7 draws conclusions.
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3.2 Background and Motivation

3.2.1 Analytical Modelling Process

Figure 3.1 provides an overview of the commonly-used analytical modelling process. First,
one must formulate a set of hypotheses pertaining to phenomena of interest (e.g., whether
the size of a module increases the risk associated with that module). Second, one must
determine a set of metrics which operationalize the hypothesis of interest (e.g., the total lines
of code for size, and the number of field reported bugs to capture the risk that is associated
with a module). Third, one must perform a correlation analysis to remove correlated metrics.
Forth, one must define a model specification (e.g., the ordering of metrics) to be used when
constructing an analytical model. Fifth, one is then ready to construct an analytical model
using a machine learning technique (e.g., a random forest model) or a statistical learning
technique (e.g., a regression model). Finally, one analyzes the ranking of the metrics using
model interpretation techniques (e.g., ANOVA or Breiman’s Variable Importance) in order to
test the hypotheses of interest. The importance ranking of the metrics is essential for project
managers to chart appropriate software quality improvement plans to mitigate the risk of
introducing defects in future releases. For example, if code complexity is identified as the
top-ranked metric, project managers then can suggest developers to reduce the complexity
of their code to reduce the risk of introducing defects.

3.2.2 Correlated Metrics and Concerns in the Literature

Correlated metrics are metrics (i.e., independent variables) that share a strong linear cor-
relation among themselves. In this paper, we focus on two types of correlation among
metrics, i.e., collinearity and multicollinearity. Collinearity is a phenomenon in which one
metric can be linearly predicted by another metric. On the other hand, multicollinearity is
a phenomenon in which one metric can be linearly predicted by a combination of two or
more metrics.

Prior work points out that software metrics are often correlated [54, 72, 73, 86, 88,
207, 211, 235]. However, little is known about the prevalence of correlated metrics in the
publicly-available defect datasets. Thus, we set out to investigate how many defect datasets
of which metrics that share a strong relationship with defect-proneness are correlated.
Unfortunately, the results of our recent work [86] show that correlated metrics that share
a strong relationship with defect-proneness are prevalent in 83 of the 101 (82%) publicly
available defect datasets.

In addition, prior work raises concerns that correlated metrics may impact the interpret-
ation of defect models [211, 235]. To better understand how correlated metrics impact the
interpretation of defect models, we set out to investigate (1) the impact of the number of
correlated metrics on the importance scores of metrics, and (2) the impact of the ordering
of correlated metrics in a model specification on the importance ranking metrics. The
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Table 3.1 A summary of the studied correlation analysis techniques, the two studied analytical
learners, and the 9 studied interpretation techniques.

Correlation
Analysis

Analytical
Learner

Interpretation
Tech-
nique

Test Statistic R function

Variable

Clustering

[150, 216, 217, 219]

Logistic

Regression

(glm and lrm)

[17, 18, 153, 154, 238]

Type-I Deviance stats::anova(glm.model)

Type-II

Wald car::Anova(glm.model, type=2, test.statistic=‘Wald’)

Likelihood Ratio (LR) car::Anova(glm.model, type=2, test.statistic=‘LR’)

Variance

Inflation Factor

[11, 36, 131, 194, 195]

F car::Anova(glm.model, type=2, test.statistic=‘F’)

Chi-square rms::anova(lrm.model, test=‘Chisq’)

Random Forest

[56, 59, 96, 147, 177]

Scaled Gini MeanDecreaseGini randomForest::importance(model, type = 2, scale = TRUE)

Redundancy

Analysis

[7, 95, 150, 196, 211]

Non-scaled Gini MeanDecreaseGini randomForest::importance(model, type = 2, scale = FALSE)

Scaled Permutation MeanDecreaseAccuracy randomForest::importance(model, type = 1, scale = TRUE)

Non-scaled Permutation MeanDecreaseAccuracy randomForest::importance(model, type = 1, scale = FALSE)

results of our preliminary analyses show that the importance scores of metrics substantially
decrease when there are correlated metrics in the models for both ANOVA analyses of
logistic regression and Variable Importance analyses (i.e., Gini and Permutation) of random
forest. The importance scores of metrics are also sensitive to the ordering of correlated
metrics (except for ANOVA Type-II).

3.2.3 Techniques for Mitigating Correlated Metrics

There is a plethora of techniques that have been used to mitigate irrelevant and correlated
metrics in the domain of defect prediction, e.g., dimensionality reduction [124, 153, 235],
feature selection [5, 140], and correlation analysis [36, 194, 217].

Dimensionality reduction transforms an initial set of metrics into a set of transformed
metrics that is representative to the initial set of metrics. Prior work has adopted dimen-
sionality reduction techniques (e.g., Principal Component Analysis) to mitigate correlated
metrics and improve the performance of defect models [124, 153, 235]. Since the set of
transformed metrics does not hold the assumption of the initial set of metrics, and is not
sensible for model interpretation and statistical inference [207], we exclude dimensionality
reduction techniques from this study.

Feature selection produces an optimal subset of metrics that are relevant and non-
correlated. One of the most commonly-used feature selection techniques is the correlation-
based feature selection technique (CFS) [64] which searches for the best subset of metrics that
share the highest correlation with the outcome (e.g., defect-proneness) while having the low-
est correlation among each other. To better understand whether feature selection techniques
mitigate correlated metrics, we set out to perform a correlation analysis on the metrics that
are selected by feature selection techniques. We focus on the two commonly-used techniques
in the domain of defect prediction, i.e., Information Gain and correlation-based feature
selection techniques. The results of our preliminary analysis show that the metrics that are
selected by the two studied feature selection techniques are correlated (with a Spearman
correlation coe�cient up to 0.98), suggesting that the commonly-used feature selection
techniques do not mitigate correlated metrics.
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Correlation analysis is used to measure the correlation among metrics given a threshold.
Prior work applies correlation analysis techniques to identify and mitigate correlated met-
rics [36, 194, 217, 219]. Based on a literature survey of Hall et al. [65] and Shihab [193],
we select the commonly-used correlation analysis techniques: Variable Clustering analysis
(VarClus), and Variance Inflation Factor (VIF).

Variable Clustering (VarClus) is a hierarchical clustering view of the correlation
between metrics [190]. We use the implementation of the variable clustering analysis
as provided by the varclus function of the Hmisc R package [67], which is made up of 2
steps.

(Step 1) Compute the correlations between metrics. We use the Spearman rank correlation test
(d) to assess the correlation between metrics. We choose the Spearman test instead of other
types of correlation (e.g., Pearson) because the Spearman test is resilient to non-normality
in a dataset as commonly present in software engineering and defect datasets, in particular.

(Step 2) Select one metric from each of the sub-hierarchies for inclusion in a model. Once, a
hierarchical overview of the correlation among metrics is constructed, we use the interpreta-
tion of correlation coe�cients (|d |) as provided by Kraemer et al. [107], i.e., a correlation
coe�cient of above 0.7 is considered a strong correlation. Thus, for each sub-hierarchy
of software metrics with a correlation |d | > 0.7, we select only one metric from the sub-
hierarchy for inclusion in our models. As suggested by prior studies [130, 132, 217], we
select the simplest metric to calculate (or interpret) for each sub-hierarchy.

While the variable clustering analysis (VarClus) technique reduces collinearity among
metrics, it does not detect all of the inter-correlated metrics (a.k.a. multi-collinearity), i.e., a
metric that can be predicted from the other metrics in the model with a certain degree of
accuracy.

Variance Inflation Factor (VIF) measures the magnitude of multi-collinearity [44].
We use the implementation of the Variance Inflation Factor analysis as provided by the vif
function of the rms R package [69]. Broadly speaking, VIF is made up of 3 steps.

(Step 1) Construct a regression model for each metric. For each metric, we construct a model
using the other metrics to predict that particular metric.

(Step 2) Compute a VIF score for each metric. The VIF score for each metric is computed
using the following formula: VIF = 1

1–R2 , where R2 is the explanatory power of the regression
model from Step 1. A highVIF score of ametric indicates that a givenmetric can be accurately
predicted by the other metrics. Thus, that given metric is considered redundant and should
be removed from our model.

(Step 3) Remove metrics with a VIF score that is higher than a given threshold. We remove
metrics with a VIF score that is higher than a given threshold. We use a VIF threshold of
5 to determine the magnitude of multi-collinearity, as it is suggested by Fox [43] and is
commonly used in prior work [11, 131, 194, 195]. Similar to the variable clustering analysis,
we repeat the above three steps until the VIF scores of all remaining metrics are lower than
the threshold.
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3.2.4 Techniques for Explaining Defect Models

Since there are many analytical learners that can be used to investigate the impact of cor-
related metrics on defect models, the aforementioned surveys guide our selection of the
two commonly-used analytical learners: logistic regression [17, 18, 36, 103, 136, 153, 154,
178, 238] and random forest [56, 59, 96, 147, 177]. These techniques are two of the most
commonly-used analytical learners for defect models and they have built-in techniques for
model interpretation (i.e., ANOVA for logistic regression and Breiman’s Variable Importance
for random forest). Finally, we select 9 model interpretation techniques, ANOVA Type-I,
ANOVA Type-II with 4 test statistics (i.e., Wald, Likelihood Ratio, F, and Chi-square), scaled
and non-scaled Gini Importance, and scaled and non-scaled Permutation Importance.

Analysis of Variance (a.k.a. multi-way ANOVA) is a statistical test that examines the
importance of multiple independent variables (e.g., two or more software metrics) on the
outcome (e.g., defect-proneness) [42]. The significance of each metric in a regression model
is estimated from the calculation of the Sum of Squares (SS)—i.e., the explained variance of
the observations with respect to their mean value. A high SS value of a metric indicates that
the metric is highly important. There are two commonly-used approaches to calculate the
Sum of Squares for ANOVA, namely, Type-I and Type-II. We provide a description of the
two types of ANOVA below.

Type-I, one of the most commonly-used interpretation techniques and the default interpretation
technique for a logistic regression (glm) model in R, examines the importance of each metric in a
sequential order [28, 43]. In other words, Type-I measures the improvement of the Residual
Sum of Squares (RSS) (i.e., the unexplained variance) when each metric is sequentially added
into the model. Hence, Type-I attributes as much variance as it can to the first metric before
attributing residual variance to the second metric in the model specification. Thus, the
importance (i.e., produced ranking) of metrics is dependent on the ordering of metrics in
the model specification.

The calculation starts from the RSS of the preliminary model (y ⇠ 1), i.e., a null model
that is fitted without any software metrics. We then compute the RSS of the first metric by
fitting a regression model with the first metric (y ⇠ m1). Thus, the importance of the first
metric (m1) is the improvement between the unexplained variances (RSS) of the preliminary
model and the model that is constructed by the first metric.

SS(m1) = RSS(Modelnull) – RSS(m1) (3.1)

Similar to the computation of the importance of the first metric, the importance of the
remaining metrics is computed using the following equation.

SS(mi) = RSS(m1 + ... + mi–1) – RSS(m1 + ... +mi) (3.2)

Type II, an enhancement to the ANOVAType-I, examines the importance of eachmetric
in a hierarchical nature, i.e., the ordering of metrics is rearranged for each examination [28,
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43]. The importance of metrics (Type-II) measures the improvement of the Residual Sum of
Squares (RSS) (i.e., the unexplained variance) when adding a metric under examination to
the model after the other metrics. In other words, the importance of metrics (Type-II) is
equivalent to a Type-I where a metric under examination appears at the last position of the
model. The intuition is that the Type-II is evaluated after all of the other metrics have been
accounted for. The importance of each metric (i.e., SS(me)) measures the improvement of
the RSS of the model that is constructed by adding only the other metrics except for the
metric under examination, and the RSS of the model that is constructed by adding the other
metrics where the metric under examination appears at the last position of the model. For
example, given a set of M metrics, and e, i, j 2 [1,M], the importance of each metric me can
be explained as follows:

SS(me) = RSS(mi + ... +mj) – RSS(mi + ... +mj +me) (3.3)

where me is the metric under examination and mi + ... +mj is a set of the other metrics except
the metric under examination.

In this study, we consider di�erent variants of test statistics for ANOVA Type-II (i.e.,
Wald, Likelihood Ratio (LR), F, and Chi-square).

Variable importance (a.k.a. VarImp) is an approach to examine the importance of software
metrics for random forest models. There are two commonly-used calculation approaches of
variable importance scores, namely, Gini Importance and Permutation Importance, which
we describe below.

Gini Importance (a.k.a. MeanDecreaseGini) determines the importance of metrics
from the decrease of the Gini Index, i.e., the distinguishing power for the defective class due
to a given metric [21, 22]. We start from a random forest model that is constructed using the
original dataset with multiple trees, where each tree is constructed using a bootstrap sample.
For each tree, a parent node (i.e., GParent) is split by the best cut-point into two descendent
nodes (i.e., GDesc.1 and GDesc.2). The calculation of the Gini Importance of each metric is
made up of 2 steps:

(Step 1) Compute the DecreaseGini for all of the trees in the random forest model. The De-
creaseGini is the improvement of the ability to distinguish between two classes across parent
and its descendent nodes. We compute the DecreaseGini using the following equation:

DecreaseGini(mi) = Imi
= GParent –GDesc.1 –GDesc.2 (3.4)

where G is the Gini Index, i.e., the distinguishing power of defective class for a given metric.

The Gini Index is computed using the following equation: G =
ÕNClass
i=1 pi(1 – pi), where

NClass is the number of classes and pi is the proportion of Classi.

(Step 2) Compute the MeanDecreaseGini measure. Finally, the importance of each metric
(i.e., MeanDecreaseGini) is the average of the DecreaseGini values from all of the splits of
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that metric across all the trees in the random forest model. A high MeanDecreaseGini value
of a metric indicates that the metric is highly important.

In this study, we consider both the scaled and non-scaled importance scores for the Gini
Importance.

Permutation Importance (a.k.a. MeanDecreaseAccuracy) determines the import-
ance of metrics from the decrease of the accuracy (i.e., the misclassification rate) when the
values of a given metric are randomly permuted [21, 22]. Similar to MeanDecreaseGini, we
start from a random forest model that is constructed using an original dataset with multiple
trees, where each tree is constructed using an out-of-sample bootstrap. The calculation of
the Permutation Importance is made up of 2 steps:

(Step 1) Compute the DecreaseAccuracy of each tree in the random forest model. The De-
creaseAccuracy is the decrease of the accuracy (i.e., misclassification rate) between a model
that is tested using the original out-of-bag testing samples and a model that is tested using
permuted out-of-bag testing samples, i.e., a dataset with one metric permuted, while all
other metrics are unchanged).

(Step 2) Compute the MeanDecreaseAccuracy measure. Finally, the importance of each metric
(i.e., MeanDecreaseAccuracy) is the average of the DecreaseAccuracy values across all of the
trees in the random forest model. A high MeanDecreaseAccuracy value of a metric indicates
that the metric is highly important.

Similar to Gini Importance, in this study, we consider both the scaled and non-scaled
importance scores for the Permutation Importance.

We provide the detailed explanation of the studied correlation analysis techniques, ana-
lytical learners, and interpretation techniques in Table 3.1.

3.3 Experimental Design and Setup

3.3.1 Studied Datasets

In selecting the studied datasets, we identify four important criteria that need to be satisfied:
Criterion 1—Publicly-available defect datasets. Prior work raises concerns about the

replicability of software engineering studies [184]. In order to foster future replication of
our work, we focus on publicly-available defect datasets.

Criterion 2—Datasets that are reliable and high quality. Defect models rely greatly
on the quality of the datasets that are used to construct them [209]. Shepperd et al. [192] raise
concerns related to data quality in the NASA datasets. Furthermore, Petri∆ et al. [168] show
that problematic data remain in the cleaned NASA datasets. Thus, the quality of the NASA
datasets is questionable. To ensure that the studied datasets are reliable and high quality, we
exclude the NASA datasets from our study.

Criterion 3—Datasets with correlatedmetrics that have a strong relationshipwith
defect-proneness. Correlated metrics that have a weak relationship with defect-proneness
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Table 3.2 A statistical summary of the studied datasets.

Project Dataset Modules Metrics
Correlated
Metrics

EPV AUCLR AUCRF

Apache Lucene 2.4 340 20 9 10 0.74 0.77

POI 2.5 385 20 11 12 0.80 0.90

POI 3.0 442 20 10 14 0.79 0.88

Xalan 2.6 885 20 8 21 0.79 0.85

Xerces 1.4 588 20 11 22 0.91 0.95

Eclipse Debug 3.4 1,065 17 9 15 0.72 0.81

JDT 997 15 10 14 0.81 0.82

Mylyn 1,862 15 10 16 0.78 0.74

PDE 1,497 15 9 14 0.72 0.72

Platform 2.0 6,729 32 24 30 0.82 0.84

Platform 3.0 10,593 32 24 49 0.79 0.81

SWT 3.4 1,485 17 7 38 0.87 0.97

Proprietary Prop 1 18,471 20 10 137 0.75 0.79

Prop 4 8,718 20 11 42 0.74 0.72

may not be as important as metrics that have a strong relationship with defect-proneness.
To ensure that the studied metrics are of importance to practitioners when interpreting
defect models, we only focus on the correlated metrics that share a strong relationship with
defect-proneness.

Criterion 4—Datasets where we can accurately derive interpretations. Analysts
would only consider models (i.e., logistic regression and random forest) that fit the data well
(i.e., AUC > 0.7) and are stable (i.e., EPV > 10) [212]. Hence, we only focus on datasets that
produce such accurate and stable models.

To satisfy criterion 1, similar to prior work [210], we begin our study using a collection
of the 101 publicly-available defect datasets that are collected from 5 di�erent corpora, i.e.,
76 datasets from the Tera-PROMISE Repository, 12 clean NASA datasets as provided by
Shepperd et al. [192], 5 datasets as provided by Kim et al. [101, 230], 5 datasets as provided by
D’Ambros et al. [33, 34], and 3 datasets as provided by Zimmermann et al. [238]. To satisfy
criterion 2, we exclude 12 datasets where their data quality are questionable. To satisfy
criterion 3, we exclude 14 datasets where their correlated metrics do not share a strong
relationship with defect-proneness. To satisfy criterion 4, we exclude 58 datasets with an
EPV value below 10 and 3 datasets on which models that are constructed produce an AUC
value below 0.7. Hence, we focus on 14 datasets of systems that span across proprietary and
open-source systems.



42 Investigate the Impact of Correlated Metrics on the Explanation of Defect Models

Non-mitigated 
Dataset

Mitigated 
Dataset

Mitigated 
Models

Remove 
Correlated 

Metrics
Defect 
Dataset

Construct 
Defect 
Models Non-mitigated 

Models

Analyze the 
Model 

Interpretation

Analyze the 
Model 

Performance

Figure 3.2 An overview diagram of the design of our study.

Table 3.2 shows a statistical summary of the studied datasets, while Figure 3.2 provides
an overview of the design of our study. Below, we discuss the design of the study that we
perform in order to address our four research questions.

3.3.2 Remove Correlated Metrics

To investigate the impact of correlated metrics on the performance and interpretation of
defect models and address our four research questions, we start by removing highly-correlated
metrics in order to produce mitigated datasets, i.e., datasets where correlated metrics are
removed. To do so, we apply variable clustering analysis (VarClus) and variable influence
factor analysis (VIF). We use the interpretation of Spearman correlation coe�cients (|d |) as
provided by Kraemer et al. [107] to identify correlated metrics, i.e., a Spearman correlation
coe�cient of above 0.7 is considered a strong correlation. We use a VIF threshold of 5 to
identify inter-correlated metrics, as it is suggested by Fox [43] and is commonly used in prior
work [11, 131, 194, 195]. We use the implementation of the variable clustering analysis as
provided by the varclus function of the Hmisc R package [67]. We use the implementation
of the VIF analysis as provided by the vif function of the rms R package [69].

3.3.3 Construct Defect Models

To examine the impact of correlated metrics on the performance and interpretation of
defect models, we construct our models using the non-mitigated datasets (i.e., datasets where
correlated metrics are not removed) and mitigated datasets (i.e., datasets where correlated
metrics are removed). To construct defect models, we perform the following steps:

(CM1) Generate bootstrap samples. To ensure that our conclusions are statistically
sound and robust, we use the out-of-sample bootstrap validation technique, which leverages
aspects of statistical inference [39, 47, 68, 205, 212]. We first generate bootstrap sample of
sizes N with replacement from the mitigated and non-mitigated datasets. The generated
sample is also of size N. We construct models using the bootstrap samples, while we measure
the performance of the models using the samples that do not appear in the bootstrap samples.
On average, 36.8% of the original dataset will not appear in the bootstrap samples, since the
samples are drawn with replacement [39]. We repeat the out-of-sample bootstrap process
for 100 times and report their average performance.
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(CM2) Construct defect models. For each bootstrap sample, we construct logistic
regression and random forest models. We use the implementation of logistic regression as
provided by the glm function of the stats R package [214] and the lrm function of the rms
R package [69] with the default parameter setting. We use the implementation of random
forest as provided by the randomForest function of the randomForest R package [23]
with the default ntree value of 100, since recent studies [210, 213] show that parameters
of random forest are insensitive to the performance of defect models. To ensure that the
training and testing corpora share similar characteristics and representative to the original
dataset, we do not re-balance nor do we re-sample the training data to avoid any impact on
the interpretation of defect models [208].

3.3.4 Analyze the Model Interpretation

To address RQ1, RQ2, and RQ3, we analyze the importance ranking of metrics of the models
that are constructed using non-mitigated datasets and mitigated datasets. The analysis of
model interpretation is made up of 2 steps.

(MI1) Compute the importance score of metrics. We investigate the impact of cor-
related metrics on the interpretation of defect models using di�erent model interpretation
techniques. Thus, we apply the 9 studied model interpretation techniques, i.e., Type-I, Type-
II (Wald, LR, F, Chisq), scaled and non-scaled Gini Importance, and scaled and non-scaled
Permutation Importance.

(MI2) Identify the importance ranking of metrics. To statistically identify the im-
portance ranking of metrics, we apply the improved Scott-Knott E�ect Size Di�erence (ESD)
test (v2.0) [206]. The Scott-Knott ESD test is a mean comparison approach that leverages a
hierarchical clustering to partition a set of treatment means (i.e., means of importance scores)
into statistically distinct groups with statistically non-negligible di�erence. The Scott-Knott ESD
test ranks each metric at only a single rank, however several metrics may appear within one
rank. Finally, we identify the importance ranking of metrics for the non-mitigated and mit-
igated models. Thus, each metric has a rank for each model interpretation technique and for
each of the mitigated and non-mitigated models. We use the implementation of Scott-Knott
ESD test as provided by the sk_esd function of the ScottKnottESD R package [206].

3.3.5 Analyze the Model Performance

To address RQ4, we analyze the performance of the models that are constructed using
non-mitigated datasets and mitigated datasets.

First, we use the Area Under the receiver operator characteristic Curve (AUC) to measure
the discriminatory power of our models, as suggested by recent research [52, 114, 174]. The
AUC is a threshold-independent performance measure that evaluates the ability of models in
discriminating between defective and clean modules. The values of AUC range between 0
(worst performance), 0.5 (no better than random guessing), and 1 (best performance) [66].
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Second, we use the F-measure, i.e, a threshold-dependent measure. F-measure is a
harmonic mean (i.e., 2·precision·recall

precision+recall ) of precision ( TP
TP+FP) and recall ( TP

TP+FN). Similar to

prior studies [5, 237], we use the default probability value of 0.5 as a threshold value for
the confusion matrix, i.e., if a module has a predicted probability above 0.5, it is considered
defective; otherwise, the module is considered clean.

Third, we use the Matthews Correlation Coe�cient (MCC) measure, i.e, a threshold-
dependent measure, as suggested by prior studies [127, 191]. MCC is a balanced measure
based on true and false positives and negatives that is computed using the following equation:

TP⇥TN–FP⇥FNq
(TP+FP)(TP+FN)(TN+FP)(TN+FN)

.

3.4 Experimental Results

In this section, we present the results of our study with respect to our four research questions.

(RQ1) How do correlated metrics impact the interpretation of defect
models?

Motivation. Prior work raises concerns that metrics are often correlated and should be
mitigated [54, 72, 73, 86, 207, 211, 235]. For example, Herraiz et al. [73], and Gil et al. [54]
point out that code complexity is often correlated with lines of code. Unfortunately, a
literature survey of Shihab [193] shows that as much as 63% of prior defect studies do not
mitigate correlated metrics prior to constructing defect models. Yet, little is known about
the impact of correlated metrics on the interpretation of defect models.
Approach. To address RQ1, we analyze the impact of correlated metrics on the interpreta-
tion of defect models along with three dimensions, i.e., (1) the consistency of the top-ranked
metric, (2) the level of discrepancy of the top-ranked metric, and (3) the direction of the ranking
of metrics for all non-correlated metrics between mitigated and non-mitigated models.

To do so, we start from mitigated datasets (see Section 3.3.2). We first identify the
top-ranked metric for each of the 9 studied interpretation techniques. We use VarClus
to select only one of the metrics that is correlated with the top-ranked metric in order
to generate non-mitigated datasets. We then append the correlated metric to the first
position of the specification of the mitigated models. Thus, the specification for the mitigated
models is y ⇠ mtop_ranked + ..., while the specification for the non-mitigated models is
y ⇠ mcorrelated +mtop_ranked + ..., where mcorrelated is the metric that is correlated with the
top-ranked metric (mtop_ranked). For each of the mitigated and non-mitigated datasets, we
construct defect models (see Section 3.3.3) and apply the 9 studied model interpretation
techniques (see Section 3.3.4).

To analyze the consistency and the level of discrepancy of the top-ranked metric, we compute
the di�erence in the ranks of the top-ranked metric between mitigated and non-mitigated
models. For example, if a metric mtop_ranked appears in the 1st rank in both of mitigated
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Figure 3.3 The percentage of the studied datasets for each di�erence in the ranks between the
top-ranked metric of the models that are constructed using the mitigated and non-mitigated
datasets. The light blue bars represent the consistent rank of the metric between mitigated
and non-mitigated models, while the red bars represent the inconsistent rank of the metric
between mitigated and non-mitigated models.

and non-mitigated models, then the metric would have a rank di�erence of 0. However, if
mtop_ranked appears in the 3rd rank of a non-mitigated model and appears in the 1st rank of
a mitigated model, then the rank di�erence of mtop_ranked would be 2. The consistency of
the top-ranked metric measures the percentage of the studied datasets that the top-ranked
metric appears at the 1st rank in both mitigated and non-mitigated models. On the other
hand, the level of discrepancy of the top-ranked metric measures the highest rank di�erence
of the top-ranked metric between mitigated and non-mitigated models.

To analyze the direction of the ranking of metrics for all non-correlated metrics between
mitigated and non-mitigated models, we start with the ranking of important metrics that
appear in both mitigated and non-mitigated models. We then apply a Spearman rank
correlation test (d) to compute the correlation between ranks of all non-correlated metrics
between mitigated and non-mitigated models. The Spearman correlation coe�cient (d) of
1 indicates that the ranking of non-correlated metrics between mitigated and non-mitigated
models is in the same direction. On the other hand, the Spearman correlation coe�cient
(d) of -1 indicates that the ranking of non-correlated metrics between mitigated and non-
mitigated models is in the reverse direction. Since the produced ranking of each model and
defect dataset may be di�erent, the use of a weighted Spearman rank correlation test may
lead these rankings to be weighted di�erently. Thus, we select a traditional Spearman rank
correlation test for our study.

Results. ANOVA Type-I produces the lowest consistency of the top-ranked metric
between mitigated and non-mitigated models. We expect that the top-ranked metric
in the mitigated model will remain as the top-ranked metric in the non-mitigated model.
Unfortunately, Figure 3.3 shows that this expectation does not hold true in any of the
studied datasets for ANOVA Type-I. Figure 3.3 shows that, for ANOVA Type-I, none of the
top-ranked metric that appears in the 1st rank of mitigated models also appears in the 1st

rank of non-mitigated models. On the other hand, we find that the top-ranked metric of
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mitigated models appears at the top-ranked metric in non-mitigated models for 84%, 67%,
55%, and 67% of the studied datasets for ANOVA Type-II (Wald), Type-II (LR), Type-II
(F), Type-II (Chisq), respectively. We suspect that the impact of correlated metrics on the
interpretation of Type-I has to do with the sequential nature of the calculation of the Sum of
Squares, i.e., Type-I attributes as much variance as it can to the first metric before attributing
residual variance to the second metric in the model specification.

ANOVA Type-I and Type-II produce the highest level of discrepancy of the top-
ranked metrics between mitigated and non-mitigated models. Figure 3.3 shows that
the rank di�erence for ANOVA Type-I and Type-II can be up to -6 and -8, respectively. In
other words, we find that the top-ranked metric in mitigated models appear at the 7th rank
and the 9th rank in non-mitigated models for ANOVA Type-I and Type-II, respectively.
We suspect that the highest level of discrepancy (i.e., the largest rank di�erence) for ANOVA
Type-I and Type-II has to do with the sharply drop of the importance scores when correlated
metrics are included in defect models.

For ANOVA Type-I and Type-II, correlated metrics have the largest impact on
the direction of the ranking of metrics of defect models. For ANOVA Type-I, we find
that the Spearman correlation coe�cients range from -0.1 to 0.84. For ANOVA Type-II,
we find that the Spearman correlation coe�cients range from 0.1 to 1. A low value of the
Spearman correlation coe�cients in ANOVA techniques indicates that the direction of the
ranking of metrics for all non-correlated metrics is varied in each rank, suggesting that
the ranking of non-correlated metrics is inconsistent across mitigated and non-mitigated
models.

Gini and Permutation Importance approaches produce the higest consistency
and the lowest level of discrepancy of the top-ranked metric, and have the least im-
pact on the direction of the ranking ofmetrics betweenmitigated andnon-mitigated
models. Figure 3.3 shows that the top-ranked metric of mitigated models appears at the
top-ranked metric in non-mitigated models for 88%, 92%, and 55% of the studied datasets
for Gini Importance, and scaled and non-scaled Permutation Importance, respectively. Fig-
ure 3.3 also shows that the rank di�erence for Gini and Permutation Importance is as low
as -1 and -3, respectively. Furthermore, we find that the Spearman correlation coe�cients
range from 0.9 to 1 for Gini and Permutation Importance. These findings suggest that
the lower impact that correlated metrics have on Gini and Permutation Importance than
ANOVA techniques have to do with the random process for constructing multiple trees and
the calculation of importance scores for a random forest model. For example, the random
process of random forest may generate trees that are constructed without correlated metrics.
In addition, the averaging of the importance scores from multiple trees may decrease the
negative impact of correlated metrics on trees that are constructed with correlated metrics
for random forest models.
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ANOVA Type-I and Type-II often produce the lowest consistency and the highest level of discrepancy

of the top-ranked metric, and have the highest impact on the direction of the ranking of metrics

between mitigated and non-mitigated models when compared to Gini and Permutation Importance.

This finding highlights the risks of not mitigating correlated metrics in the ANOVA analyses of prior

studies.

(RQ2) After removing all correlated metrics, how consistent is the in-
terpretation of defect models among di�erent model specifications?

Motivation. Our motivating analysis and the results of RQ1 confirm that the ranking of
the top-ranked metric substantially changes when the ordering of correlated metrics in
a model specification is rearranged, suggesting that correlated metrics must be removed.
However, after removing correlated metrics, little is known if the interpretation of defect
models would become consistent when rearranging the ordering of metrics.

Approach. To address RQ2, we analyze the ranking of the top-ranked metric of the models
that are constructed using di�erent ordering of metrics from mitigated datasets. To do so,
we start from mitigated datasets that are produced by Section 3.3.2. For each of the datasets,
we construct defect models (see Section 3.3.3) and apply the 9 studied model interpretation
techniques (see Section 3.3.4) in order to identify the top-ranked metric according to each
technique. Then, we regenerate the models where the ordering of metrics is rearranged—the
top-ranked metric is at each position from the first to the last for each dataset. Finally, we
compute the percentage of datasets where the ranks of the top-ranked metric are inconsistent
among the rearranged datasets.

Results. After removing correlated metrics, the top-ranked metrics according to
Type-II, Gini Importance, and Permutation Importance are consistent. However,
the top-ranked metric according to Type-I is still inconsistent regardless of the or-
dering of metrics. We find that Type-II, Gini Importance, and Permutation Importance
produce a stable ranking of the top-ranked metric for all of the studied datasets regardless of
the ordering of metrics.

On the other hand, ANOVA Type-I is the only technique that produces an inconsistent
ranking of the top-ranked metric. We find that for 71% of the studied datasets, ANOVA
Type-I produces an inconsistent ranking of the top-ranked metric when the ordering of
metrics is rearranged. We expect that the consistency of the ranking of the top-ranked
metrics can be improved by increasing the strictness of the correlation threshold of the
variable clustering analysis (VarClus). Thus, we repeat the analysis using stricter thresholds
of the variable clustering analysis (VarClus). We use Spearman correlation coe�cient (|d |)
threshold values of 0.5 and 0.6. Unfortunately, even if we increase the strictness of the
correlation threshold value, Type-I produces the inconsistent ranking of the top-ranked
metric for 43% and 50% of the studied datasets, for the threshold of 0.5 and 0.6, respectively.
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The inconsistent ranking of the top-ranked metric according to Type-I has to do with
the sequential nature of the calculation of the Sum of Squares. In other words, Type-I
attributes the importance scores as much as it can to the first metric before attributing the
scores to the second metric in the model specification. Thus, Type-I is sensitive to the
ordering of metrics.

After removing all correlated metrics, the top-ranked metric according to ANOVA Type-II, Gini

Importance, and Permutation Importance are consistent. However, the top-ranked metric according to

ANOVA Type-I is inconsistent, since the ranking of metrics is impacted by its order in the model

specification when analyzed using ANOVA Type-I (which is the default analysis for the glm model

in R and is commonly-used in prior studies). This finding suggests that ANOVA Type-I must be

avoided even if all correlated metrics are removed.

(RQ3) After removing all correlated metrics, how consistent is the in-
terpretation of defect models among the studied interpretation tech-
niques?
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Figure 3.4 The percentage of datasets where the top-ranked metric is consistent between
the two studied model interpretation techniques. While the lower-left side of the matrix
(i.e., red shades) shows the percentage before removing correlated metrics, the upper-right
side of the matrix (i.e., blue shades) shows the percentage after removing correlated metrics.

Motivation. The findings of prior work often rely heavily on one model interpretation
technique [56, 95, 147, 150, 196, 211]. Therefore, the findings of prior work may pose a
threat to construct validity, i.e., the findings may not hold true if one uses another interpret-
ation technique. Thus, we set out to investigate the consistency of the top-ranked and top-3
ranked metrics after removing correlated metrics.
Approach. To address RQ3, we start from mitigated datasets that are produced by Sec-
tion 3.3.2 and non-mitigated datasets (i.e., the original datasets). We compare the two
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rankings that are produced from mitigated and non-mitigated models using the 9 inter-
pretation techniques for each of the studied datasets. Then, we compute the percentage of
datasets where the top-ranked metric is consistent among the studied model interpretation
techniques. Moreover, we also compute the percentage of datasets where at least one of
the top-3 ranked metrics is consistent among the studied model interpretation techniques.
Finally, we present the results using a heatmap (as shown in Figure 3.4) where each cell
indicates the percentage of datasets which the top-ranked metric is consistent among the
two studied model interpretation techniques.
Results. Before removing all correlated metrics, we find that the studied model in-
terpretation techniques do not tend to produce the same top-ranked metric. We
observe that the consistency of the ranking of metrics across learning techniques (i.e., logistic
regression and random forest) is as low as 0%-43% for the top-ranked metric (Figure 3.4a).
Furthermore, according to the lower-left side of the matrix of the Figure 3.4a, we find that,
before removing correlated metrics, the top-ranked metric of Type-II (Chisq) is inconsistent
with the top-ranked metrics of Type-I and Gini Importance for all of the studied datasets.

After removing all correlatedmetrics, we find that the consistency of the ranking
of metrics among the studied interpretation techniques is improved by 15%-64% for
the top-ranked metric and 21%-71% for the top-3 ranked metrics, respectively. In
particular, we observe that the consistency of the ranking ofmetrics across learning techniques
is improved by 28%-50% for the top-1 ranked metrics and 43%-71% for the top-3 ranked
metrics, respectively. Most importantly, we find that scaled Permutation Importance achieves
the highest consistency of the ranking of metrics across learning techniques. This finding
highlights the benefits of removing correlatedmetrics on the interpretation of defect models—
the conclusions of studies that rely on one interpretation technique may not pose a threat
after mitigating correlated metrics.

After removing all correlated metrics, we find that the consistency of the ranking of metrics among the

studied interpretation techniques is improved by 15%- 64% for the top-ranked metric and 21%-71%

for the top-3 ranked metrics, respectively, highlighting the benefits of removing all correlated metrics

on the interpretation of defect models, i.e., the conclusions of studies that rely on one interpretation

technique may not pose a threat after mitigating correlated metrics.

(RQ4) Does removing all correlated metrics impact the performance
and stability of defect models?

Motivation. The results of RQ1 show that correlated metrics have a negative impact on
the interpretation of defect prediction models, while the results of RQ2 and RQ3 show
the benefits of removing correlated metrics on the interpretation of defect models. Thus,
removing correlated metrics is highly recommended. However, removing correlated metrics
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Figure 3.5 The distributions of the performance di�erence (% pts) between non-mitigated
and mitigated models for each of the studied datasets.

may pose a risk to the performance and stability of defect models. Yet, little is known if
removing such correlated metrics impacts the performance and stability of defect models.
Approach. To address RQ4, we first start from the AUC, F-measure and MCC performance
estimates and their performance stability of the non-mitigated and mitigated models. The
performance stability is measured by a standard deviation of the performance estimates as
produced by 100 iterations of the out-of-sample bootstrap for each model. We then quantify
the impact of removing all correlated metrics by measuring the performance di�erence
(i.e., the arithmetic di�erence between the performance of the non-mitigated and mitigated
models) and the stability ratio (i.e., the ratio of the S.D. of performance estimates of non-

mitigated to mitigated models, S.D. non-mitigated models
S.D. mitigated models ). Furthermore, in order to measure

the e�ect size of the impact, we measure Cli� ’s |X | e�ect size for the performance di�erence
and the stability ratio across the non-mitigated and mitigated models.
Results. Removing all correlated metrics impacts the AUC, F-measure, and MCC
performance of defect models by less than 5 percentage points. Figure 3.5 shows that
the distributions of the performance di�erence between the models that are constructed
using non-mitigated and mitigated datasets are centered at zero. In addition, our Cli� ’s
|X | e�ect size test shows that the di�erences between the models that are constructed using
mitigated and non-mitigated datasets are negligible to small for the AUC, F-measure, and
MCC measures. However, the performance di�erence of 5 percentage points may be very
important for safety-critical software domains. Thus, researchers and practitioners should
remove correlated metrics with care.

Removing all correlated metrics yields a negligible di�erence (Cli� ’s |X |) for the
stability of the performance of defect models. Figure 3.6 shows that the distributions
of the stability ratio of the models that are constructed using non-mitigated and mitigated
datasets are centered at one (i.e., there is little di�erence in model stability after removing all
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Figure 3.6 The distributions of the stability ratio of non-mitigated to mitigated models for
each of the studied datasets.

correlated metrics). Moreover, our Cli� ’s |X | e�ect size test shows that the di�erence of the
stability ratio between the models that are constructed using mitigated and non-mitigated
datasets is negligible.

Removing all correlated metrics impacts the AUC, F-measure, and MCC performance of defect

models by less than 5 percentage points, suggesting that researchers and practitioners should remove

correlated metrics with care especially for safety-critical software domains.

3.5 Practical Guidelines

In this section, we o�er practical guidelines for future studies. When the goal is to derive
sound interpretation from defect models:

(1) Ones must mitigate correlated metrics prior to constructing a defect model, es-
pecially for ANOVA analyses, since RQ1 shows that (1) ANOVA Type-I and Type-II
often produce the lowest consistency and the highest level of discrepancy of the top-
ranked metric, and have the highest impact on the direction of the ranking of metrics
between mitigated and non-mitigated models. On the other hand, the results of RQ2
and RQ3 show that removing all correlated metrics (2) improves the consistency of the
top-ranked metric regardless of the ordering of metrics; and (3) improves the consistency
of the ranking of metrics among to the studied interpretation techniques, suggesting that
correlated metrics must be mitigated. However, the results of RQ4 show that the removal
of such correlated metrics impacts the model performance by less than 5 percentage
points, suggesting that researchers and practitioners should remove correlated metrics
with care especially for safety-critical software domains.
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(2) Onesmust avoid usingANOVAType-I even if all correlatedmetrics are removed,
since RQ2 shows that Type-I produces an inconsistent ranking of the top-ranked metric
when the orders of metrics are rearranged, indicating that Type-I is sensitive to the order-
ing of metrics even when removing all correlated metrics. Instead, researchers should opt
to use ANOVA Type-II and Type-III for additive and interaction logistic regres-
sion models, respectively. Furthermore, the scaled Permutation Importance approach
is recommended for random forest since RQ3 shows that such approach achieves the
highest consistency across learning techniques.

We would like to emphasize that mitigating correlated metrics is not necessary for all
studies, all scenarios, all datasets, and all analytical models in software engineering. Instead,
the key message of our study is to shed light that correlated metrics must be mitigated
when the goal is to derive sound interpretation from defect models that are trained with
correlated metrics (especially for ANOVAType-I). On the other hand, if the goal of the study
is to produce highly-accurate prediction models, one might prioritize their resources on
improving the model performance rather than mitigating correlated metrics. Thus, feature
selection and dimensionality reduction techniques can be considered to mitigate irrelevant
and correlated metrics, and improve model performance. Finally, similar to Zeller et al. [234],
we also would like to emphasize that correlations do not imply causations. To show causation,
one needs to show that changing the cause (e.g., code complexity) also changes the e�ect
(e.g., code quality). One also needs a theory grounded from domain knowledge to explain
causation.

3.6 Threats to Validity

Construct Validity. In this work, we only construct regression models in an additive fashion
(y ⇠ m1 + ... +mn), since metric interactions (i.e., the relationship between each of the two
interacting metrics depends on the value of the other metrics) (1) are rarely explored in
software engineering (except in [191]); (2) must be statistically insignificant (e.g., absence)
for ANOVA Type-II test [28, 43]; and (3) are not compatible with random forest [21] which
is one of the most commonly-used analytical learners in software engineering. On the other
hand, the importance score of the metric produced by ANOVA Type-III is evaluated after
all of the other metrics and all metric interactions of the metric under examination have been
accounted for. Thus, if metric interactions are significantly present, one should use ANOVA
Type-III and avoid using ANOVA Type-II. Due to the same way in which the importance
scores of metrics according to ANOVA Type-II and Type-III are calculated in a hierarchical
nature for an additive model, we would like to note that the importance scores of metrics
according to ANOVA Type-II and Type-III are the same for such additive models.

Plenty of prior work show that the parameters of classification techniques have an
impact on the performance of defect models [49, 106, 133, 134, 210, 213]. While we use a
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default ntree value of 100 for random forest models, recent studies [210, 213] show that the
parameters of random forest are insensitive to the performance of defect models. Thus, the
parameters of random forest models do not pose a threat to validity of our study.

Recent work point out that the selection [98, 210] and the quality [233] of datasets
dataset selection might impact conclusions of a study. Thus, our conclusions may alter
when changing a set of the studied datasets. Prior work [226] raise concerns related to the
imbalance nature of data in software systems that should be handled with care, i.e., only a
small percentage of software modules are defective. While we carefully mitigate correlations
among software metrics, we neither re-balance nor transform such studied datasets to
preserve the original distributions of software metrics. Finally, Tantithamthavorn et al. [212]
point out that randomness may introduce bias to the conclusions of a study. To mitigate this
threat and ensure that our results are reproducible, we set a random seed in every step in our
experiment design.

Internal Validity. Recent research uses ridge regression to construct defect models on the
dataset that contains correlated metrics [176]. However, our additional analyses show that
ridge regression improves the performance of defect model when comparing to logistic
regression, yet produces a misleading importance ranking of metrics. We observe that
metrics that are highly correlated appear at di�erent ranks. This observation highlights the
importance of mitigating correlated metrics when interpreting defect models.

We studied a limited number of model interpretation techniques. Thus, our results
may not generalize to other model interpretation techniques. Nonetheless, other model
interpretation techniques can be explored in future work. We provide a detailed methodology
for others who would like to re-examine our findings using unexplored model interpretation
techniques.

External Validity. The analyzed datasets are part of several corpora (e.g., NASA and
PROMISE) of systems that span both proprietary and open source domains. However, we
studied a limited number of defect datasets, particularly for proprietary datasets. Thus, the
results may not generalize to other datasets and domains. Additional replication studies are
needed.

In our study, we exclude (1) datasets that are not representative of common practice or (2)
datasets that would not realistically benefit from our analysis (e.g., datasets that most of the
softwaremodules are defective) with the selection criteria of the studied datasets. Nevertheless,
our proposed approaches are applicable to any dataset. Practitioners are encouraged to explore
our approaches on their own datasets with their own peculiarities.

The conclusions of our study rely on one defect prediction scenario (i.e., within-project
defect models). However, there are a variety of defect prediction scenarios in the literature
(e.g., cross-project defect prediction [27, 237], just-in-time defect prediction [96], hetero-
genous defect prediction [157]). Therefore, the practical guidelines may di�er for other
scenarios. Thus, future research should revisit our study in other scenarios of defect models.
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3.7 Conclusions

In this chapter, we set out to investigate (1) the impact of correlated metrics on the interpret-
ation of defect models. After removing correlated metrics, we investigate (2) the consistency
of the interpretation of defect models; and (3) its impact on the performance and stability of
defect models. Through a study of 14 publicly-available defect datasets of systems that span
both proprietary and open source domains, we conclude that (1) correlated metrics have the
largest impact on the consistency, the level of discrepancy, and the direction of the ranking
of metrics, especially for ANOVA techniques. On the other hand, we find that removing all
correlated metrics (2) improves the consistency of the produced rankings regardless of the
ordering of metrics (except for ANOVA Type-I); (3) improves the consistency of ranking of
metrics among the studied interpretation techniques; (4) impacts the model performance by
less than 5 percentage points.

Based on our findings, we o�er practical guidelines for future studies. When the goal is
to derive sound interpretation from defect models:

1. Ones must mitigate correlated metrics prior to constructing a defect model, especially
for ANOVA analyses.

2. Ones must avoid using ANOVA Type-I even if all correlated metrics are removed.

Due to the variety of the built-in interpretation techniques and their settings, our paper
highlights the essential need for future research to report the exact specification of their
models and settings of the used interpretation techniques.

3.7.1 Chapter Remarks

In this chapter, we investigate the impact of correlated metrics on the explanation of defect
models. The experimental results show that correlated metrics, indeed, have an impact on
the explanation of defect models. The experimental results also lead us to suggest that, after
mitigating correlated metrics, ones should use the ANOVA Type-II technique to explain
logistic regression models, while using the scaled Permutation Importance technique to
explain random forests models. However, to mitigate correlated metrics, commonly-used
correlation analysis techniques involve manual processes. For example, for VarClus, the
technique requires manual inspection to select a representative metric from each group of
correlated metrics. Thus, in the next chapter, we investigate techniques that automatically
mitigate correlated metrics when explaining defect models.



Chapter 4

Automatically Mitigate
Correlated Metrics when
Explaining Defect Models

An earlier version of the work in this chapter appears in the International Conference on
Software Maintenance and Evolution (ICSME 2018) [88], while its extension appears in the
Springer Journal of Empirical Software Engineering (EMSE) [91].
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4.1 Introduction

Defect models are statistical or machine learning models that are used to investigate the
impact of software metrics (e.g., lines of code) on defect-proneness and to identify defect-
prone software modules. The explanation of defect models is used to validate hypotheses to
develop empirical theories related to software quality, which are essential to chart quality
improvement and plans.

The conclusions of defect models heavily rely on the studied software metrics. However,
software metrics often have strong correlation among themselves [54, 86, 211, 235] and
some metrics are irrelevant to defect models [137, 192]. For example, my previous work et

al. [86] find that many metrics in defect datasets are correlated (e.g., the branch_countmetric
is linearly proportional to the decision_count metric in some NASA datasets). Shepperd et

al. [192] find that many metrics in the NASA datasets are irrelevant to defect models (e.g.,
constant metrics).

To address these concerns, feature selection techniques are often applied in the defect
prediction domain [5, 34, 40, 97, 140, 160, 198]. However, prior work [5, 34, 40, 97, 140]
often relies on one feature selection technique which may pose a threat to the construct
validity, i.e., conclusions may not hold true if another feature selection technique is applied.
In practice, feature selection techniques should be applied only on training samples to avoid
producing optimistically biased performance estimates and explanation [117]. Yet, the
conclusions (e.g., the most important metric) that are derived from defect models may be
unreliable (i.e., produce misleading importance rankings of metrics) if the produced subsets
of metrics are (1) inconsistent among feature selection techniques, (2) inconsistent among
di�erent training samples, (3) inconsistent among repetitions, and (4) inconsistent among
di�erent model specifications.

In this chapter, we investigate 11 commonly-used feature selection techniques and our
own contribution AutoSpearman along 5 dimensions: (1) the consistency of the produced
subsets of metrics; (2) the correlation of the produced subsets of metrics; (3) the performance;
(4) the computational cost; and (5) the impact on the explanation.

Through an empirical investigation of 13 publicly-available defect datasets of systems
that span both proprietary and open source domains, we address the following eight research
questions:

(RQ1) Do feature selection techniques consistently produce the same subset of met-
rics when applied on the same training sample?
Feature selection techniques produce inconsistent subsets of metrics. As many as 94-
100% of the metrics are inconsistently selected among the studied feature selection
techniques, suggesting that the conclusions of prior work could be altered when
another feature selection technique is applied.

(RQ2) Do feature selection techniques consistently produce the same subset of met-
rics when applied across di�erent training samples?
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Surprisingly, when applying commonly-used feature selection techniques to dif-
ferent training samples from the same dataset, we find that 31-94% of the selected
metrics are inconsistent, suggesting that post-hoc multiple comparison tests (e.g., a
Scott-Knott test) should not be applied to identify the most important metrics when
explaining defect models. On the other hand, we observe that AutoSpearman yields
the highest consistency and leads to absolute improvements of consistency up to 86%
compared to other studied feature selection techniques.

(RQ3) Do feature selection techniques consistently produce the same subset of met-
rics when they are applied repeatedly?
The Recursive Feature Elimination technique is the only technique that produces
inconsistent subsets of metrics when repeated with di�erent random seeds. Such in-
consistency amounts to 62% and 13% of the subsets of metrics for logistic regression
and random forest, respectively. This finding indicates that even if Recursive Feature
Elimination is applied on the same training sample, simply altering a random seed
can lead the technique to produce di�erent subset of metrics.

(RQ4) Do feature selection techniques consistently produce the same subset of met-
rics when reordering the model specification of a defect model?
Regardless of the search directions, Stepwise Regression is the only studied feature
selection technique that produces inconsistent subsets of metrics when applied across
model specifications.

(RQ5) Do feature selection techniques mitigate correlated metrics?
AutoSpearman is the only studied feature selection technique that can mitigate
correlated metrics, i.e., collinearity and multicollinearity. We observe that other
studied feature selection techniques produce up to 100% of subsets of metrics with
collinearity and multicollinearity, suggesting that the explanation of defect models
constructed using the subsets of metrics that are produced by all of the studied feature
selection techniques (except for AutoSpearman) may be misleading.

(RQ6) What is the impact of feature selection techniques on the performance of
defect models?
The studied feature selection techniques impact the performance of defect models by
up to 5%pts. The results of the Mann-Whitney U test and the Kruskal-Wallis H test
suggest that all of the performance di�erences across feature selection techniques are
not statistically significant with the p-values of above 0.05. The results of the Cli� ’s
|X | e�ect size test also confirm that such performances are negligible to small for the
AUC, F-measure, and MCC measures.
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(RQ7) What is the computational cost of applying feature selection techniques?
The computational cost of filter-based feature selection techniques andAutoSpearman is
cheap, while such cost is expensive for wrapper-based feature selection techniques
and the consistency-based feature selection technique. The computational cost of
wrapper-based feature selection techniques is as high as 7 hours and 30 minutes for
RFE-RF to find the best subset of metrics from one training sample of the Propri-
etary 2 defect dataset. Such expensive computation cost makes the application of
wrapper-based feature selection techniques undesirable, particularly, when validating
with model validation techniques that require several repetitions (e.g., bootstrap
validation technique).

(RQ8) Do correlation threshold values have an impact on the explanation of defect
models?
No. Indeed, 0–62% of the studied defect datasets produces di�erent most important
metrics among correlation threshold values. However, such di�erent most important
metrics are highly correlated with the spearman correlation of 0.84–1, suggesting
that correlation threshold values do not impact the explanation of defect models.

Our results lead us to conclude that the subsets of metrics produced by the commonly-used
automated feature selection techniques are (1) inconsistent among automated feature selection
techniques; (2) inconsistent among training samples; (3) inconsistent among repetitions; and
(4) highly-correlated. Since we find that the subsets of metrics produced by the commonly-
used feature selection techniques (except for AutoSpearman) are often inconsistent and
correlated, these techniques should be avoided when explaining defect models.

4.1.1 Chapter Organisation

Section 4.2 presents the research questions which are formulated from related work. Sec-
tion 4.3 describes the design and the setup of our study, while Section 4.4 presents the
results with respect to the eight research questions. Section 4.5 discusses the trends of the
commonly-selected correlated metrics. Section 4.6 elaborates on the threats to the validity
of our study. Finally, Section 4.7 draws conclusions.

4.2 Related Work & Research Questions

Feature selection has been widely used in software engineering to remove irrelevant metrics
(i.e., metrics that do not share a strong relationship with the outcome) [137, 192] and correlated
metrics (i.e., metrics that share a strong correlation with one or more metrics) [54, 86, 211,
235]. While a variety of feature selection techniques has been proposed in literature, little is
known about the best feature selection techniques for model explanation.
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Many ML research e�orts propose feature selection techniques and investigate the impact
of such techniques on the performance of prediction models [35, 64, 105]. For example,
Dash et al. [35] introduce the consistency-based feature selection technique and investigated
the impact of 5 search strategies of such technique on 10 benchmark datasets as provided by
the UC Irwin Machine Learning repository [19] using C4.5 and back-propagation neural
network. Mark Hall Hall and Smith [64] proposes the correlation-based feature selection
technique and evaluate the proposed technique comparing with a wrapper-based feature
selection technique on 15 benchmark datasets as provided by theUC IrwinMachine Learning
repository [19] using 3 classification techniques (i.e., IB1, Naive Bayes, and C4.5). Kohavi et
al. Kohavi and John [105] propose the wrapper-based feature selection and investigate the
model performance produced by the technique comparing with 4 other filter-based feature
selection techniques on 14 benchmark datasets as provided by the UC Irwin Machine
Learning repository [19] using 5 classification techniques (i.e., ID3, Naive Bayes, and C4.5).
Nevertheless, little is known whether these findings hold true for the context of software
engineering.

Prior studies investigate the impact of feature selection techniques on the performance of
defect models [53, 124, 161, 185, 231] (see Table 4.1). For example, Ghotra et al. Ghotra et al.
[53] investigate the impact of 29 feature selection techniques (as provided by Weka [50])
on 18 PROMISE [139] and NASA [192] datasets using 21 classification techniques. Lu et

al. Lu et al. [124] investigate the impact of 4 feature selection techniques (i.e., Information
Gain, Correlation-based, Forward selection, and Backward selection) on 3 releases of Eclipse
datasets as provided by Zimmermann et al. Zimmermann et al. [238] using random forests.
Osman et al.Osman et al. [161] investigate the impact of correlation-based andwrapper-based
feature selection techniques on 5 defect datasets as provided by D’Ambros et al. D’Ambros
et al. [34] using 5 classification techniques. Rodriguez et al. Rodríguez et al. [185] investigate
the impact of 5 feature selection techniques on 5 PROMISE datasets [139] using naive bayes
and C4.5. Xu et al. Xu et al. [231] investigate the impact of 19 feature selection techniques
on 11 NASA [192] and 4 AEEEM [34] datasets using random forests. Yet, no prior work
has investigated the impact of feature selection techniques when explaining defect models.
Thus, in this study, we investigate 11 commonly-used feature selection techniques and our
own contribution AutoSpearman along five dimensions: (1) the consistency of the produced
subsets of metrics; (2) the correlation of the produced subsets of metrics; (3) the performance;
(4) the computational cost; and (5) the impact on the explanation.

The conclusions of prior work often rely on one feature selection technique [5, 34, 40,
97, 140] which may pose a threat to the construct validity, i.e., conclusions may not hold true
if another feature selection technique is applied. Nevertheless, little is known about whether
feature selection techniques produce the same subset of metrics among training samples and
among feature selection techniques. We therefore formulate the following research question:
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Table 4.1 An overview comparison of our study with respect to prior work.
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(RQ1) Do feature selection techniques consistently produce the same subset of metrics when applied

on the same training sample?

In practice, feature selection techniques should only be applied on training samples because of the
unavailability of defect labels in testing samples. Since training samples are often randomly
generated from model validation techniques (e.g., out-of-sample bootstrap validation or
10-folds cross-validation), feature selection techniques may produce di�erent subsets of
metrics for each training sample. Di�erent subsets of metrics among training samples may
pose a critical threat to the validity when analysing and identifying the most important
metrics. For example, prior work often applies a post-hoc multiple comparison test (e.g., a
Scott-Knott test) on the distributions of importance scores to identify statistically distinct
ranks of the most important metrics [85, 208, 219]. Nevertheless, little is known about
whether feature selection techniques produce the same subset of metrics among training
samples. We therefore formulate the following research question:

(RQ2) Do feature selection techniques consistently produce the same subset of metrics when applied

across di�erent training samples?

Some feature selection techniques involve randomisation in the process of sampling data
for validation to produce the best subset of metrics. Such randomisation may lead a feature
selection technique to produce di�erent subsets of metrics when the technique is applied
repeatedly. Nevertheless, little is known about whether feature selection techniques produce
the same subset of metrics when they are applied repeatedly. We therefore formulate the
following research question:

(RQ3) Do feature selection techniques consistently produce the same subset of metrics when they are

applied repeatedly?

In theory, feature selection techniques should produce the same subset of metrics regard-
less of the ordering of metrics in a model specification, e.g., FS(y ⇠ x1 +x2) = FS(y ⇠ x2 +x1).
However, in practice, some feature selection techniques consider whether to include (or
exclude) a metric in the output subset of metrics based on the ordering of metrics in a
model specification. Such process may lead a feature selection technique to produce di�erent
subsets of metrics, if di�erent model specifications are applied. Nevertheless, little is known
about whether feature selection techniques produce the same subset of metrics across di�er-
ent model specifications (when reordering the model specification of a defect model). We
therefore formulate the following research question:

(RQ4) Do feature selection techniques consistently produce the same subset of metrics when reordering

the model specification of a defect model?
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The conclusions of prior defect studies rely on the usage of built-in model explanation
techniques of classification techniques (e.g., ANOVA for logistic regression, and Breiman’s
Variable Importance for random forest). However, recent work points out that such explana-
tion techniques are sensitive to correlated metrics [10, 85, 203, 211, 235]. For example, my
previous work et al. [85] show that the explanation of ANOVA Type-I can be altered by
simply rearranging the model specification (e.g., from y ⇠ m1 +m2 to y ⇠ m2 +m1 if m1 and
m2 are correlated). Despite posing a threat to the validity of previous work’s conclusion,
little is known about whether feature selection techniques mitigate correlated metrics. We
therefore formulate the following research question:

(RQ5) Do feature selection techniques mitigate correlated metrics?

Prior research e�ort has shown the benefits of applying feature selection techniques to
defect prediction models [53, 124, 231]. For example, Ghotra et al. [53], Lu et al. [124], and
Xu et al. [231] investigate the impact of feature selection techniques on the performance of
defect models. Nevertheless, their findings on the best feature selection techniques (i.e., lead
to the model with the highest model performance) are not always consistent. Prior studies
also often use di�erent defect datasets. While our goal is model explanation, practitioners
may question the explanation of inaccurate defect models. We set out to investigate the
impact of feature selection techniques on the performance of defect models, particularly,
on defect datasets from which we can accurately derive explanation through the following
research question:

(RQ6) What is the impact of feature selection techniques on the performance of defect models?

Due to the variation in metric selection, feature selection techniques may incur di�erent
computational cost. For example, filter-based feature selection techniques search for the
best subset of metrics regardless of model construction. Wrapper-based feature selection
techniques rely on classification techniques to assess each subset of metrics and find the best
subset of metrics. Thus, we set out to investigate the computational cost of feature selection
techniques through the following research question:

(RQ7) What is the computational cost of applying feature selection techniques?

Literature has suggested a variety of correlation threshold values to indicate strong
correlations among metrics. For example, Kraemer et al. [107] suggested the use of Spearman
correlation of 0.7 to indicate strong correlations between metrics. Similarly, Hinkle et al. [76]
suggested that the Spearman correlation of 0.7–0.9 indicates strong correlations between
metrics. Mason et al. [126], Fox et al. [44], and Hair et al. [61] suggested the use of VIF
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threshold values of 3, 5, and 10 to indicate strong correlations between metrics, respectively.
Such contradictory suggestion about the correlation threshold may produce di�erent subsets
of metrics and explanation of defect models. Particularly, a stricter correlation threshold value
identifies a higher number of correlated metrics and produces a smaller subset of metrics.
On the other hand, a more relaxed correlation threshold value identifies a less number of
correlated metrics and produces a larger subset of metrics. Thus, we set out to investigate
the impact of correlation threshold values on the explanation of defect models through the
following research question:

(RQ8) Do correlation threshold values have an impact on the explanation of defect models?

4.3 Experimental Design

4.3.1 Studied Datasets

In selecting the studied datasets, we identify four important criteria that need to be satisfied:
Criterion 1—Publicly-available defect datasets. Prior work raises concerns about the

replicability of software engineering studies [184]. In order to foster future replication of
our work, we focus on publicly-available defect datasets.

Criterion 2—Datasets that are reliable and of high quality. Defect models rely
greatly on the quality of the datasets that are used to construct them. [192] raise concerns
related to data quality in the NASA datasets. Furthermore, [168] show that problematic data
remain in the cleaned NASA datasets. Thus, the quality of the NASA datasets is questionable.
To ensure that the studied datasets are reliable and of high quality, we exclude the NASA
datasets from our study.

Criterion 3—Datasets that produce non-overly optimistic model performance.
Classification techniques that are trained on imbalanced data often favour the majority
class. When defective modules are the majority class, defect models are likely to produce
overly optimistic performance estimates. Thus, we exclude datasets that have a defective
ratio above 50%.

Criterion 4—Datasets fromwhichwe can accurately derive explanations. Analysts
would only consider models that fit the data well (i.e., AUC > 0.7) and are stable (i.e., EPV >
10) [212]. Hence, we only focus on datasets that produce such accurate and stable models. To
identify datasets that produce accurate models, we generate 100 sets of training and testing
samples using the out-of-sample bootstrap validation technique. While we use training
samples to construct defect models (i.e., logistic regression and random forests), we use testing
samples to evaluate such models using the AUCmeasure. We then compute the average AUC
estimation of all models and exclude datasets that producemodels with the average AUC estim-
ation of below 0.7. To identify datasets that produce stablemodels, we compute the EPVmeas-
ure for each dataset. EPV (Event-Per-Variables) is a measure of the risk of overfitting. EPV is
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Table 4.2 A statistical summary of the studied datasets.

Project Dataset Modules Metrics
Defective
Ratio

EPV AUCLR AUCRF

Apache Xalan 2.6 885 20 46 21 0.79 0.85
Eclipse Debug 3.4 1,065 17 25 15 0.72 0.81

JDT 997 15 21 14 0.81 0.82
Mylyn 1,862 15 13 16 0.78 0.74
PDE 1,497 15 14 14 0.72 0.72
Platform 2 6,729 32 14 30 0.82 0.84
Platform 2.1 7,888 32 11 27 0.77 0.78
Platform 3 10,593 32 15 49 0.79 0.81
SWT 3.4 1,485 17 44 38 0.87 0.97

Proprietary Prop 1 18,471 20 15 137 0.75 0.79
Prop 2 23,014 20 11 122 0.71 0.82
Prop 4 8,718 20 10 42 0.74 0.72
Prop 5 8,516 20 15 65 0.7 0.71

calculated as a ratio of the number of occurrences of the least frequently occurring class of the
dependent variable (i.e., the number of defective modules) to the number of software metrics
that are used to train the model. We then exclude datasets that have the EPV values of below
10 since models that are constructed using such datasets have a high risk of overfitting [212].

To satisfy criterion 1, similar to prior work [210], we begin our study using a collection
of the 101 publicly-available defect datasets that are collected from 5 di�erent corpora, i.e.,
76 datasets from the Tera-PROMISE Repository [139], 12 clean NASA datasets as provided
by Shepperd et al. [192], 5 datasets as provided by Kim et al. [101], 5 datasets as provided by
D’Ambros et al. [33, 34], and 3 datasets as provided by Zimmermann et al. [238]. To satisfy
criterion 2, we exclude 12 datasets for which their data quality is questionable. To satisfy
criterion 3, we exclude 17 datasets that have a defective ratio above 50%. Finally, to satisfy
criterion 4, we exclude 59 datasets which have an EPV value below 10 and produce models
with an AUC value below 0.7. Hence, we focus 13 defect datasets from 4 corpora, i.e., 5
datasets as provided by Jureczko et al. [94], 3 datasets as provided by D’Ambro et al. [33, 34],
3 datasets as provided by Zimmermann et al. [238], and 2 datasets as provided by Kim et

al. [101].
Table 4.2 shows a statistical summary of the 13 studied datasets.

4.3.2 Studied Feature Selection Techniques

Feature selection is a data preprocessing technique for selecting a subset of the best software
metrics prior to constructing a defect model. There is a plethora of feature selection techniques
that can be applied [60], e.g., filter-based, wrapper-based, and embedded-based families.
Since it is impractical to study all of these techniques, we would like to select a manageable
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set of feature selection techniques for our study. Similar to Ghotra et al. [53], we select two
commonly-used families of feature selection techniques, i.e., filter-based feature selection
techniques and wrapper-based feature selection techniques. Thus, embedded-based feature
selection techniques are excluded from our analysis, as they are rarely explored in software
engineering.

In this study, we select 12 commonly-used feature selection techniques from three families
(i.e., 5 filter-based, 5 wrapper-based feature selection techniques, and one hybrid feature
selection techniques), and our own contribution AutoSpearman [89] for evaluation. For filter-
based feature selection techniques, we select correlation-based (CFS), information gain (IG),
chi-squared-based (j2), consistency-based (CON), and findCorrelation. For wrapper-based
feature selection techniques, we select Recursive Feature Elimination with two classification
techniques (i.e., logistic regression (RFE-LR) and random forest (RFE-RF)), and three
directions of Stepwise Regression (i.e., forward (Step-FWD), backward (Step-BWD), and
both (Step-BOTH)). For a hybrid feature selection technique, we use a combination of
chi-squared based filter-based and wrapper-based using logistic regression as provided by the
HybridFS R package [162]. We select these feature selection techniques since they are the
most commonly used ones in previous work on defect prediction[5, 34, 40, 97, 140, 160, 198].
Table 4.3 provides the summary of the detailed implementation for the twelve studied feature
selection techniques. Below, we provide the description of each studied feature selection
technique.

Filter-based feature selection techniques

Filter-based feature selection techniques search for the best subset of metrics according to
an evaluation criterion regardless of model construction. Since constructing models is not
required, the use of filter-based feature selection techniques is considered low cost and widely
used in the defect prediction literature [5, 26, 40, 97, 140, 160]. There are many variants of
filter-based feature selection techniques, which we describe below.

Correlation-based feature selection [63] is a deterministic feature selection technique
that searches for the best subset of metrics that shares the strongest relationship with the
outcome, while having a low correlation among themselves.

Information gain feature selection [148] is a deterministic feature selection technique
that ranks metrics according to the information gain with respect to the outcome. The
information gain is measured by how much information of the outcome is provided by a
metric.

Chi-Squared-based feature selection [129] is a deterministic feature selection tech-
nique that assesses the importance of metrics with the j2 statistic which is a non-parametric
statistical test of independence.

Consistency-based feature selection [35] is a deterministic feature selection technique
that uses the consistency measure (i.e., inconsistency rate) to evaluate a subset of metrics.
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Table 4.3 A summary of the detailed implementation for the twelve studied feature selection
techniques.
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The technique finds the optimal subset of metrics whose inconsistency rate approximates the
inconsistency rate of all metrics.

findCorrelation is a deterministic feature selection technique that reduces pair-wise
correlations among metrics using a correlation matrix. The technique can be applied to any
correlation matrix (e.g., Pearson and Spearman). In our paper, we choose the Spearman rank
correlation test instead of other correlation tests (e.g., Pearson) since the test is resilient to
non-normal distributions as commonly present in defect datasets.

Table 4.3 summarises the detailed implementation of the studied filter-based feature
selection techniques.

Wrapper-based Feature Selection Techniques

Wrapper-based feature selection techniques [93, 105] use classification techniques to assess
each subset of metrics and find the best subset of metrics according to an evaluation criterion.
Wrapper-based feature selection is made up of three steps, which we described below.

(Step 1) Generate a subset of metrics. Since it is impossible to evaluate all possible subsets of
metrics, wrapper-based feature selection often uses search techniques (e.g., best first, greedy
hill climbing) to generate candidate subsets of metrics for evaluation.

(Step 2) Construct a classifier using a subset of metrics with a predetermined classification technique.

Wrapper-based feature selection constructs a classification model using a candidate subset of
metrics for a given classification technique (e.g., logistic regression and random forest).

(Step 3) Evaluate the classifier according to a given evaluation criterion. Once the classifier is
constructed, wrapper-based feature selection evaluates the classifier using a given evaluation
criterion (e.g., Akaike Information Criterion).

For each candidate subset of metrics, wrapper-based feature selection repeats Steps 2 and
3 in order to find the best subset of metrics according to the evaluation criterion. Finally,
it provides the best subset of metrics that yields the highest performance according to the
evaluation criterion.

In this study, we select two commonly-used variants of wrapper-based feature selection
techniques, which we describe below.

Recursive Feature Elimination (RFE) [60] searches for the best subset of metrics by
recursively eliminating the least important metric. First, RFE constructs a model using all
metrics and ranks metrics according to their importance score (e.g., Breiman’s Variable
Importance for random forest). In each iteration, RFE excludes the least important metric
and reconstruct a model. Finally, RFE provides the subset of metrics which yields the best
performance according to an evaluation criterion (e.g., AUC). In our study, we select the
AUC measure since it measures the discriminatory power of models, as suggested by recent
research [52, 114, 174, 208]. We use the implementation of the recursive feature elimination
using the rfe function as provided by the caret R package [111].

Stepwise Regression [28] finds the best subset of metrics by individually assessing each
metric and adding (or removing) a metric if it improves an evaluation criterion (e.g., Akaike
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Algorithm 1: AutoSpearman
Input :M is a set of studied metrics,

sp.t is a threshold value for a Spearman rank
correlation test,
vi f .t is a threshold value for a Variance
Inflation Factor analysis.

Output :M0 is a set of non-correlated metrics based on a Spearman rank correlation
test and a Variance Inflation Factor analysis.

1 M0 = M
2 S = Spearman(M, M)
3 CS = {c(mi,mj) 2 S|abs(c(mi,mj)) � sp.t}
4 CS = sort(CS)
5 for c(mi,mj) in CS do
6 selected.metric = min(

mean(abs(Spearman(mi,M – {mi,mj}))),
mean(abs(Spearman(mj,M – {mi,mj}))))

7 removed.metric ={mi, mj}–selected.metric
8 CS = {c(mi,mj) 2 CS |

mi < removed.metric ^mj < removed.metric}
9 M0 = M0 – removed.metric

10 end
11 repeat
12 V = VIF(M0)
13 CV = {v(mi) 2 V |v(mi) � vi f .t}
14 removed.metric = {mi|

v(mi) 2 CV ^ v(mi) = max(CV )
15 M0 = M0 – removed.metric
16 until |CV | = 0;
17 return M0

Information Criterion). The process is repeated until there is no improvement from adding or
removing a metric. In this study, we investigate three directions (i.e., forward, backward, and
both directions) of Stepwise Regression. We use the implementation of Stepwise Regression
using the step function as provided by the stats R package [214].

AutoSpearman

In our recent work [89], we introduce AutoSpearman, an automated metric selection ap-
proach based on the Spearman rank correlation test and the VIF (Variance Inflation Factor)
analysis for statistical inference. Below, we describe AutoSpearman using Algorithm 1,
where S is a set of Spearman coe�cients for each pair of metrics, CS is a set of Spearman
coe�cients that are above a Spearman threshold value (sp.t), V is a set of VIF scores of metrics,
CV is a set of VIF scores of metrics that are above a VIF threshold value (vi f .t), and M0 is a



4.3 Experimental Design 69

set of non-correlated metrics based on the Spearman rank correlation test and the Variance
Inflation Factor analysis. The high-level concept of AutoSpearman can be summarised into
2 parts:

(Part 1) Automatically select non-correlated metrics based on a Spearman rank correlation test.

We first measure the correlation of all metrics using the Spearman rank correlation test
(d) (cf. Line 2). We use the interpretation of correlation coe�cients (|d |) as provided by
Kraemer et al. [107]—i.e., a Spearman correlation coe�cient of above or equal to 0.7 is
considered a strong correlation. Thus, we only consider the pairs that have an absolute
Spearman correlation coe�cient of above or equal to the threshold value (sp.t) of 0.7 (cf. Line
3).

To automatically select non-correlated metrics based on the Spearman rank correlation
test, we start from the pair that has the highest Spearman correlation coe�cient (cf. Line
4). Since the two correlated metrics under examination can be linearly predicted with each
other, one of these two metrics must be removed. Thus, we select the metric that has the
lowest average values of the absolute Spearman correlation coe�cients of the other metrics
that are not included in the pair (cf. Line 6). That means the removed metric is another
metric in the pair that is not selected (cf. Line 7). Since the removed metric may be correlated
with the other metrics, we remove any pairs of metrics that are correlated with the removed
metric (cf. Line 8). Finally, we exclude the removed metric from the set of the remaining
metrics (M0) (cf. Line 9). We repeat this process until all pairs of metrics have their Spearman
correlation coe�cient below a threshold value of 0.7 (cf. Line 5).

(Part 2) Automatically select non-correlated metrics based on a Variance Inflation Factor analysis.

We first measure the magnitude of multicollinearity of the remaining metrics (M0) from
Part 1 using the Variance Inflation Factor analysis (cf. Line 12). We use a VIF threshold
value (vi f .t) of 5 to identify the presence of multicollinearity, as suggested by Fox et al. [43]
and prior work [11, 85, 86, 131] (cf. Line 13).

To automatically remove correlated metrics from the Variance Inflation Factor analysis,
we identify the removed metric as the metric that has the highest VIF score (cf. Line 14).
We then exclude the removed metric from the set of the remaining metrics (M0) (cf. Line
15). We apply the VIF analysis on the remaining metrics until none of the remaining
metrics have their VIF scores above or equal to the threshold value (cf. Line 16). Finally,
AutoSpearman produces a subset of non-correlated metrics based on the Spearman rank
correlation test and the VIF analysis (M0) (cf. Line 17).

Similar to filter-based feature selection techniques, Part 1 of AutoSpearman measures the
correlation of all metrics using the Spearman rank correlation test regardless of model con-
struction. Similar to wrapper-based feature selection techniques, Part 2 of AutoSpearman con-
structs linear regression models to measure the magnitude of multicollinearity of metrics.
Thus, we consider AutoSpearman as a hybrid feature selection technique (both filter-based
and wrapper-based).
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4.3.3 Studied Classification Techniques

Logistic regression is a statistical learner which explains the relationship between one binary
dependent variable (e.g., defect-proneness) and one or more independent variables (e.g.,
software metrics).
Random forests is a machine learner that constructs multiple decision trees from bootstrap
samples [21]. The final predicted class of a software module is the aggregation of the votes
from all of the constructed trees.

4.4 Experimental Results

(RQ1) Do feature selection techniques consistently produce the same
subset of metrics when applied on the same training sample?

Approach. To address RQ1, we investigate the consistency of the subsets of metrics that are
produced by feature selection techniques. We first generate training samples. Then, we apply
feature selection techniques on each training sample. Finally, we analyse the consistency of
subsets of metrics that are produced by the studied feature selection techniques. We describe
each step below.

(Step 1) Generate training samples. To generate training samples, we use the out-of-sample
bootstrap validation technique that (1) leverages aspects of statistical inference [39, 47, 68]; and
(2) produces the least bias and variance of performance estimates for defect prediction [212].
We randomly generate a bootstrap sample of size N with replacement from an original
dataset, where N is the size of the original dataset. On average, 36.8% of the original dataset
will not be selected, since a bootstrap sample is selected with replacement [39]. We repeat
the out-of-sample bootstrap process 100 times.

(Step 2) Apply feature selection techniques. We only apply feature selection techniques on a

training sample, instead of the whole dataset in order to avoid producing optimistically biased
performance estimates and explanation [117]. The subsets of metrics that are produced by
each studied feature selection technique for all studied datasets are available in the online
appendix [90].

(Step 3) Analyse the consistency of subsets of metrics among di�erent feature selection techniques.

Ideally, feature selection techniques should consistently produce the same subset of metrics.
We measure the consistency as a percentage of the unique metrics that consistently appeared
among all of the studied feature selection techniques compared to all of the unique metrics

for all studied feature selection techniques (i.e.,
|SFS1TSj\SFS2TSj ...\SFS9TSj |
|SFS1TSj[SFS2TSj ...[SFS9TSj |

, where SFSiTSj is a

subset of metrics that is produced by a feature selection technique (FSi) when applied on a
training sample (TSj)). We present the consistency percentage using boxplots in Figure 4.1.
Results. When applying the studied feature selection techniques to the same training
sample, only 0-6% of the metrics are consistently selected. Figure 4.1 shows the per-
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Figure 4.1 The percentage of metrics that are consistently selected when applying feature
selection techniques to the same training sample for all defect datasets.

centage of metrics that are consistently selected when applying feature selection techniques
on each training sample of each defect dataset. We observe that, at the median, only 0-6% of
the metrics are consistently selected among the studied feature selection techniques. In other
words, as many as 94-100% of the metrics are inconsistently selected among the studied
feature selection techniques, suggesting that feature selection techniques select di�erent
metrics even if they are applied on the same training sample. We provide an illustrative
example below.

Illustrative Example. We select the Eclipse Platform 2 dataset as the subject of this example,
since it is widely used in a large number of defect prediction studies [16, 151, 237]. We first
draw a bootstrap training sample (cf. Step 1 of RQ1) and apply all studied feature selection
techniques (cf. Step 2 of RQ1). Unfortunately, we observe that none of the metrics is
consistently selected across all studied feature selection techniques. The most commonly-
selected metric is pre, which is selected by the 10 studied feature selection techniques except
for information gain and chi-squared-based. This observation raises concerns related to the
construct validity of prior work that their conclusions could be altered when another feature
selection technique is applied. We report the produced subsets of metrics for this illustrative
example in Table 4.4.

Feature selection techniques produce inconsistent subsets of metrics. As many as 94-100% of the

metrics are inconsistently selected among the studied feature selection techniques, suggesting that the

conclusions of prior work could be altered when another feature selection technique is applied.
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Table 4.4 The subsets of metrics that are produced by all of the twelve studied feature
selection techniques on a training sample from the Eclipse Platform 2 dataset. While a 3
mark indicates that a metric is selected by a feature selection technique, a 7 mark indicates
that a metric is not selected by a feature selection technique.
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Figure 4.2 The percentage of metrics that are consistently selected when applying feature
selection techniques to di�erent training samples from the same dataset.

(RQ2) Do feature selection techniques consistently produce the same
subset of metrics when applied across di�erent training samples?

Approach. To address RQ2, we investigate the consistency of subsets of metrics across
di�erent training samples. Similar to RQ1, we start from the subsets of metrics that are
produced by all studied feature selection techniques for each training sample of each studied
dataset from RQ1 (cf. Step 2 of RQ1). Ideally, each feature selection technique should
produce the same subset of metrics for all of the 100 training samples. We compute the
consistency as a percentage of the unique metrics that consistently appeared among all of
the 100 training samples compared to all of the unique metrics for all training samples (i.e.,
|SFSiTS1\SFSiTS2...\SFSiTS100 |
|SFSiTS1[SFSiTS2...[SFSiTS100 |

, where SFSiTSj is a subset of metrics that is produced by a feature

selection technique (FSi) when applied on a training sample (TSj)). Finally, we present the
consistency percentage using boxplots in Figure 4.2.
Results. Surprisingly, when applying the studied feature selection techniques to dif-
ferent training samples from the same dataset, 6-69% of the metrics are consistently
selected. Figure 4.2 shows the percentage of metrics that are consistently selected when
applying feature selection techniques to di�erent training samples. We find that, at the
median, 8%, 17%, 29%, 29%, 63%, 6%, 41%, 13%, 14%, 10%, 11%, and 69% of the metrics
are consistently selected when applying CFS, IG, Chisq, CON, findCorrelation, RFE-LR,
RFE-RF, Step-FWD, Step-BWD, Step-BOTH, Hybrid, and AutoSpearman to di�erent
training samples, respectively. In other words, the selected metrics are 31-94% inconsistent
when applying the studied feature selection techniques to di�erent training samples from
the same dataset. We observe that AutoSpearman yields the highest consistency and leads
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Table 4.5 The subsets of metrics that are produced by the correlation-based feature selection
technique (CFS) when applied on di�erent training samples. While the green texts represent
metrics that are consistently selected, the red texts represent inconsistently selected metrics.

Training Sample The Subset of Metrics that is produced by CFS

Sample 1 (TS1)
pre, MLOC_sum, NBD_sum, PAR_max, CC_max,

NBD_max, NOM_max, NSM_avg

Sample 2 (TS2)
pre, MLOC_sum, NBD_sum, PAR_max, CC_max,

FOUT_sum, NBD_avg, NSM_max, PAR_sum

to absolute improvements of consistency of up to 86% compared to other studied feature
selection techniques.

Although the training samples are drawn from the same original dataset, none of the
commonly-used feature selection techniques consistently produce the same subset of metrics.
We suspect that the inconsistency of subsets of metrics among training samples has to
do with the di�erences in the characteristics of data among such training samples. For
example, di�erent training samples may have di�erent correlation among metrics. Thus, the
correlation-based feature selection technique may produce di�erent subsets of metrics that
share the strongest relationship with the outcome while having a low correlation among
themselves for such di�erent training samples.

The inconsistency of subsets of metrics among training samples suggests that the random-
isation of training samples could produce defect models that are constructed from di�erent
subsets of metrics even if the training samples are drawn from the same dataset. Below, we
provide a detailed illustrative example to demonstrate such inconsistency of subsets of metrics
in practice.

Illustrative Example. Similar to prior illustrative examples in RQ1, we use the Eclipse
Platform 2 dataset and the correlation-based feature selection technique (CFS) for this
illustrative example. First, we draw two bootstrap training samples (cf. Step 1 of RQ1)
and apply CFS on these samples. We observe that only 5 of 12 metrics are consistently
selected. This inconsistency in subsets of metrics restricts an application of post-hoc multiple
comparison analyses (e.g., a Scott-Knott test) to identify the most important metrics when
explaining defect models, since the importance score of the metric may not be available for
multiple comparisons in another training sample if the metric is not selected by a feature
selection technique. We provide the subsets of metrics that are produced by CFS for this
illustrative example in Table 4.5.
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Surprisingly, when applying commonly-used feature selection techniques to di�erent training samples

from the same dataset, we find that 31-94% of the selected metrics are inconsistent, suggesting

that post-hoc multiple comparison tests (e.g., a Scott-Knott test) should not be applied to identify

the most important metrics when explaining defect models. On the other hand, we observe that

AutoSpearman yields the highest consistency and leads to absolute improvements of consistency up to

86% compared to other studied feature selection techniques.

(RQ3) Do feature selection techniques consistently produce the same
subset of metrics when they are applied repeatedly?

Approach. To address RQ3, we investigate the consistency of subsets of metrics when
feature selection techniques are applied repeatedly. Unlike Step 1 of RQ1 and RQ2, for
each studied defect dataset, we use only one bootstrap training sample. To foster future
replication studies, we set random seeds prior to applying feature selection techniques. Thus,
we apply feature selection techniques on one training sample for all studied defect datasets
with di�erent random seeds. Finally, we analyse the consistency of subsets of metrics that
are produced by feature selection techniques. We describe each step below.

(Step 1) Apply feature selection techniques on the training sample with di�erent random seeds.

Since the goal of this research question is to measure the consistency across di�erent random
seeds, we use 100 random seeds that range from 1 to 100 prior to applying feature selection
techniques. We then apply feature selection techniques on the training sample and produce
100 subsets of metrics for each technique and each defect dataset.

(Step 2) Analyse the consistency of subsets of metrics across di�erent random seeds. We start from
the 100 subsets of metrics that are produced in Step 1 for each technique and each defect
dataset. Ideally, each technique should produce the same subset of metrics for all 100 random
seeds. We compute the consistency as a percentage of the unique metrics that consistently
appeared among all of the 100 random seeds compared to all of the unique metrics for all

random seeds (i.e.,
|SFSiRS1TS\SFSiRS2TS...\SFSiRS100TS|
|SFSiRS1TS[SFSiRS2TS...[SFSiRS100TS|

, where SFSiRSjTS is a subset of metrics

that is produced by a feature selection technique (FSi) when applied with a random seed
(RSj) on a training sample (TS)). We present the consistency percentage using boxplots in
Figure 4.3.
Results. The Recursive Feature Elimination technique is the only studied feature
selection technique that produces inconsistent subsets of metrics when applied re-
peatedly with di�erent random seeds regardless of the classification techniques. Fig-
ure 4.3 shows the percentage of metrics that are consistently selected when repeatedly
applying feature selection techniques with di�erent random seeds. The results show that
the Recursive Feature Elimination technique is the only studied feature selection technique
that produces inconsistent subsets of metrics when applied with di�erent random seeds. We
observe that, at the median, 38% and 87% of the metrics are consistently selected when
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Figure 4.3 The percentage of metrics that are consistently selected when applying feature
selection techniques with di�erent random seeds.

repeatedly applying Recursive Feature Elimination with logistic regression and random
forest (i.e., RFE-LR and RFE-RF, respectively) with di�erent random seeds. In other words,
the selected metrics are 62% and 13% inconsistent for RFE-LR and RFE-RF, respectively.
Similar to RQ2, we observe a higher consistency of subsets of metrics when applying Recurs-
ive Feature Elimination with random forest compared to logistic regression. We suspect that
such a higher consistency of subsets of metrics has to do with the process of constructing and
using multiple trees for a random forests model. For examples, unlike logistic regression that
constructs only one model, random forests constructs multiple trees and uses the aggregated
results of these trees to generate predictions.

The inconsistency of subsets of metrics when applied repeatedly with di�erent random
seeds suggests that although these variants of Recursive Feature Elimination are applied
on the same sample, simply altering a random seed can lead them to produce di�erent
subset of metrics. We suspect that the inconsistency in subsets of metrics has to do with the
randomisation in the process of sampling data for validation in Recursive Feature Elimination.
We discuss and provide a detailed illustrative example below.
Illustrative Example. Similar to prior illustrative examples in RQ1 and RQ2, we use the
Eclipse Platform 2 dataset as the subject of this example. First, we draw a bootstrap training
sample (unlike Step 1 of RQ1, we use only one training sample) and apply RFE-LR with
two di�erent random seeds, i.e., set.seed(1) and set.seed(2). We find that RFE-LR
selects 16 metrics when applied with one random seed, while selecting 20 metrics when
applied with another random seed. Across these subsets of metrics, 16 metrics are consistently
selected. Such inconsistency in subsets of metrics when repeatedly applying Recursive
Feature Elimination technique raises concerns related to the reliability and the construct
validity.
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Table 4.6 The subsets of metrics that are produced by the Recursive Feature Elimination
technique with logistic regression (RFE-LR) when applied with di�erent random seeds
on the same training sample. While the green texts represent metrics that are consistently
selected, the red texts represent inconsistently selected metrics.

Random Seed The Subset of Metrics that is produced by RFE-LR

RS1
(set.seed(1))

ACD, CC_max, CC_sum, FOUT_avg, FOUT_sum, MLOC_max,

NBD_avg, NBD_max, NBD_sum, NOF_max, NOM_avg,

NSF_sum, PAR_avg, PAR_max, PAR_sum, pre

RS2
(set.seed(2))

ACD, CC_max, CC_sum, FOUT_avg, FOUT_sum, MLOC_max,

NBD_avg, NBD_max, NBD_sum, NOF_max, NOM_avg,

NSF_sum, PAR_avg, PAR_max, PAR_sum, pre,

NOF_avg, NOF_sum, NSM_avg, NSF_max

We provide the subsets of metrics that are produced by RFE-LR when applied with two
di�erent random seeds for this illustrative example in Table 4.6.

The Recursive Feature Elimination technique is the only technique that produces inconsistent subsets

of metrics when repeated with di�erent random seeds. Such inconsistency amounts to 62% and 13%

of the subsets of metrics for logistic regression and random forest, respectively. This finding indicates

that even if Recursive Feature Elimination is applied on the same training sample, simply altering a

random seed can lead the technique to produce di�erent subset of metrics.

(RQ4) Do feature selection techniques consistently produce the same
subset of metrics when reordering the model specification of a defect
model?

Approach. To address RQ4, we investigate the consistency of subsets of metrics across
di�erent model specifications. Similar to RQ3, for each studied defect dataset, we use only
one bootstrap training sample. Then, we apply feature selection techniques on the training
sample with di�erent model specifications for all studied defect datasets. Finally, we analyse
the consistency of subsets of metrics that are produced by feature selection techniques. We
describe each step below.

(Step 1) Apply feature selection techniques on the training sample with di�erent model specifications.

Since it is di�cult to measure the consistency across all possible model specifications (e.g.,
10 metrics would lead to 10! di�erent model specifications), in this study, we generate
100 model specifications by randomly rearranging the ordering of metrics of each studied
defect dataset di�erently for 100 times. For example, y ⇠ x1 + x2 + ..., y ⇠ x2 + x1 + ..., and
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Figure 4.4 The percentage of metrics that are consistently selected when applying feature
selection techniques with di�erent model specifications.

y ⇠ x3 + x1 + .... We then apply feature selection techniques on the training sample with 100
model specifications and produce 100 subsets of metrics for each technique and each defect
dataset.

(Step 2) Analyse the consistency of subsets of metrics across di�erent model specifications. We
start from the subsets of metrics in Step 1 that are produced with 100 variations of model
specification on the training sample for each feature selection technique of each studied
dataset. Ideally, each feature selection technique should produce the same subset of metrics
for all 100 variations of model specification regardless of the ordering of metrics, e.g., FS(y ⇠
x1 +x2) = FS(y ⇠ x2 +x1). We compute the consistency as a percentage of the unique metrics
that consistently appeared among all of the 100 variations of the model specification compared

to all of the unique metrics for all model specifications (i.e.,
|SFSiMS1TS\SFSiMS2TS...\SFSiMS100TS|
|SFSiMS1TS[SFSiMS2TS...[SFSiMS100TS|

,

where SFSiMSjTS is a subset of metrics that is produced by a feature selection technique (FSi)
when applied with a model specification (MSj) on a training sample (TS)). We present the
consistency percentage using boxplots in Figure 4.4.

Results. The studied feature selection techniques (except for Stepwise Regression)
produce consistent subsets of metrics regardless of the ordering of metrics in model
specifications. Figure 4.4 shows the percentage of metrics that are consistently selected
when applying feature selection techniques with di�erent model specifications. We find
that all of the studied feature selection techniques (except for Stepwise Regression) produce
consistent subsets of metrics regardless of the ordering of metrics in model specifications.
We observe an inconsistency of subsets of metrics that are produced by Stepwise Regression
when reordering the model specification in 2 studied defect datasets, i.e., Eclipse PDE and
Eclipse SWT 3.4. We discuss and provide a detailed illustrative example below.
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Table 4.7 The subsets of metrics that are produced by the forward direction Stepwise
Regression (Step-FWD) when applied with di�erent model specifications on the same
training sample. While the green texts represent metrics that are consistently selected, the
red texts represent inconsistently selected metrics.

Model Specification The Subset of Metrics that is produced by Step-FWD

Specification 1 (MS1)
ageWithRespectTo., codeChurnUntil.,

linesAddedUntil., maxLinesRemovedUntil.,

numberOfRefactoringsUntil., numberOfVersionsUntil.

Specification 2 (MS2)
ageWithRespectTo., codeChurnUntil.,

linesRemovedUntil., maxLinesRemovedUntil.,

numberOfRefactoringsUntil., numberOfVersionsUntil.

Illustrative Example. We select the Eclipse PDE dataset, one of the problematic defect
datasets, as the subject of this example. Similar to the prior illustrative example in RQ3,
we draw only one bootstrap training sample and apply the forward direction Stepwise
Regression with two di�erent model specifications. Table 4.7 shows the subsets of metrics
that are produced by the forward direction Stepwise Regression when applied with two
di�erent model specifications. We observe that, while 5 metrics are consistently selected,
Stepwise Regression either selects linesAddedUntil or linesRemovedUntil depending on
which metric appears first in the ordering of metrics in a model specification. The result
of Stepwise Regression shows that including either of these metrics equally improves the
AIC value of a regression model. This finding leads us to conclude that, when including
(or excluding) either of the two metrics can equally improve the AIC value of a regression
model, Stepwise Regression includes (or excludes) the first metric that appears in the model
specification. We further investigate the correlation of these problematic metrics and find
that their Spearman correlation coe�cient is as high as 0.87, suggesting that they are highly-
correlated metrics. This finding raises concerns that correlated metrics may introduce the
inconsistency of subsets of metrics when applying Stepwise Regression with di�erent model
specifications. We provide the subset of metrics for this illustrative example in Table 4.7 and
the mentioned part of the results of Stepwise Regression in Figure 4.5.

Regardless of the search directions, Stepwise Regression is the only studied feature selection technique

that produces inconsistent subsets of metrics when applied across model specifications.

(RQ5) Do feature selection techniques mitigate correlated metrics?

Approach. To identify correlated metrics, we apply correlation analyses on subsets of
metrics that are produced by feature selection techniques. Similar to RQ1 and RQ2, we start
from the subsets of metrics that are produced by all studied feature selection techniques for
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Figure 4.5 The results of Stepwise Regression.

each training sample of each studied dataset from RQ1 (cf. Step 2 of RQ1). Then, we analyse
the correlation among metrics for each subset of metrics that are produced by the studied
feature selection techniques. In this study, we focus on two types of correlation among
metrics, i.e., collinearity and multicollinearity. Collinearity is a phenomenon in which one
metric can be linearly predicted by another metric. On the other hand, multicollinearity is
a phenomenon in which one metric can be linearly predicted by a combination of two or
more metrics. We describe each step below.

(Step 1) Analyse collinearity. To analyse collinearity, we use a Spearman rank correlation
test (d) to measure the correlation between metrics. We choose the Spearman test instead
of other correlation tests (e.g., Pearson) since the Spearman test is resilient to non-normal
distributions as commonly present in defect datasets. We use the interpretation of correlation
coe�cients (|d |) as provided by [107], i.e., a Spearman correlation coe�cient of above 0.7 is

considered as a strong correlation. Thus, two metrics which have their Spearman correlation
coe�cient of above 0.7 are considered correlated. We use the implementation of the rcorr
function as provided by the Hmisc R package [67].

(Step 2) Analyse multicollinearity. To analyse multicollinearity, we use the Variance
Inflation Factor analysis (VIF) [44]. VIF determines how well a metric can be linearly
predicted by a combination of other metrics through a construction of a regression model.
A VIF score of a metric under examination is an R2 goodness-of-fit of the model that is
constructed by the other metrics to predict the metric under examination where a VIF score
is 1

1–R2 . We use a VIF threshold value of 5 to identify the presence of multicollinearity, as
suggested by [43] and prior work [11, 85, 86, 131]. Thus, metrics that have their VIF score
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Figure 4.6 The percentage of subsets of metrics that contain correlated metrics for each
studied feature selection technique. The left boxplots present the percentage of subsets
of metrics with collinearity, while the right boxplots present the percentage of subsets of
metrics with multicollinearity.

above 5 are considered correlated. We use the implementation of the Variance Inflation
Factor analysis using the vif function as provided by the rms R package [69]. Finally, we
present the results using boxplots in Figure 4.6.

Results. All of the commonly-used feature selection techniques do not mitigate cor-
related metrics except for AutoSpearman. Figure 4.6 presents the percentage of subsets
of metrics that contain correlated metrics for each studied feature selection technique. The
studied feature selection techniques produce, at the median, 100% of subsets of metrics
with collinearity except for findCorrelation and AutoSpearman. Furthermore, except for
AutoSpearman, the studied feature selection technique produce, at the median, 3-100% of
subsets of metrics with multicollinearity.

Surprisingly, although CFS searches for the best subset of metrics that share the highest
correlation with the outcome (e.g., defect-proneness) while having the lowest correlation
among each other, our results show that correlated metrics are prevalent in subsets of metrics
that are produced by CFS. We observe that CFS tends to focus on the correlation of each
metric and the outcome more than the correlation between metrics. Thus, when CFS
is applied, correlated metrics are often selected if these correlated metrics share a strong
relationship with the outcome.

Furthermore, while findCorrelation can mitigate collinearity, the technique cannot
mitigate multicollinearity as its percentage of subsets of metrics with multicollinearity is
as high as 100% in some studied defect datasets. We observe that findCorrelation only
reduces pair-wise correlations among metrics using a correlation matrix (e.g., Spearman
correlation), leading to the mitigation of collinearity. Unfortunately, the usage of pair-wise
correlations among metrics of findCorrelation fails to detect and mitigate multicollinearity
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Figure 4.7 The hierarchical cluster view of the correlation analysis of all metrics in the
Eclipse Platform 2 dataset. Correlated metrics that can be linearly predicted by another
metric and have their Spearman correlation coe�cient above 0.7 are highlighted in red,
while non-correlated metrics are highlighted in green.

(i.e., a phenomenon in which one metric can be linearly predicted by two or more metrics),
suggesting that more advanced techniques (e.g., Variance Inflation Factor analysis) should
be applied. Below, we provide detailed illustrative examples.

Illustrative Example. Similar to prior illustrative examples in RQ1, RQ2, and RQ3, we
select the Eclipse Platform 2 dataset as the subject of this example. We first draw a bootstrap
training sample (cf. Step 1 of RQ1) and analyse the correlation among all software metrics,
i.e., collinearity and multicollinearity. Then, we apply three feature selection techniques
that consider the correlation among metrics when selecting metrics, i.e., a correlation-
based feature selection technique (CFS—one of the most commonly-used feature selection
technique in the defect prediction domain), findCorrelation, and AutoSpearman. Finally,
we analyse the correlation among the metrics in the subsets of metrics that are produced by
CFS and findCorrelation.

According to Figure 4.7, among the 32 metrics in the Eclipse Platform 2 dataset, we find
that 30 metrics are correlated with a Spearman correlation coe�cient of above 0.7. We find
that CFS selects 8 metrics that share the highest correlation with defect-proneness while
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Figure 4.8 The Spearman rank correlation test on the subsets of metrics that are produced
by CFS, findCorrelation, and AutoSpearman, respectively. Correlated metrics that can be
linearly predicted by another metric and have their Spearman correlation coe�cient above
0.7 are highlighted in red, while non-correlated metrics are highlighted in green.

Table 4.8 The Variance Inflation Factor analysis of the subsets of metrics that are produced by
the correlation-based feature selection technique (CFS), findCorrelation, and AutoSpearman,
respectively. Correlated metrics that can be linearly predicted by a combination of other
metrics and have their VIF score of above 5 are highlighted in red.

CFS

Metric VIF score

NBD_sum 18.02

MLOC_sum12.37

NOM_max 5.32

CC_max 3.24
NBD_max 2.18
PAR_max 1.40
pre 1.32
NSM_avg 1.17

findCorrelation

Metric VIF score

NSM_avg 7.24

NSF_avg 7.17

NBD_avg 2.10
NOT 1.84
pre 1.29
ACD 1.26
PAR_avg 1.15
NOM_avg 1.12
NOF_avg 1.11

AutoSpearman

Metric VIF score

NBD_avg 2.10
NOT 1.83
pre 1.29
ACD 1.26
PAR_avg 1.13
NOM_avg 1.12
NOF_avg 1.11
NSF_avg 1.02
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having the lowest correlation among each other; findCorrelation selects 9 metrics through
the reduction of pair-wise Spearman correlations among metrics; and AutoSpearman selects
8 metrics based on the results of correlation analyses. Unfortunately, the results of correlation
analyses show that CFS and findCorrelation cannot mitigate correlated metrics. According
to Figures 4.8a and 4.8b, as many as 5 of the 8 metrics that are selected by CFS can be
linearly predicted by another metric and have their Spearman correlation coe�cient above
0.7. Furthermore, according to Table 4.8, 3 of the 8 metrics that are selected by CFS and 2 of
9 the metrics that are selected by findCorrelation can be linearly predicted by a combination
of other metrics and have their VIF score above 5. These findings suggest that (1) CFS,
while considering the correlation among metrics, does not mitigate correlated metrics; and
(2) findCorrelation can mitigate collinearity but not multicollinearity.

On the other hand, accroding to Figure 4.8c and Table 4.8, AutoSpearman mitigates
correlated metrics for both collinearity andmulticollinearity. We observe that the collinearity
analysis of AutoSpearman selects one representative metric from each group of correlated
metrics. Furthermore, the multicollinearity analysis of AutoSpearman further mitigates
correlated metrics that cannot be detected by collinearity analysis (i.e., the analysis of pair-
wise correlation among metrics).

AutoSpearman is the only studied feature selection technique that can mitigate correlated metrics, i.e.,

collinearity and multicollinearity. We observe that other studied feature selection techniques produce up

to 100% of subsets of metrics with collinearity and multicollinearity, suggesting that the explanation

of defect models constructed using the subsets of metrics that are produced by all of the studied feature

selection techniques (except for AutoSpearman) may be misleading.

(RQ6) What is the impact of feature selection techniques on the per-
formance of defect models?

Approach. To address RQ6, we analyse the performance of defect models that are construc-
ted using the subsets of metrics that are produced by the twelve studied feature selection
techniques, and a baseline (i.e., all metrics of a defect dataset). We start from the subsets of
metrics that are produced by all studied feature selection techniques for each training sample
of each studied dataset from RQ1 (cf. the Step 2 of RQ1). We then construct defect models
using these subsets of metrics and evaluate their performance. Consequently, we analyse the
impact of each studied feature selection technique on the model performance. We describe
each step below.

(Step 1) Construct defect models. For each training sample, we construct logistic regression
and random forest models using subsets of metrics that are produced by the twelve studied
feature selection techniques, and all metrics of a defect dataset. We use the implementation
of logistic regression as provided by the glm function of the stats R package [214] with the
default parameter setting. We use the implementation of random forest as provided by the
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randomForest function of the randomForest R package [23] with the default ntree value
of 100, since recent studies [210, 213] show that the performance of random forest models is
insensitive to the parameter setting. To ensure that the training and testing corpora share
similar characteristics and avoid any potential impact on the explanation of defect models,
we do not re-balance nor do we re-sample the training data [208].

(Step 2) Evaluate defect models. In our study, we evaluate defect models using three
performance measures. First, we use the Area Under the receiver operator characteristic
Curve (AUC) to measure the discriminatory power of our models, as suggested by recent
research [52, 114, 174, 207]. The AUC is a threshold-independent performance meas-
ure that evaluates the ability of classifiers in discriminating between defective and clean
modules. The values of AUC range between 0 (worst performance), 0.5 (no better than
random guessing), and 1 (best performance) [66]. Second, we use the F-measure, i.e., a
threshold-dependent measure. F-measure is a harmonic mean (i.e., 2·precision·recall

precision+recall ) of pre-

cision ( TP
TP+FP) and recall ( TP

TP+FN). Similar to prior studies [5, 237], we use the default
probability value of 0.5 as a threshold value for the confusion matrix, i.e., if a module has
a predicted probability above 0.5, it is considered defective; otherwise, the module is con-
sidered clean. Third, we use the Matthews Correlation Coe�cient (MCC) measure, i.e, a
threshold-dependent measure, as suggested by prior studies [127, 191]. MCC is a balanced
measure based on true and false positives and negatives that is computed using the following
equation: TP⇥TN–FP⇥FNq

(TP+FP)(TP+FN)(TN+FP)(TN+FN)
.

(Step 3) Analyse the impact on the model performance. We analyse the performance di�erence
between defect models that are constructed using subsets of metrics that are produced by
feature selection techniques (i.e., the twelve studied feature selection techniques) and all
metrics of a defect dataset (PFS–PAll). We also set out to investigate whether such performance
di�erence is statistically significant using the Mann-Whitney U test and its extension, the
Kruskal and Wallis H test. A p-value of the Mann-Whitney U test of below 0.05 suggests
that the di�erence between two input distributions is statistically significant, while a p-value
of the Kruskal and Wallis H test of below 0.05 suggest that the di�erences across multiple
input distributions are statistically significant. Finally, in order to measure the e�ect size
of the performance di�erence, we use Cli� ’s |X | e�ect size to analyse the magnitude of the
di�erence between these distributions. Cli� ’s |X | e�ect size ranges from 0 to +1, where a
zero value indicates that two distributions are identical. We use the interpretation of Cli� ’s
|X | estimates by Romano et al. [187] which maps Cli� ’s |X | to Cohen’s significance levels as
follows: Negligible: |X | < 0.147, Small: 0.147  |X | < 0.33, Medium: 0.33  |X | < 0.474, and
Large: 0.474  |X |. We present the results using boxplots in Figure 4.9.

Results. The studied feature selection techniques impact the performance of defect
models by up to 5%pts. Figure 4.9 shows the performance di�erence (%pts) between defect
models that are constructed using subsets of metrics that are produced by the twelve studied
feature selection techniques and all metrics of a defect dataset, i.e., PFS – PAll. We make three
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Figure 4.9 The distributions of the performance di�erence (%pts) between defect models
that are constructed using subsets of metrics that are produced by the twelve studied feature
selection techniques and all metrics of a defect dataset, i.e., PFS – PAll.

following observations: (1) filter-based feature selection techniques (except for CON) have
the highest impact on the performance of defect models by up to 5%pts (at the median); (2)
wrapper-based feature selection techniques have the least impact on the performance of defect
models by up to 1%pt (at the median); and (3) AutoSpearman impacts the performance of
defect models by up to 2%pts (at the median). The results of the Mann-Whitney U test and
the Kruskal-Wallis H test suggest that all of the performance di�erences are not statistically
significant with the p-values of above 0.05. Also, our Cli� ’s |X | e�ect size test shows that such
performance di�erences are negligible to small for the AUC, F-measure, and MCC measures.
We suspect that the highest impact on the model performance of filter-based (except for
consistency-based) and hybrid feature selection techniques has to do with the removal of
metrics that share a strong relationship with the outcome.

We observe that the finding regarding wrapper-based feature selection techniques is
consistent with Ghotra et al. [53], i.e., the performance of defect models is impacted by at
most 2%pts for the AUC measure when applying wrapper-based feature selection techniques.
We suspect that such a low impact on the model performance has to do with the low number
of irrelevant metrics (e.g., a constant metric) in defect datasets.
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The studied feature selection techniques impact the performance of defect models by up to 5%pts. The

results of the Mann-Whitney U test and the Kruskal-Wallis H test suggest that all of the performance

di�erences across feature selection techniques are not statistically significant with the p-values of above

0.05. The results of the Cli� ’s |X | e�ect size test also confirm that such performances are negligible to

small for the AUC, F-measure, and MCC measures.

(RQ7) What is the computational cost of applying feature selection
techniques?

Approach. To address RQ7, we analyse the computational cost of the twelve studied feature
selection techniques. For each defect dataset, we use only one bootstrap training sample.
Then, we measure the computational cost of applying the twelve studied feature selection
techniques on a training sample for each defect dataset. We measure the computational cost
using the microbenchmark function of the microbenchmark R package [144]. Finally, we
present the results using boxplots in Figure 4.10. Due to the enormous di�erence in the
computation cost across the studied feature selection techniques, we report the computational
cost (x-axis) using a log10 scale.
Results. The computational cost of wrapper-based feature selection techniques and
the consistency-based feature selection technique is expensive. Figure 4.10 shows the
computational cost analysis of the studied feature selection techniques using a log10 scale.
We observe that, at the median, the computational cost of the studied feature selection
techniques is 0.67s, 0.29s, 0.19s, 186s, 0.18s, 135.3s, 8965s (2 hours and 29 minutes), 6.92s,
3.27s, 12.53s, 1.53s, and 0.22s for CFS, IG, Chisq, CON, findCorrelation, RFE-LR, RFE-
RF, Step-FWD, Step-BWD, Step-BOTH, Hybrid, and AutoSpearman, respectively. In
particular, wrapper-based feature selection techniques and the consistency-based feature
selection technique are expensive to compute, and can cost up to 7 hours and 30 minutes
for RFE-RF to find the best subset of metrics from one training sample of the Proprietary
2 defect dataset. Such expensive computation cost makes the application of wrapper-based
feature selection techniques undesirable, particularly, when validating with model validation
techniques that require several repetitions (e.g., bootstrap validation technique).

The computational cost of filter-based feature selection techniques and AutoSpearman is cheap, while

such cost is expensive for wrapper-based feature selection techniques and the consistency-based feature

selection technique. The computational cost of wrapper-based feature selection techniques is as high as

7 hours and 30 minutes for RFE-RF to find the best subset of metrics from one training sample of the

Proprietary 2 defect dataset. Such expensive computation cost makes the application of wrapper-based

feature selection techniques undesirable, particularly, when validating with model validation techniques

that require several repetitions (e.g., bootstrap validation technique).
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Figure 4.10 The computational cost analysis of the twelve studied feature selection techniques.

(RQ8) Do correlation threshold values have an impact on the explan-
ation of defect models?

Approach. To address RQ8, we analyse the impact of correlation threshold values when
producing subsets of metrics with AutoSpearman on the explanation of defect models along
2 dimensions, i.e., consistency and correlation. AutoSpearman relies on two threshold values,
i.e., the Spearman correlation threshold and the VIF threshold. While we use the Spearman
correlation threshold value of 0.7 as a baseline as suggested by Kraemer et al. [107] and
the VIF threshold value of 5 as a baseline as suggested by Fox et al. [44] to indicate strong
correlations between metrics, we perform sensitivity analyses for both threshold values. For
the sensitivity analysis of the Spearman correlation threshold, we use the VIF threshold value
of 5 and compare the explanation produced by the Spearman correlation threshold values
of 0.8 and 0.9 with those produced by the baseline. Similarly, for the sensitivity analysis of
the VIF threshold, we use the Spearman correlation threshold value of 0.7 and compare the
explanation produced by the VIF threshold values of 3 and 10 with those produced by the
baseline. Below, we explain how we generate the explanation of defect models and how we
analyse the impact of correlation threshold values on such explanation.

To generate the explanation of defect models, we adopted the defect modelling workflow
used in prior studies [85]. First, we mitigate correlated metrics using our proposed feature
selection technique, AutoSpearman. Second, we generate training and testing samples
using the out-of-sample bootstrap validation technique. Third, we use training samples to
construct defect models (i.e., logistic regression and random forests). Fourth, we generate the
importance score of metrics using the ANOVA Type-II analysis [43] for logistic regression
and the scaled permutation importance analysis [21] for random forests. Finally, we identify
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Table 4.9 The percentage of the studied defect datasets in which their most important metrics
are consistent among correlation threshold values.

Classification

Techniques

Model Explanation

Techniques

Spearman

Correlation

Threshold

VIF

Threshold

0.8 0.9 3 10

Logistic Regression ANOVA Type 2 69% 62% 85% 92%

Random Forests Scaled Permutation Importance 69% 38% 85% 100%

the importance ranking of metrics using the improved Scott-Knott E�ect Size Di�erence
(ESD) test [206].

We analyse the consistency and correlation of the most important metrics among cor-
relation threshold values. To do so, we compute the percentage of the studied datasets in
which their most important metrics are consistent among correlation threshold values. We
also compute the Spearman correlation of the most important metrics produced by di�erent
correlation threshold values.
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Figure 4.11 The distributions of Spearman correlation coe�cients of the most important
metrics produced by the baseline and correlation threshold values.

Results. Di�erent correlation threshold values may produce di�erent most import-
ant metrics. Table 4.9 shows the percentage of the studied defect datasets in which their
most important metrics are consistent among correlation threshold values. We find that
69% and 38-62% of the studied defect datasets has their most important metrics produced
by the Spearman correlation threshold values of 0.8 and 0.9 consistent with the baseline
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Table 4.10 The top-5 most important metrics according to the percentage of the studied
defect datasets in which their most important metrics are consistent among correlation
threshold values.

Rank AutoSpearman(0.7) AutoSpearman(0.9)

1 NOM_avg NBD_sum

2 NBD_avg NBD_avg

3 pre NOM_avg

4 PAR_avg FOUT_avg

5 NOF_avg pre

(the Spearman correlation threshold value of 0.7), respectively. We also find that 85% and
92-100% of the studied defect datasets has their most important metrics produced by the
VIF threshold values of 3 and 10 consistent with the baseline (the VIF threshold value of
5), respectively. In other words, 31-62% of these studied datasets produces di�erent most
important metrics among Spearman correlation threshold values, while such inconsistency
among VIF threshold values are 0-15%.

The most important metrics produced by di�erent correlation threshold values
are highly correlated. Figure 4.11 shows the distributions of Spearman correlation coef-
ficients of the most important metrics produced by the baseline and correlation threshold
values. We find that, at the median, Spearman correlation coe�cients of the most important
metrics produced by the baseline and the Spearman correlation threshold values of 0.8 and
0.9 are 1 and 0.84-1 for both logistic regression and random forests. Similarly, at the median,
Spearman correlation coe�cients of the most important metrics produced by the baseline
and the VIF threshold values of 3 and 10 are 1 for logistic regression and random forests,
respectively. These findings show that while di�erent correlation threshold values may
produce di�erent most important metrics, such di�erent most important metrics are highly
correlated. The experimental results lead us to conclude that correlation threshold values do
not impact the explanation of defect models.

Illustrative Example. Similar to previous research questions, we use the Eclipse Platform 2
dataset as the subject of this example. Following the approach to generate the explanation
of defect models as explained above, we identify the importance rankings of metrics pro-
duced by AutoSpearman with the correlation threshold values of 0.7 (baseline) and 0.9 as
shown in Table 4.10. According to Figure 4.12, we find that NOM_avg (the most important
metric according to AutoSpearman(0.7)) and NBD_sum (the most important metric accord-
ing to AutoSpearman(0.9)) are highly correlated with the Spearman correlation of 0.73.
This example further illustrates that the little impact of correlation threshold values on the
explanation of defect models.
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Figure 4.12 The Spearman rank correlation test on the top-5 important metrics according to
AutoSpearman using the correlation threshold values of 0.7 and 0.9. Correlated metrics that
can be linearly predicted by another metric and have their Spearman correlation coe�cient
above 0.7 are highlighted in red, while non-correlated metrics are highlighted in green.

No. Indeed, 0–62% of the studied defect datasets produces di�erent most important metrics among

correlation threshold values. However, such di�erent most important metrics are highly correlated with

the spearman correlation of 0.84–1, suggesting that correlation threshold values do not impact the

explanation of defect models.

4.5 Discussions

4.5.1 The trends of correlatedmetrics that are elected by the commonly-
used feature selection techniques

Approach. To investigate the trends of correlated metrics that are selected by the commonly-
used feature selection techniques, similar to the illustrative example in RQ1, we first select the
Eclipse Platform 2 dataset as the subject of this analysis. We draw a bootstrap training sample
and apply all studied feature selection techniques to generate subsets of metrics for each
studied technique. Then, we analyse the correlation among metrics for both collinearity and
multicollinearity to find correlated metrics in each subset of metrics produced by the studied
feature selection techniques (cf. Steps 1 and 2 of RQ5). Finally, we identify (1) the number of
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Figure 4.13 The number of correlated metrics selected by each studied feature selection
technique for an illustrative analysis of the Eclipse Platform 2 dataset.

correlated metrics selected by each feature selection technique and (2) the number of feature
selection techniques that select each correlated metric.

Results. Most of the correlated metrics selected by commonly-used feature selection
techniques are aggregated metrics produced by metric aggregation schemes. Fig-
ure 4.14 shows the number of studied feature selection techniques that select each correlated
metric for an illustrative analysis of the Eclipse Platform 2 dataset. We find that correlated
metrics are selected by 1–9 studied feature selection techniques. We observe that most of
correlated metrics are aggregated metrics—metrics that are extracted at the method level and
are summarised to the file level using metric aggregation schemes, e.g., minimum, average,
and maximum. This observation is consistent with that of Zhang et al. [235] where metric
aggregation schemes often produce correlated metrics.

4.6 Threats to Validity

Construct Validity. Plenty of prior work show that the parameters of classification tech-
niques have an impact on the performance of defect models [49, 106, 133, 134, 210]. While
we use a default ntree value of 100 for random forest models, recent studies [80, 210, 220]
show that the performance of random forest models is insensitive to this parameter setting.
Thus, we believe that this threat is not a major limitation of our work.

The concept of non-correlated metrics in our paper relies on threshold values of correl-
ation analyses (i.e., 0.7 for a Spearman rank correlation test and 5 for a Variance Inflation
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Figure 4.14 The number of studied feature selection techniques that select each correlated
metric for an illustrative analysis of the Eclipse Platform 2 dataset.

Factor analysis). To mitigate this threat, we perform an in-depth sensitivity analysis in RQ8
and find that correlation threshold values do not impact the explanation of defect models.

Internal Validity. Prior studies raise concerns related to the replicability [184], the data
quality [168, 192], and the risk of overfitting [212]. Nevertheless, we conduct a highly-
controlled experiment where we apply 4 dataset selection criteria to mitigate these concerns.
Thus, our study focuses 13 defect datasets from 4 corpora, i.e., 5 datasets as provided by [94],
3 datasets as provided by D’Ambros et al. [33, 34], 3 datasets as provided by Zimmermann et

al. [238], and 2 datasets as provided by Kim et al. [101] and Wu et al. [230].

External Validity. We studied a limited number of feature selection techniques. Thus,
our results may not generalise to other feature selection techniques. Nonetheless, other feature
selection techniques can be explored in future work. We provide a detailed methodology
for others who would like to re-examine our findings using unexplored feature selection
techniques.

Recent work [119, 224, 225] used advanced deep learning techniques to automatically
extract semantic features for predicting software defects. However, such semantic features
may impact distributions of original features and transform them into an unexplainable
form of features. Since the ultimate goal of this study is to constructing explainable defect
prediction models, we therefore excluded these approaches from our studied techniques.

The studied defect datasets are part of several systems (e.g., Eclipse) that span both
proprietary and open source domains. However, we studied a limited number of defect
datasets. Thus, the results may not generalise to other datasets and domains. Replication
studies are needed. The conclusions of our study rely on one defect prediction scenario
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(i.e., within-project defect models). However, there are a variety of defect prediction
scenarios in the literature (e.g., cross-project defect prediction [27, 237], just-in-time defect
prediction [96], heterogenous defect prediction [157]). Therefore, the conclusions may di�er
for other scenarios. Thus, future research should revisit our study in other scenarios of defect
models.

4.7 Conclusions

In this chapter, we investigate 11 commonly-used feature selection techniques and our own
contribution AutoSpearman along 5 dimensions: (1) the consistency of the produced subsets
of metrics; (2) the correlation of the produced subsets of metrics; (3) the performance; (4) the
computational cost; and (5) the impact on the explanation. Through a study of 13 publicly-
available defect datasets of systems that span both proprietary and open source domains,
we find that the selected metrics of the commonly-used techniques (except for Stepwise
Regression) are consistent regardless of the ordering of metrics in model specifications.
However, we find that (1) 94-100% of the selected metrics are inconsistent among the
studied techniques; (2) 31-94% of the selected metrics are inconsistent among training
samples; (3) 0-62% of the selected metrics are inconsistent when the application of the
feature selection techniques is repeated; and (4) 3-100% of the produced subsets of metrics
contain correlated metrics—suggesting that the commonly-used automated feature selection
techniques are often unreliable. We also find that (5) 0–62% of the studied defect datasets
produces di�erent most important metrics among correlation threshold values while such
di�erent most important metrics are highly-correlated with the Spearman correlation of
0.84–1.

We are the first to provide empirical evidence that commonly-used feature selection
techniques in the defect prediction domain are inconsistent in nature. Such inconsistent
nature of these feature selection techniques (1) restricts an application of post-hoc multiple
comparison analyses (e.g., a Scott-Knott test) to identify the most important metrics when
explaining defect models; and (2) has a negative impact on the explanation of defect models
due to the presence of correlated metrics. Thus, to mitigate these concerns, the results of our
empirical investigations lead us to recommend AutoSpearman be used in future studies, since
AutoSpearman yields higher consistency than commonly-used feature selection techniques
and automatically mitigates correlated metrics. We also provide the implementation of
AutoSpearman as an R package [87]. Nevertheless, future research e�ort should develop
and explore a new automated feature selection technique that mitigates these concerns (e.g.,
produces subsets of metrics that are consistent and have no correlations among themselves).

Finally, we would like to emphasise that the goal of this work is not to claim the gen-
eralisation of our results for every dataset and every model in software engineering. In
addition, the best subset of metrics that one should include in studies depends on the goal of
the studies. For example, if the goal of the study is prediction (i.e., aiming to achieve the
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highest predictive performance), one might prioritise resources on improving the model
performance regardless of the correlation among metrics. On the other hand, if the goal of
the study is model explanation (i.e., aiming to examine the impact of various phenomena on
software quality), one should avoid using commonly-used feature selection techniques when
explaining defect models. To mitigate the inconsistent nature of automated feature selection
techniques, we recommend AutoSpearman be used in future studies when explaining defect
models.

4.7.1 Chapter Remarks

In this chapter, we investigate techniques that automatically mitigate correlated metrics
when explaining defect models. The experimental results show that, when comparing to
commonly-used feature selection techniques, our contribution, AutoSpearman, yields higher
consistency and automatically mitigates correlated metrics. Thus, to derive the best defect
modelling workflow that produces the most accurate and reliable explanation of defect
models, the experimental results lead us to suggest that future research should automatically
mitigate correlated metrics with AutoSpearman prior to constructing and explaining defect
models.

According to the experimental results in Chapters 3 and 4, one should automatically
mitigate correlated metrics with AutoSpearman prior to constructing defect models; and use
the ANOVA Type-II technique to explain logistic regression models, while using the scaled
Permutation Importance technique to explain random forests models. However, these model
explanation techniques cannot justify each individual prediction of the models on testing
or unseen data. Thus, in the next chapter, we set out to investigate the best techniques for
explaining the predictions of defect models.





Chapter 5

Explain the Predictions of Defect
Models

An earlier version of the work in this chapter appears in the Transaction on Software
Engineering (TSE) [82].
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5.1 Introduction

Software analytics have empowered many software organisations to improve software
quality and accelerate software development processes. Such analytics are essential to guide
operational decisions and establish quality improvement plans. For example, Microsoft
leverages the advances of Artificial Intelligence and Machine Learning (AI/ML) capabilities
to predict software defects [154]. In addition, prior studies have proposed techniques to
estimate Agile story points [31], estimate software development costs [159], recommend a
reviewer [218], recommend a developer to fix a software defect [4].

Despite the recent advances in software analytics, such decision-making based on AI/ML-
based systems needs to be better justified and uphold privacy laws. Article 22 of the European
Union’s General Data Protection Regulation (GDPR) [179] states that the use of data in
decision-making that a�ects an individual or group requires an explanation for any decision

made by an algorithm. Recent work raises a concern about a lack of explainability of software
analytics in software engineering [32]. Practitioners also share similar concerns that analytical
models in software engineering must be explainable and actionable [32, 115]. For example,
Google [115] argues that defect models should be more actionable to help software engineers
debug their programs. Miller [145] also argues that human aspects should be taken into
consideration when developing AI/ML-based systems. Thus, Explainable Software Analytics—
a suite of AI/ML techniques that produce accurate predictions, while being able to explain
such predictions—is vitally needed.

Thus, researchers often generated global explanations, which refers to an explanation
that summarises the predictions of black-box AI/ML learning algorithms. Such global
explanations can be generated by model-specific explanation techniques of machine learning
techniques (e.g., an ANOVA analysis for logistic regression and a variable importance analysis
for random forests). Prior studies used these model interpretation techniques to understand
the relationship between studied variables and an outcome. For example, Menzies et al. [140]
investigated the impact of code attributes on software quality. Bird et al. [17] studied
the correlation between human factors and software quality. McIntosh et al. [131] and
Thongtanunam et al. [216] investigated the relationship between code review practices and
post-release defects.

However, such global explanations cannot justify each individual prediction of the models
on testing or unseen data. For example, an analytical model for software defects may generate
a predicted probability of 0.9 for a testing instance, suggesting that a software module will
be defective in the future. Such the predicted probability does not provide any explanation
from the models as to why the machine learning techniques make that prediction. A lack of
explanation of the predictions generated by such analytical models could lead to serious errors
in decision- and policy-making, hindering the adoption of software analytics in industrial
practices [32].
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Figure 5.1 An illustration of model-agnostic techniques. Model-agnostic techniques are used
to explain the predictions of unseen data, while the global explanation is derived from the
trained models from training data. In other words, one model can have only one global
explanation, but should have multiple instance explanations.

Recently, model-agnostic techniques have been proposed to explain the prediction of
black-box AI/ML algorithms by identifying the contribution that each metric has on the
prediction of an instance according to a trained model. Yet, such techniques have never been
formally introduced and empirically evaluated in the context of software engineering. To
address this challenge, this study is the first to focus on generating instance explanationswhich
refers to an explanation of the prediction of defect prediction models (see Figure 5.1), by
answering a central question: Should model-agnostic techniques be used to explain the predictions
of defect models?

In this paper, we empirically evaluate three model-agnostic techniques, i.e., two state-
of-the-art Local Interpretability Model-agnostic Explanations (LIME) technique [182] and
BreakDown [55, 201] technique, and our improvement of LIME with Hyper Parameter
Optimisation (LIME-HPO) using a di�erential evolution algorithm. LIME constructs a local
regression model surrounding the instance to be explained to identify the contribution of
each metric to the prediction of the instance to be explained. On the other hand, BreakDown

decomposes the prediction of the instance to be explained into parts that can be attributed to
each studied metric as to their contribution to the prediction. We generate explanations of the
predictions of defect models that are constructed from six classification techniques (i.e., logistic
regression (LR), random forests (RF), C5.0, averaged neural network (AVNNet), gradient
boosting machines (GBM), and extreme Gradient Boosting Trees (xGBTree)). Through a
study of 32 publicly-available defect datasets of 9 large-scale open-source software systems,
we address the following six research questions:

(RQ1) Does LIME with Hyper Parameter Optimisation (LIME-HPO) outperform
default LIME in terms of the goodness-of-fit of the local regression models?
LIME-HPO always outperform default LIME in terms of the goodness-of-fit (R2)
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of the local regression models with an average improvement of 8% for all of the
studied classification techniques.

(RQ2) Can model-agnostic techniques explain the predictions of defect models?
Model-agnostic techniques can explain the predictions of defect models. Given the
same defect models, di�erent predictions have di�erent instance explanations. For
example, one metric that appears at the top rank for one instance could appear at the
rank 21 for another instance. Such high variation indicates that global explanations
do not imply instance explanations (and vice versa), highlighting the need for model-
agnostic techniques for explaining the predictions of defect models.

(RQ3) Do instance explanations generated by model-agnostic techniques overlap
with the global explanation of defect models?
Despite the variation of the ranking of the top-10 important metrics for instance
explanations (see RQ2), their overall ranking is mostly overlapping (but not exactly
the same) with that of the global explanations. We find that, at the median, 7, 10,
and 9 of the top-10 summarised important metrics of for instance explanations are
overlapping with the top-10 global important metrics for LIME, LIME-HPO, and
BreakDown, respectively.

(RQ4) Domodel-agnostic techniques generate the same instance explanationwhen
they are re-generated for the same instance?
Regardless of the studied classification techniques, LIME-HPO and BreakDown
consistently generate the same instance explanation for the same instance. On the
other hand, LIME generates di�erent instance explanations when re-generating
instance explanations of the same instance with a median rank di�erence of 7 ranks.

(RQ5) What is the computational time ofmodel-agnostic techniques for explaining
the predictions of defect models?
The computational time of LIME-HPO, BreakDown, and LIME techniques is less
than a minute to generate instance explanations for all of the studied classification
techniques, suggesting that all of the studied model-agnostic techniques are practical
to be used in real-world deployments in the future.

(RQ6) Howdo practitioners perceive the contrastive explanations generated bymodel-
agnostic techniques?
65% of the practitioners agree that model-agnostic techniques can generate a con-
trastive explanation within an object over time (Time-contrast) (e.g., why was file A
not classified as defective in version 1.2, but was subsequently classified as defective
in version 1.3?). In particular, 55% and 65% of the participants perceive that such
Time-contrast explanations are necessary and useful, respectively.
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Since the implementation of the studied model-agnostic techniques is readily available in
both Python (LIME [180] and pyBreakDown [14]) and R (LIME [164] and BreakDown [15,
55]), we recommend model-agnostic techniques be used to explain the predictions of defect
models.
Novelty & Contributions. The key contributions of this study are as follows:

(1) An introduction to the explainability in software engineering from a perspective of
psychological science (Section 5.2).

(2) An introduction to the state-of-the-art model-agnostic techniques (i.e., LIME and
BreakDown) for generating instance explanations and our contribution approach –
An improvement of LIME using Hyper Parameter Optimisation (LIME-HPO) with a
di�erential evolution algorithm (Section 5.3).

(3) An empirical evidence of an improvement of LIME-HPO over LIME in terms of the
goodness-of-fit of the local regression models (RQ1) (Section 5.4).

(4) An empirical study of the need (RQ2), trustworthiness (RQ3), reliability (RQ4), com-
putational time (RQ5), and software practitioners’ perception (RQ6) of model-agnostic
techniques (Section 5.4).

5.1.1 Chapter Organisation

Section 5.2 introduces the explainability in software engineering. Section 5.3 introduces
model-agnostic techniques for generating instance explanation. Section 5.4 presents the
design of our study, while Section 5.5 discusses the results with respect to six research
questions. Section 5.6 discusses the key di�erences between model-agnostic techniques
and a simple tree-based technique. Section 5.7 discusses related work in order to situate
the contributions of our paper with respect to explainable software analytics and analytical
models for software defects. Section 5.8 discusses the threats to the validity of our study.
Finally, Section 5.9 draws conclusions.

5.2 Explainability in Software Engineering

Software engineering is by nature a collaborative social practice. Collaboration among
di�erent stakeholders (e.g., users, developers, and managers) is essential in modern software
engineering. As a part of the collaboration, individuals are often expected to explain decisions
made throughout software development processes to develop appropriate trust and enable
e�ective communication. Since tool support in software development processes is an integral
part of this collaborative process, similar expectations are also applied. Such tools should
not only provide insights or generate predictions for recommendation, but also be able to
explain such insights and recommendations.
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Recent automated and advanced software development tools heavily rely on Artificial
Intelligence and Machine Learning (AI/ML) capabilities to predict software defects, estimate
development e�ort, and recommend API choices. However, such AI/ML algorithms are
often “black-box”, which makes it hard for practitioners to understand how the models
arrive at a decision. A lack of explainability of the black-box algorithms leads to a lack of
trust in the predictions or recommendations produced by such algorithms.

5.2.1 A Theory of Explainability

According to philosophy, social science, and psychology theories, a common definition of
explainability or interpretability is the degree to which a human can understand the reasons behind a
decision or an action [146]. The explainability of AI/ML algorithms can be achieved by (1)
making the entire decision-making process transparent and comprehensible and (2) explicitly
providing an explanation for each decision [121] (since an explanation is not likely applicable
to all decisions [113]). In order to make the entire decision-making process transparent, prior
software engineering studies often use white-box AI/ML algorithms (e.g., decision trees and
decision rules). While such white-box AI/ML algorithms can increase the explainability of
the decision-making process, their predictions may not be as accurate as complex black-box
AI/ML techniques (e.g., random forest, extreme gradient boosting trees). Hence, research has
emerged to explore how to explain decisions made by complex, black-box models and how
explanations are presented in a form that would be easily understood (and hence, accepted)
by humans.

5.2.2 A Theory of Explanations

According to a philosophical and psychological theory of explanations, Salmon et al. [189]
argue that explanations can be presented as a causal chain of causes that lead to the decision.
Causal chains can be classified into five categories [75]: temporal, coincidental, unfolding,
opportunity chains and pre-emptive. Each type of causal chain is thus associated with an
explanation type. However, identifying the complete causal chain of causes is challenging,
since most AI/ML techniques produce only correlations instead of causations.

In contrast, Miller [146] argue that explanations can be presented as answers to why-
questions. Similarly, Lipton et al. [120] also share a similar view of explanations as being
contrastive. There are three components of why-questions [8]: (1) the event to be explained,
also called the explanandum (e.g., file A is defective); (2) a set of similar events that are similar
to the explanandum but did not occur (e.g., file A is clean); and (3) a request for information
that can distinguish the occurrence of the explanandum from the non-occurrence of the
other similar events (e.g., a large number of changes made to file A). Below, we describe
four types of why-questions:

• Plain-fact is the properties of the object. “Why does object a have property P?”

Example: Why is file A defective?
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Figure 5.2 An example of visual explanations for a decision tree model, and two model-
agnostic techniques (i.e., LIME and BreakDown).

• Property-contrast is the di�erences in the Properties within an object. “Why does

object a have property P, rather than property P0?”
Example: Why is file A defective rather than clean?

• Object-contrast is the di�erences between two Objects. “Why does object a have

property P, while object b has property P0?”
Example: Why is file A defective, while file B is clean?

• Time-contrast is the di�erences within an object over Time. “Why does object a have

property P at time t, but property P0 at time t0?”
Example: Why was file A not classified as defective in version 1.2, but was subsequently
classified as defective in version 1.3?

Answers to the P-contrast, O-contrast and T-contrast why-questions form an ex-
planation. Contrastive explanations focus on only the di�erences on Properties within an object
(Property-contrast), between two Objects (Object-contrast), and within an object over Time (Time-
contrast) [221]. Answering a plain fact question is generally more di�cult than generating
answers to the contrastive questions [120]. For example, we could answer the Property-
contrast question (e.g., “Why is file A classified as being defective instead of being clean?”)
by citing that there are a substantial number of defect-fixing commits that involve with
the file. Information about the size, complexity, owner of the file, and so on are not re-
quired to answer this question. On the other hand, explaining why file A is defective in a
non-contrastive manner would require us to use all causes. In addition, humans tend to be
cognitively attached to digest contrastive explanations [146]. Thus, contrastive explanations
may be more valuable and more intuitive to humans. These important factors from both
social and computational perspectives should be considered when providing explainable
models or tool support for software engineering.
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Explanation is not only a product, as discussed above, but also a process [123]. In fact,
generating explanations is a cognitive process which essentially involves four cognitive systems:
(1) attention, (2) long-term memory, (3) working memory, and (4) metacognition [77, 113].
Recent work [146] further recognised the importance of considering explanation as being
not only a cognitive process but also a social process, in which an explainer communicates
knowledge to an explainee. Using this view, explanations should be considered as part of
a conversation between the explainer and explainee. The theories, models, and processes
of how humans explain decisions to one another are important to the work on explainable
software analytics and the development of explainable tool support for software engineering
in general.

5.3 Techniques for Generating Explanations

Prior studies often leverage white-box AI/ML techniques, such as decision trees [46] and
decision rules [171]. The transparency of such white-box AI/ML techniques allows us to
meaningfully understand the magnitude of the contribution of each metric on the learned
outcomes by directly inspecting the model components. For example, the coe�cients of
each metric in a regression model, paths in a decision tree, or rules of a decision rule model.
Figure 5.2 provides an example visual explanation of a white-box model (e.g., decision trees)
and model-agnostic techniques.

In contrast, white-box AI/ML techniques are often less accurate than complex black-box
AI/ML techniques and often generate generic explanations (e.g., one decision node may cover
100 instances). Recently, model-agnostic techniques (e.g., LIME [182] and BreakDown [55])
have been used to explain the predictions of any black-box AI/ML models at an instance level.
Guiding by a theory of explanations in Section 5.2.2, this study focuses on answering the
why-questions at an instance level for any predictions made by a black-box model. Below,
we present the formal definition of a black-box model, a global explanation, and an instance
explanation.

Definition 1.1: A black-box model. A black-box model is a function b : X(m) ! Y where

X(m) is the feature space with m corresponding to the studied metrics (i.e., independent
variables), and Y is the outcome space (e.g., defective or clean). Typically, training data
Dtrain is used for training a black-box model b(Dtrain), and testing data Dtest is used for
evaluating the accuracy of a black-box model b.

There are a plethora of techniques for generating explanations from these black-box
models where each technique has di�erent definitions and targets of explanations. Below,
we provide formal definitions and introduce techniques for explaining a black-box model
and techniques for explaining an individual prediction made by a black-box model.
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5.3.1 Explaining a black-box model

A global explanation (or a model explanation) refers to an explanation of the decisions
of a black-box model which summarises the logic of a classification technique based on
the conditional relationship between the independent variables (software metrics) and the
dependent variable (an outcome) with respect to a whole training data. Below, we present
the formal definition of global explanation and model-specific explanation techniques as
follows:

Definition 1.2: global explanation. A global explanation em = Y(b,Dtrain), if a global ex-
planation em is generated from an explanation function Y which summarises the logic of a
black-box model b that is learned from a training dataset Dtrain.

Model-specific explanation techniques focus on explaining the entire decision-making
process of a specific black-box model. For example, an ANOVA analysis for logistic regression
and a variable importance analysis for random forests. However, such global explanations
are often derived from black-box models that are constructed from training data, which are
not specific enough to explain an individual prediction.

5.3.2 Explaining an individual prediction

An instance explanation (or a local explanation) refers to an explanation of the decision
of a black-box model with respect to a testing instance. Below, we present the formal
definition of instance explanation and model-agnostic techniques as follows:

Definition 1.3: instance explanation An instance explanation eo = Y(b, x), if an instance
explanation eo is generated from an explanation function Y for a prediction b(x) of an instance
x 2 Dtest in a testing dataset Dtest.

Model-agnostic techniques (i.e., local explanation techniques) focus on explaining an in-
dividual prediction by diagnosing a black-box model. Unlike model-specific explanation
techniques discussed above, the great advantage of model-agnostic techniques is their flexib-
ility. Such model-agnostic techniques can (1) interpret any classification techniques (e.g.,
regression, random forest, and neural networks); (2) are not limited to a certain form of
explanations (e.g., feature importance or rules); and (3) are able to process any input data (e.g.,
features, words, and images [181]). According to the literature survey of model-agnostic
techniques [58], we selected and discussed two state-of-the-art model-agnostic techniques
(i.e., LIME and BreakDown). We also propose LIME-HPO—an improvement of LIME
using Hyper Parameter Optimisation based on the di�erential evolution technique.

LIME: Explaining a local model that mimics the global model

LIME (i.e., Local Interpretable Model-agnostic Explanations) [182] is a model-agnostic
technique that mimics the behaviour of the black-box model to generate the explanations of
the predictions of the black-box model. Given a black-box model and an instance to explain,
LIME performs 4 key steps to generate an instance explanation as follows:
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Algorithm 2: LIME’s algorithm [182]
Input :b is a black-box model,

x is an instance to explain,
n is a number of randomly generated
instances, and
k is a length of explanation

Output : e is a set of contributions of metrics on the prediction of the instance x.
1 D = !
2 for i in {1, ..., n} do
3 di = sample_around(x)
4 y0

i
= predict(b, di)

5 D = D [ hdi, y0ii
6 end
7 l = K – Lasso(D, k)
8 e = get_coe�cients(l)
9 return e

• First, LIME randomly generates instances surrounding the instance of interest (cf. Line
3).

• Second, LIME uses the black-box model to generate predictions of the generated
random instances (cf. Line 4).

• Third, LIME constructs a local regression model using the generated random instances
and their generated predictions from the black-box model (cf. Line 7).

• Finally, the coe�cients of the regression model indicate the contribution of each metric
on the prediction of the instance of interest according to the black-box model (cf. Line
8).

Figure 5.2 shows a visual explanation of LIME (the middle column). The blue bars
indicate the supporting (+) scores of metrics towards the prediction as defective, while the red
bars indicate the contradicting (-) scores of metrics towards the prediction as defective. In this
example, the NotifyBuilder.java of the release 2.10.0 of the Apache Camel project is predicted
(74%) as defective due to a supporting score of 0.75 for a condition of {#ClassCoupled > 5},
a supporting score of 0.6 for a condition of {#LineComment > 24}, and a supporting score
of 0.5 for a condition of {#DeclareMethodPublic > 5}. On the other hand, the remaining
probability of 26% of not defective could be explained by a contradict score of 0.77 for a
condition of {#MajorDeveloper  2}.

LIME-HPO: Optimising the hyperparameter settings of LIME

Since LIME involves parameter settings (e.g., the number of randomly generated instances
that LIME uses to construct local regression models), we propose to optimise the parameter
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settings of the LIME algorithm using a Hyper Parameter Optimisation (LIME-HPO). We use
a di�erential evolution algorithm [202] to find an optimal value of the number of randomly
generated instances where the objective function is to maximise the goodness-of-fit (R2) of
the local regression models of LIME. We use the implementation of the di�erential evolution
technique as provided by the DEoptim function of the DEoptim R package [152] using the
following parameter settings:

• The lower boundary of 100 and the upper boundary of 10000 for the population of
the number of randomly generated instances used by LIME.

• The number of population (NP) of 10.

• The crossover probability (cr) of 0.5.

• The di�erential weighting factor from interval ( f ) of 0.8.

• The number of procedure iterations of 10 for generating population.

Given a black-box model and an instance to explain, LIME-HPO performs 6 key steps
to generate an instance explanation as follows:

• First, LIME-HPO randomly generates a set of candidate of size NP within the pop-
ulation boundary for the number of randomly generated instances surrounding the
instance of interest.

• Second, for each ca ndidate, LIME-HPO uses the black-box model to generate predic-
tions of the generated random instances and constructs local regression models (Steps
2 and 3 of LIME).

• Third, LIME-HPO find the best candidate of this generation for the number of
randomly generated instances that produces the local regression model with the highest
goodness-of-fit.

• Fouth, LIME-HPO generates a set of candidate for the next generation using the
set of candidate of the current generation with the crossover probability (cr) and the
di�erential weighting factor from interval ( f ).

• Fifth, LIME-HPO reiterates the procedure until reaching the number of procedure
iterations.

• Finally, LIME-HPO derives the coe�cients of the local regression model that yields
the highest goodness-of-fit across all generations as the contribution of each metric on
the prediction of the instance of interest according to the black-box model.

Since LIME involves random perturbation (Line 3 in Algorithm 1), di�erent samplings
may produce di�erent instance explanations. To mitigate the randomisation of LIME when
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Algorithm 3: BreakDown’s algorithm [201]
Input :b is a black-box model,

x is an instance to explain, and
Dtrain is a set of training instances used
to construct the black-box model.

Output : c is a set of contributions of metrics on the prediction of the instance x.
1 M = independent variables in x

2 Minitial = !
3 Y0

train
= predict(b,Dtrain)

4 EYinitial = average(Y0
train

)
5 Dinitial = Dtrain

6 for i in {1, ..., size(M)} do
7 for j in {M –Minitial} do
8 Dsubstituted = Dinitial
9 Dsubstituted[, j] = x[j]
10 Y0

substituted,j = predict(b,Dsubstituted)

11 dyj = abs(average(Y0
substituted,j) – EYinitial)

12 end
13 dymmax = find_max(dy{M–Minitial}

)
14 cmmax = dymmax

15 EYinitial = average(Y0
substituted,mmax

)

16 Dinitial[,mmax] = x[mmax]
17 Minitial = Minitial [mmax

18 end
19 return c

re-generating instance explanations, Ribeiro1 suggests to set a random seed prior to applying
LIME. Thus, our LIME-HPO follows this suggestion by setting a random seed.

BreakDown: Explaining a global model

BreakDown [55, 201] is a model-agnostic technique that uses the greedy strategy to sequen-
tially measure contributions of metrics towards the expected prediction. Given a black-box
model b, an instance to explain x, and training data used to construct the model Dtrain,
BreakDown performs 5 key steps to generate an instance explanation as follows:

• First, BreakDown generates the predictions of all instances in the training data and
computes the average estimation of such predictions (cf. Lines 3-4). In the first iteration,
BreakDown uses the original training data as the syntactic training data for calculation
(cf. Line 5).

1https://github.com/marcotcr/lime/issues/119#issuecomment-344743006

https://github.com/marcotcr/lime/issues/119#issuecomment-344743006
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Figure 5.3 An overview diagram of the design of our study.

• Second, BreakDown sequentially substitutes the values of each metric in the syntactic
training data with the value of such metric appeared at the instance of interest (cf. Lines
7-9).

• Third, BreakDown generates the predictions of the substituted training data, and
identify the metric that produces the greatest absolute di�erence between the expected
predictions of the syntactic training data and the substituted training data (cf. Lines
10-13).

• Fourth, BreakDown allocates such greatest di�erence in expected predictions made by
the metric as its contribution (cf. Line 14).

• Finally, BreakDown considers the set of expected predictions of the substituted training
data with the greatest di�erence in expected predictions as the new set of expected
predictions (cf. Lines 15-16) and re-iterates to calculate the contributions of the metrics
in which their contributions are not allocated (cf. Line 17).

Figure 5.2 shows a visual explanation of BreakDown (the right column). The light blue
bars indicate the supporting (+) probability of metrics towards the prediction as defective,
while the light brown bars indicate the contradicting (-) probability of metrics towards
the prediction as defective. In this example, the NotifyBuilder.java of the release 2.10.0
of the Apache Camel project is predicted (74%) as defective due to a supporting probabil-
ity of 0.11 for #MajorDeveloper, a supporting probability of 0.09 for #LineComment, a
supporting probability of 0.9 for #ClassCoupled, and a supporting probability of 0.07 for
AverageCyclomatic.

5.4 Experimental Design

In this section, we discuss our criteria for selecting the studied datasets; and the design of
the case study that we perform to address our six research questions. Figure 5.3 provides an
overview of the design of our case study.
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5.4.1 Studied Datasets

Recently, Yatish et al. [233] showed that (1) some issue reports that are addressed within 6
months after a release do not realistically a�ect a studied release (false positive), while (2)
some issue reports that realistically a�ect the studied release are addressed later than 6 months
after the release (false negative). Thus, the approximation of post-release window periods
(e.g., 6 months) that were popularly-used in many defect datasets may introduce biases to
the construct to the validity of our results.

Thus, we select a corpus of publicly-available defect datasets provided by Yatish et al. [233]
where the ground-truths were labelled based on the a�ected releases. The datasets consist of
32 releases that span 9 open-source software systems. Each dataset has 65 software metrics
along 3 dimensions, i.e., 54 code metrics, 5 process metrics, and 6 human metrics. Table 5.1
shows a statistical summary of the studied datasets.

Code metrics describe the relationship between properties extracted from source code
and software quality. These code metrics are extracted using the Understand tool from
SciTools along 3 dimensions, i.e., complexity (e.g., McCabe Cyclomatic), volume (e.g.,
lines of code), and object-oriented (e.g., a coupling between object classes). Among these
code metrics, some properties are extracted at the method level, and thus three aggregation
schemes (i.e., minimum, average, and maximum) are used to summarise these metrics to the
file level.

Process metrics describe the relationship between development process and software
quality. For each instance, there are (1) the number of commits, (2) the number of added
lines of code, (3) the number of deleted lines of code, (4) the number of active developers,
and (5) the number of distinct developers. Similar to Rahman et al. [174], the number of
added and deleted lines of code of each instance is normalized by the total number of added
and deleted lines, respectively.

Human factors describe the relationship between the ownership of instances and soft-
ware quality [17, 173, 216]. Ownership metrics are based on the traditional code ownership
heuristics of Bird et al. [17], for each instance, the ownership of each developer is measured
using the proportion of the code changes made by the developer on the total code changes.
There are two granularities of code changes, i.e., lines of code level (LINE), and commit
level (COMMIT), while there are two levels of ownership of an instance for developers, as
recommended by Bird et al. [17]. That is, developers with low code ownership (i.e., less
than 5% code contribution on an instance) are considered as minor authors. On the other
hand, developers with high code ownership (i.e., more than 5% code contribution on an
instance) are considered as major authors. Ownership metrics consist of (1) the number of
the owner (i.e., the developer with the highest code contribution on an instance), (2) the
number of the minor authors, and (3) the number of major authors with respect to the two
granularities of code changes.



5.4 Experimental Design 111

Table 5.1 A statistical summary of the studied systems.

Name Description #DefectReports No. of files Defective Rate KLOC Studied Releases

ActiveMQ Messaging and Integration Patterns server 3,157 1,884-3,420 6%-15% 142-299 5.0.0, 5.1.0, 5.2.0, 5.3.0, 5.8.0

Camel Enterprise Integration Framework 2,312 1,515-8,846 2%-18% 75-383 1.4.0, 2.9.0, 2.10.0, 2.11.0

Derby Relational Database 3,731 1,963-2,705 14%-33% 412-533 10.2.1.6, 10.3.1.4, 10.5.1.1

Groovy Java-syntax-compatible OOP for JAVA 3,943 757-884 3%-8% 74-90 1.5.7, 1.6.0.Beta_1, 1.6.0.Beta_2

HBase Distributed Scalable Data Store 5,360 1,059-1,834 20%-26% 246-534 0.94.0, 0.95.0, 0.95.2

Hive Data Warehouse System for Hadoop 3,306 1,416-2,662 8%-19% 287-563 0.9.0, 0.10.0, 0.12.0

JRuby Ruby Programming Lang for JVM 5,475 731-1,614 5%-18% 105-238 1.1, 1.4, 1.5, 1.7

Lucene Text Search Engine Library 2,316 8,05-2,806 3%-24% 101-342 2.3.0, 2.9.0, 3.0.0, 3.1.0

Wicket Web Application Framework 3,327 1,672-2,578 4%-7% 109-165 1.3.0.beta1, 1.3.0.beta2, 1.5.3

5.4.2 Generate Training and Testing Samples

To generate training and testing samples, we opt to use an out-of-sample bootstrap validation
technique [39, 47, 68, 205, 212], which leverages aspects of statistical inference. We use
the out-of-sample bootstrap validation technique (1) to ensure that the generated training
samples are representative to the original dataset and (2) to ensure that the produced estimates
are the least bias and most reliable [212]. We first generate a bootstrap sample of sizes N
with replacement from the studied defect datasets. The generated sample is also of size N.
We construct defect models using the bootstrap samples, while we interpret the samples that
do not appear in the generated bootstrap samples at the instance-level. On average, 36.8%
of the original dataset will not appear in the bootstrap samples, since the samples are drawn
with replacement [39]. We repeat the out-of-sample bootstrap process for 100 times and
report their average calculations.

5.4.3 Remove Correlated Metrics

Prior studies raise concerns that collinearity (i.e., correlated metrics) often impacts the
global explanation of defect models [85, 87, 207, 211]. For example, a defect model that
is constructed with correlated metrics could produce di�erent global explanations when
reordering the model formula of regression models. Recently, the bagging technique for
random forest is proposed to mitigate collinearity (i.e., di�erent trees are constructed with
di�erent subset of metrics), prior studies found that some trees are still constructed with
correlated metrics [85, 203]. Since LIME builds a local regression model which is known to
be sensitive to collinearity [85, 207], it is necessary to remove correlated metrics to mitigate
such impact prior to constructing defect models.

Prior studies introduce many techniques to remove irrelevant metrics and correlated
metrics (e.g., Correlation-based Feature Selection (CFS), Information Gain (IG), and stepwise
regression) [5, 26, 34, 40, 97, 140, 160, 198]. My prior work [89] found that such feature
selection techniques cannot mitigate correlated metrics (e.g., CFS produces a subset of metrics
that are highly correlated with the dependent variable while having the least correlation
among themselves. Yet, some of the independent variables are still highly correlated),
suggesting that correlation analyses must be applied. However, such correlation analyses
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often involvemanual selection by a domain expert. To ensure the scalability of our framework,
we apply the AutoSpearman technique on the training samples. AutoSpearman automatically
selects one metric of a group of the highest correlated metrics that shares the least correlation
with other metrics that are not in that group [89]. We use the implementation of the
AutoSpearman technique as provided by the AutoSpearman function of the Rnalytica R
package [87]. We observe that AutoSpearman mitigates correlated metrics and selects only
22-27 of 65 metrics. In other words, as high as 38-43 metrics share strong correlations
among themselves, which are then removed by AutoSpearman.

5.4.4 Construct Defect Models

Shihab [193] and Hall et al. [65] show that logistic regression and random forests are the two
most-popularly-used classification techniques in the literature of software defect prediction,
since they are explainable and have built-in model explanation techniques (i.e., the ANOVA
analysis for the regression technique and the variable importance analysis for the random
forests technique). Recent studies [49, 210, 213] also demonstrate that automated parameter
optimisation can improve the performance and stability of defect models. Using the findings
of prior studies to guide our selection, we choose (1) the commonly-used classification
techniques that have built-in model-specific explanation techniques (i.e., logistic regression
and random forests) and (2) the top-5 classification techniques when performing automated
parameter optimisation [210, 213] (i.e., random forests, C5.0, AVNNet, GBM, and xGBTree).

We use the implementation of Logistic Regression as provided by the glm function of the
stats R package [214]. We use the implementation of automated parameter optimisation of
Random Forests, C5.0, AVNNet, GBM, and xGBTree as provided by the train function of
the caret R package [111] with the options of rf, C5.0, avNNet, gbm, and xgbTree for the
method parameter, respectively. We neither re-balance nor normalize our training samples
to preserve its original characteristics and to avoid any concept drift for the explanations of
defect models [208].

5.4.5 Apply Model-specific Explanation Techniques

We apply model-specific explanation techniques to generate global explanations—what
factors are associated with software quality. We use the ANOVA Type-II analysis for logistic
regression and the scaled Permutation Importance analysis for random forests, as suggested
by our recent work [85]. We use the usage (i.e., the percentage of training instances that
satisfy all of the terminal nodes after the split which are associated with the metric) of metrics
to the generate global explanation of C5.0 [172]. We use the combinations of the absolute
values of the weights derived across hidden layers in neural networks to generate the global
explanation of AVNNet [51]. We use the relative influence of metrics derived from boosted
trees to generate the global explanation of GBM and xGBTree [48, 158].
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We use the implementation of the ANOVA Type-II analysis as provided by the Anova
function of the car R package [45]. We use the implementation of the scaled Permuta-
tion Importance analysis as provided by the importance function of the randomForest R
package [23]. We use the implementation provided by the varImp function of the caret R
package [111] to generate global explanation of C5.0, GBM, and xGBTree.

5.4.6 Apply Model-agnostic Techniques

We apply model-agnostic techniques to generate instance explanations of the predictions
of defect models. We use three model-agnostic techniques, i.e., two state-of-the-art LIME
(Local Interpretable Model-Agnostic Explanations) and BreakDown, and our improvement
of LIME with Hyper Parameter Optimisation based on the di�erential evolution technique
(LIME-HPO) The technical descriptions are presented in Section 5.3 We use the implement-
ation of LIME as provided by the lime and explain functions of the lime R package [164].
We use the implementation of the di�erential evolution technique as provided by the DEoptim
function of the DEoptim R package [152]. We use the implementation of BreakDown as
provided by the broken function of the breakDown R package [15].

5.4.7 Generate Predicted Probability

We use defect models to generate predicted probabilities (i.e., defect-proneness) of testing
instances. The predicted probabilities range from 0 (not defective) to 1 (likely to be defective).
We use the classification threshold of 0.5 to map predicted probabilities to a binary decision
of defect and clean. Predicted probabilities of above 0.5 indicate defect, otherwise clean.

5.4.8 Analyse Global Explanation and Instance Explanations

We analyse global explanation and instance explanations to address RQs 1, 2, 3, 4, and 5. We
also conduct a survey study of 20 practitioners to evaluation instance explanations generated
by the studied model-agnostic techniques in RQ6. The motivation, approach, and results for
each RQ are explained in detail in Section 5.5.

5.4.9 Analyse Model Performance

To ensure that the generated global explanation and instance explanations are derived from
accurate defect models, we evaluate the model performance of the studied classification
techniques.

First, we use the Area Under the receiver operator characteristic Curve (AUC) to measure
the discriminatory power of our models, as suggested by recent research [52, 114, 174].
The axes of the curve of the AUC measure are the coverage of non-defective modules (true
negative rate) for the x-axis and the coverage of defective modules (true positive rate) for the
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Figure 5.4 The distributions of model performance for all studied defect datasets of each
classification technique.

y-axis. The AUC measure is a threshold-independent performance measure that evaluates
the ability of models in discriminating between defective and clean instances. The values of
AUC range between 0 (worst), 0.5 (no better than random guessing), and 1 (best) [66].

Second, we use the Initial False Alarm (IFA) measure to identify the number of false
alarms encountered before the first defective module [79]. To calculate the IFA measure,
we sort the modules in descending order of their risk predicted by a model. Then, the IFA
measure is computed as k, where k is the number of non-defective modules that are predicted
as defective by a model before the first defective module. The values of IFA range from 1
(best) to n, where n is the number of all modules.

Third, we use the Popt measure [96, 135, 232] to measure the e�ort-aware predictive
performance of defect models. The Popt measure is defined by the area ! opt between the
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e�ort-based cumulative lift charts of the optimal model and a defect model. The axes of
the e�ort-based cumulative lift charts are the proportion of e�ort for the x-axis and the
coverage of defective modules for the y-axis. For the optimal model, all modules are sorted
in descending order of the actual defect density (i.e., the proportion of the number of defects
and the lines of code of each module). On the other hand, for a defect model, all modules are
sorted in decreasing order of the predicted probabilities of each module. The Popt measure
is computed as Popt = 1 – ! opt. The values of Popt range between 0 (worst), 0.5 (no better
than random guessing), and 1 (best).
Preliminary Analysis. Figure 5.4 shows the distributions of the model performance of all
of the studied classification techniques for all of the studied defect datasets. Our studied
classification techniques achieve a median AUC of 0.79-0.94, a median IFA of 1, and
a median Popt20 of 0.27-0.77, indicating that our studied classification techniques are
highly accurate.

5.5 Experimental Results

We present the results of our study with respect to our six research questions.

(RQ1) Does LIME with Hyper Parameter Optimisation (LIME-HPO)
outperform default LIME in terms of the goodness-of-fit of the local
regression models?

Motivation. Since LIME generates instance explanations from local regression models
that are constructed using the randomly generated instances around the neighbours of the
instance to be explained, we use the goodness-of-fit (R2) of the local regression models as a
proxy for measuring the performance of LIME when generating instance explanations. Prior
studies [49, 210, 213] have shown that hyper parameter optimisation can be used to improve
the performance of defect models. Yet, little is known about whether hyper parameter
optimisation can improve the goodness-of-fit of the LIME algorithm when generating
explanations for the predictions of defect models.
Approach. To address RQ1, we analyse the goodness-of-fit (R2) of LIME and LIME-HPO
when generating explanations for the predictions of defect models for all of the studied
datasets. For each bootstrap sample of each defect dataset, we use the overview diagram (see
Figure 5.3) to generate instance explanations of the testing instances. Then, we compute
the goodness-of-fit of the local regression models that are used to generate these instance
explanations for LIME and LIME-HPO. We apply Wilcoxon signed-rank test [229] to
identify whether distributions of the goodness-of-fit of the local regression models produced
by LIME and LIME-HPO are statistically di�erent. We also apply Cli� ’s |X | e�ect size test
to measure the magnitude of the di�erences. Finally, we report the results using boxplots in
Figure 5.5.
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Figure 5.5 The distributions of the goodness-of-fit (R2) of the local regression models
constructed with LIME and LIME-HPO for all of the studied defect datasets and the studied
classification techniques.

Results. LIME-HPO always outperform default LIME in terms of the goodness-of-
fit of the local regression models with an average improvement of 8%. Figure 5.5
shows the distributions of the goodness-of-fit of the local regression models constructed with
LIME and LIME-HPO for all studied defect datasets. After performing hyper parameter
optimisation (LIME-HPO), we find that LIME-HPO improves the goodness-of-fit of the
local regression models by (at the median) 6.6% for LR, 7.4% for RF, 6.7% for C5.0, 6.1%
for AVNNet, 8.0% for GBM, and 7.6% for xGBTree. We observe that the average R2

improvement among six classification techniques is 8%. Moreover, the results of Wilcoxon
signed-rank test confirm that the improvement in the goodness-of-fit of the local regression
models of LIME-HPO over LIME are statistically significant for all of the studied classification
techniques. The Cli� ’s |X | e�ect size test also shows that the e�ect size of such di�erences are
large for GBM; medium for LR, RF, C5.0, and xGBTree; and small for AVNNet.

(RQ2) Can model-agnostic techniques explain the predictions of de-
fect models?

Motivation. Traditionally, model-specific explanation techniques (e.g., ANOVA) are used
to generate global explanations. However, such global explanations cannot justify each
individual prediction of defect models—i.e., why a software module is likely to be defective
in the future. Recent research introduces model-agnostic techniques for explaining the
predictions of any black-box models [55, 182]. Yet, these model-agnostic techniques have not
been investigated in the context of software engineering (particularly for defect prediction).
Approach. To address RQ2, we investigate the variation of instance explanations generated
by model-agnostic techniques for explaining the predictions of defect models. In other words,
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given a model trained from the same training data, do di�erent predictions (i.e., test data) have
di�erent explanations. For each bootstrap sample of each defect dataset, we use the overview
diagram (see Figure 5.3) to generate instance explanations of the testing instances. Instance
explanations are the importance scores of each metric that contribute to the final probability
of each prediction. For each instance explanation, we transform the scores of metrics into
the ranking of metrics (e.g., from [ADEV = 0.8, MINOR_DEV = 0.15, CC = 0.05] to
[1st = ADEV, 2nd = MINOR_DEV, 3rd = CC]). We then compute the rank di�erences of
each metric among instance explanations of the correctly predicted defective instances. For
example, given two instance explanations, the ranking of one instance explanation is [1st =
ADEV, 2nd = MINOR_DEV, 3rd = CC], while that of another explanation is [1st = CC,
2nd = MINOR_DEV, 3rd = ADEV]. In this example, ADEV appears at the 1st rank in one
instance explanation, while appearing at the 3rd rank in another instance explanation. Thus,
the rank di�erence of ADEV is |1 – 3| = 2. We apply this calculation for all of the studied
metrics for all instance explanations and report the results using box plots.

Case: 1027
Label: Defect
Probability: 0.88
Explanation Fit: 0.64

! 0.2 0.0 0.2

CountDeclMethodPrivate <= 3

3 < ADEV

CountInput_Min <= 1

2 < CountDeclMethodProtected

MAJOR_LINE <= 1.5

Weight

F
ea

tu
re

Supports Contradicts

Case: 164
Label: Defect
Probability: 0.63
Explanation Fit: 0.7

! 0.2 0.0 0.2

CountInput_Min <= 1

CountDeclMethodProtected <= 2

1.5 < MAJOR_LINE <= 2.0

3.56 < CountInput_Mean

3 < ADEV

Weight

F
ea

tu
re

Supports Contradicts

Case: 1027
Label: Defect
Probability: 0.88
Explanation Fit: 0.64

! 0.2 0.0 0.2

CountDeclMethodPrivate <= 3

3 < ADEV

CountInput_Min <= 1

2 < CountDeclMethodProtected

MAJOR_LINE <= 1.5

Weight

F
ea

tu
re

Supports Contradicts

activemq-5.0.0/Destination.java !
Defect (63%)

activemq-5.0.0/BrokerTestSupport.java !
Defect (88%)
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(b) An example instance explanation of BreakDown. The x-axis presents the contri-
bution (probability score) of each metric in the y-axis.

Figure 5.6 An illustrative example of instance explanations generated by LIME and Break-
Down, respectively.

Results. Model-agnostic techniques can explain the predictions of defect models. To
illustrate the visual explanation of our studied model-agnostic techniques, we select the
Apache ActiveMQ 5.0.0 dataset and logistic regression (LR) as the subject of this illustrative
example. Figures 5.6a and 5.6b presents an illustrative example of instance explanations
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of two testing instances that are correctly predicted as defective (i.e., Destination.java and
BrokerTestSupport.java) produced by LIME and BreakDown, respectively. In this example,
Destination.java and BrokerTestSupport.java are predicted as defective files with the predicted
probability of 63% and 88%, respectively.

LIME. Figure 5.6a (left) shows the visual explanations for explaining the predictions of
Destination.java that is generated by LIME. The blue bars indicate the supporting (+) scores
of metrics towards the prediction as defective, while the red bars indicate the contradicting
(-) scores of metrics towards the prediction as defective. Figure 5.6a (left) shows that Destin-
ation.java is predicted (63%) as defective due to a supporting score of 0.3 for a condition of
{ADEV > 3} and a supporting score of 0.29 for a condition of {1.5 < MAJOR_LINE  2}.
On the other hand, the remaining probability of 37% of not defective could be explained by
a contradict score of 0.29 for a condition of {CountInput_Mean > 3.56}, a contradict score
of 0.27 for a condition of {CountDeclMethodProtected  2 }, and a contradict score of 0.22
for a condition of { CountInput_Min  1}. These instance explanations indicate the most
important conditions that support and contradict a file being predicted as defective.

BreakDown. Figure 5.6b (left) shows the visual explanations for explaining the predictions
of Destination.java that is generated by BreakDown. The light blue bars indicate the
supporting (+) probability of metrics towards the prediction as defective, while the light
brown bars indicate the contradicting (-) probability of metrics towards the prediction as
defective. Figure 5.6b (left) shows that Destination.java is predicted (63%) as defective due
to a supporting probability of 0.27 for MAJOR_LINE, a supporting probability of 0.15 for
CountDeclMethodDefault, a supporting probability of 0.13 for ADEV, and a supporting
probability of 0.07 for CountClassCoupled. In contrast, an CountClassCoupled value of
12 contradicts the prediction by a probability of 0.8, and an AvgLineComment value of 0
contradicts the prediction by a probability of 0.05.

Given the same defect models, di�erent predictions have di�erent instance ex-
planations. Figure 5.7 shows the distributions of the rank di�erence of the metric among
instance explanations for all of the studied defect datasets. We find that the rank di�erences
of metrics among instance explanations are, at the median, 20 for LIME, 22 for LIME-HPO,
and 21 for BreakDown. In other words, the most important metric of an instance may
appear as the rank 21th-23th of another instance. We observe similar results for all studied
classification techniques (the online appendix [83] provides the results of each classification
technique). As shown in Figures 5.6a and 5.6b, we observe that while these two instances are
predicted as defective by defect models, their instance explanations are di�erent. According
to this example, on the above sub-figure (LIME), the number of active developers (ADEV),
which appears as the most important metric of the instance explanation of Destination.java,
appears as the 4th important metric of the instance explanation of BrokerTestSupport.java.
Similarly, on the below sub-figure (BreakDown), the lines of code contributed by major
developers (MAJOR_LINE), which appears as the most important metric of the instance
explanation of Destination.java, appears as the 2nd important metric of the instance ex-
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Figure 5.7 The distributions of rank di�erences of each metric across instances explanations
for all studied defect datasets.

planation of BrokerTestSupport.java. The variation of instance explanations among the
predictions of defect models indicates that one global explanation of defect models does
not imply instance explanations (and vice versa), highlighting the need for model-agnostic
techniques for explaining the predictions defect models.

(RQ3) Do instance explanations generated by model-agnostic tech-
niques overlap with the global explanation of defect models?

Motivation. Recent research raised concerns about the trustworthiness of instance explana-
tions as generated by model-agnostic techniques. For example, Ribeiro et al. [182] argue
that instance explanations must correspond to how the trained model behaves. Guidotti et
al. [58] argue that the local approximation models should mimic the black-box models when
predicting an unseen dataset. The results of RQ2 suggest that instance explanations generated
by the studied model-agnostic techniques have a great variation among each prediction of
defect models. Yet, little is known about whether these instance explanations generated by
the studied model-agnostic techniques are overlapping with the global explanation of defect
models.
Approach. To address RQ3, we investigate whether instance explanations generated by
model-agnostic techniques are overlapping with the global explanation of defect models.
For each bootstrap sample, we use the overview diagram (see Figure 5.3) to generate a global
explanation from training instances and generate instance explanations from testing instances.
Since the out-of-sample bootstrap validation technique leverages aspects of statistical infer-
ence [39, 47, 68, 205, 212], both training and testing samples are approximately equivalent
to the population (i.e., the original dataset). Thus, explanations derived from both training
and testing instances should also be approximately equivalent. To generate a global explan-
ation, we use the ANOVA Type-II analysis for logistic regression, the scaled Permutation
Importance analysis for random forests, the usage of metrics for C5.0, the combinations of
the absolute weights across hidden layers for AVNNet, and the relative influence of metrics
derived from boosted trees for GBM and xGBTree. To generate instance explanations for
testing instances, we use the LIME, LIME-HPO, and BreakDown techniques.
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Figure 5.8 The distributions of the top-k overlapping metrics between the global explanation
and instance explanations for all of the studied defect datasets and the studied classification
techniques.

While a defect model generates only one global explanation from training instances,
model-agnostic techniques generate many instance explanations from testing instances. Thus,
we need to summarise instance explanations to the model level prior to comparing with a
global explanation of each bootstrap sample. To summarise instance explanations, we apply
the Scott-Knott E�ect Size Di�erence test (ScottKnottESD) [206] to identify the ranking of
metrics that is statistically distinct across ranks while being non-negligible di�erent within
ranks. Then, we identify the top-k overlapping metrics between global explanations and
the summary of instance explanations. The top-k overlapping metrics are the number of
the top-k metrics of a global explanation that consistently appear in the top-k metrics of the
summary of instance explanations. For example, the global ranking of metrics is [1st = LOC,
2nd = CC, 3rd = ADEV], while the summarised ranking of metrics for instance explanations
is [1st = ADEV, 2nd = MINOR_DEV, 3rd = CC]. In this example, the top-3 overlapping
metrics are 2 out of 3 metrics. Finally, we apply Wilcoxon signed-rank test [229] to identify
whether the distributions of the top-k overlapping metrics between the global explanation
and instance explanation produced by LIME, LIME-HPO, and BreakDown are statistically
di�erent. We also apply Cli� ’s |X | e�ect size test to measure the magnitude of the di�erences.

Results. Despite the variation of the ranking of the top-10 important metrics for
instance explanations in RQ2, their overall ranking is mostly overlapping with (but
is not exactly the same) as that of the global explanations. Figure 5.8 shows that, at the
median, 7, 10, and 9 of the top-10 summarised important metrics for instance explanations
are overlapping with the top-10 global important metrics for LIME, LIME-HPO, and
BreakDown, respectively. The results of Wilcoxon signed-rank test show that the di�erences
of the top-10 overlapping metrics are statistically significant among the studied model-
agnostic techniques (for LIME and LIME-HPO, LIME-HPO and BreakDown, and LIME
and BreakDown). The Cli� ’s |X | e�ect size test also shows that the magnitude of such
di�erences are large for LIME and LIME-HPO, medium for LIME and BreakDown, and
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Figure 5.9 The distributions of rank di�erences of each metric when re-generating instance
explanations for all of the studied defect datasets.

negligible for LIME-HPO and BreakDown, suggesting that LIME-HPO is comparable
to BreakDown. On the other hand, at the median, at least one of the top-3 summarised
important metrics for instance explanations is overlapping with the top-3 global important
metrics. The detailed results of each studied classification techniques are available in the
online appendix [83].

(RQ4) Do model-agnostic techniques generate the same instance ex-
planation when they are re-generated for the same instance?

Motivation. Recent research raised concerns about the reliability of instance explanations
generated by model-agnostic techniques. For example, Lundberg et al. [125] argue that
instance explanations must remain the same when they are re-generated for the same instance.
Assuming that one wants to generate an explanation for a file predicted as defective, model-
agnostic techniques (that involve random perturbation like LIME) might generate di�erent
synthetic instances, leading to di�erent explanations for the same instance. Thus, little is
known about whether model-agnostic techniques generate the same instance explanation
when they are re-generated for the same instance and the same defect model.
Approach. To address RQ4, we analyse the reliability of the instance explanations generated
by LIME, LIME-HPO, and BreakDown. Ideally, re-generating instance explanations of
the same instance from the same model using the same model-agnostic technique should
produces the same explanation. Therefore, we use the variation in instance explanations
when re-generating with the same setting as a proxy for measuring the reliability of model-
agnostic techniques. Rather than generating instance explanations of all testing instances,
we randomly select only one testing instance as the instance of interest. Similar to RQs 1, 2,
and 3, we use the overview diagram (see Figure 5.3) to generate instance explanations of
this instance of interest. We re-generate the instance explanation of the selected instance
for 100 repetitions. We compute the rank di�erences of each metric when re-generating
instance explanations and report the results of all studied defect datasets using boxplots.
Results. Regardless of the studied classification techniques, LIME-HPO and Break-
Down consistently generate the same instance explanation for the same instance.
On the other hand, LIMEgenerates di�erent instance explanationswhen re-generating
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Figure 5.10 An illustrative example of instances explanations of a defective testing instance
when regenerating instance explanations with LIME.

instance explanations of the same instance. Figure 5.9 shows the distributions of rank
di�erences of each metric when re-generating instance explanations for all studied defect
datasets. Ideally, instance explanations of an instance should be the same when re-generating
using the same model and the same model-agnostic technique. Regardless of the studied
classification techniques, we find that LIME-HPO and BreakDown consistently produce
the same instance explanation for the same instance. On the other hand, we find that LIME
produces inconsistent instance explanations across repetitions with the median rank di�er-
ences of 7. We report the detailed results of rank di�erences for each studied classification
technique in the online appendix [83].

To further illustrate the variation of instance explanations generated by LIME across
repetitions, similar to RQ2, we select the Apache ActiveMQ 5.0.0 dataset as the subject of
this illustrative example. Figure 5.10 shows an illustrative example of instance explanations
of a defective testing instance when re-generating instance explanations with LIME. We
observe that the model consistently identifies the instance as defective with the same predicted
probability of 0.63 for both repetitions. However, while these instance explanations of the
same instances are generated from the same model using the same model-agnostic technique
(LIME), such explanations—the top-5 important metrics—vary greatly.

(RQ5) What is the computational time of model-agnostic techniques
for explaining the predictions of defect models?

Motivation. The computational time is one of the most important criteria when deploying
software analytics in practice. Model-agnostic techniques may introduce significant overhead
to the current practices of defect modelling workflow. Yet, little is known about whether the
computational time of model-agnostic techniques is practical to be deployed by practitioners.
Approach. To address RQ5, we analyse the computational time of model-agnostic tech-
niques for explaining the predictions of defect models. To do so, similar to RQs 1, 2, 3, and
4, we use the overview diagram (see Figure 5.3) to construct defect models and generate
instance explanations. For each studied defect dataset, we generate one set of bootstrap
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Figure 5.11 The distributions of computational time of model-agnostic techniques for
explaining the predictions of defect models for all of the studied defect datasets.

training and testing instances. We construct a defect model using bootstrap training instances.
Then, we randomly select one testing instance and generate an instance explanation using
model-agnostic techniques to measure their computation time. The computational time is
based on a standard computing machine with an Intel Core i7-8700K processor and 32GB
of RAM. Finally, we report the results using box plots.

Results. The computational time of LIME-HPO, BreakDown, and LIME is less than
a minute to generate instance explanations for all of the studied classification tech-
niques. Figure 5.11 shows the distributions of computational time of model-agnostic
techniques for explaining the predictions of defect models for all of the studied defect datasets.
We find that, regardless of the studied classification techniques, the computational time that
the studied model-agnostic techniques take to generate an instance explanation is at most
one minute for all of the studied defect datasets. This finding suggests that all of the studied
model-agnostic techniques is practical to be used in real-world deployments.
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Figure 5.12 An example of the Time-contrast explanations generated by model-agnostic
techniques for explaining the predictions of defect models.

(RQ6) How do practitioners perceive the contrastive explanations gen-
erated by model-agnostic techniques?

Motivation. Referring to a theory of explanations described in Section 5.2, Miller [146]
and Lipton et al. [120] argue that explanations can be presented as answers to why-questions
and humans tend to be cognitively attached to digest contrastive explanations. Contrast-
ive explanations focus on only the di�erences on properties within an object (Property-
contrast), between two Objects (Object-contrast), and within an object over Time (Time-
contrast) [221]. Thus, contrastive explanations may be more valuable and more intuitive to
humans. Yet, little is known about whether contrastive explanations generated by model-
agnostic techniques can answer why-questions.
Approach. To address RQ6, we conducted a survey study of 20 software practitioners to
investigate their perceptions of instance explanations generated bymodel-agnostic techniques.
As suggested by Kitchenham and Pfleeger [104], we performed the following steps when
conducting this survey study:

(Step-1) Setting the objectives: The survey aimed to investigate whether instance
explanations generated by model-agnostic techniques (1) can be used to answer the why-
questions (i.e., Property-contrast, Objective-contrast, and Time-contrast); (2) build appro-
priate trusts of the predictions of defect models; and (3) are necessary and useful.

(Step-2) Survey design: We first introduced a concept of explainable defect models
with respect to the literature of eXplainable Artificial Intelligence (XAI). Then, we used
the Releases 2.10.0 and 2.11.0 of the Apache Camel project as the subject of the study to
generate instance explanations. We presented 3 types of explanations for investigation,
i.e., Property-contrast explanation (e.g., why was file A predicted as defective rather
than clean?), Object-contrast explanation (e.g., why was file A predicted as defective,
while file B was predicted as clean?), and Time-contrast explanation (e.g., why was file A
predicted as defective in version 1.2, but was subsequently predicted as clean in version 1.3?).
Figure 5.12 illustrates an example of the Time-contrast explanations generated by model-
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agnostic techniques, while other examples of the Property-contrast and Object-contrast
explanations are provided in the online appendix [83].

The survey design is a cross-sectional study where participants provide their responses
at one fixed point in time. The survey consists of demographic and three sets of questions
with respect to the 3 objectives of the study. There are 11 closed-ended questions and
20 open-ended questions. The survey takes approximately 15 minutes to complete and is
anonymous.

(Step-3) Developing a survey instrument: For closed-ended questions, we used agree-
ment and evaluation ordinal scales. To mitigate the inconsistency of the interpretation of
numeric ordinal scales, we labelled each level of the ordinal scales with words as suggested
by Krosnick [110], i.e., strongly disagree, disagree, neutral, agree, and strongly agree. The
format of our survey instrument was an online questionnaire. We used an online question-
naire service provided by Google Forms.2 When accessing the survey, each participant was
provided with an explanatory statement that describes the purpose of the study, why the
participant is chosen for this study, possible benefits and risks, and confidentiality.

(Step-4) Evaluating the survey instrument: We carefully evaluated the survey (i.e.,
pre-testing [122]) prior to recruiting participants. We evaluated it with focus groups (i.e.,
practitioners) to assess the reliability and validity of the survey. We re-ran it to identify and
fix potential problems (e.g., missing, unnecessary, or ambiguous questions) until reaching a
consensus among the focus groups. Finally, the survey has been rigorously reviewed and
approved by Monash University Human Research Ethics Committee (MUHREC Project
ID: 22542). We also provide the ethics approval certificate in our online appendix [83].

(Step-5) Obtaining valid data: The target population of our study is software practi-
tioners. To reach the target population, we used a recruiting service provided by the Amazon
Mechanical Turk to recruit 20 participants as a representative subset of the target population.
We also applied participant filter options of "Employment Industry - Software & IT Services"
and "Job Function - Information Technology" to ensure that the recruited participants are
valid samples representing the target population.

(Step-6) Analysing the data: To analyse the data, we first checked the completeness
of the collected data (i.e., whether all questions are appropriately answered). Then, we
manually analysed the answers to the open-ended questions to extract in-depth insights. For
closed-ended questions, we summarised and presented key statistical results.
Results. 65% of the participants agree that model-agnostic techniques can generate
the Time-contrast explanation to answer the why-questions. Similarly, we found that
55% and 50% of the participants agree (and strongly agree) that model-agnostic techniques
can generate the Property-contrast and Object-contrast explanations, respectively.

55% and 65% of the participants perceived that the Time-contrast explanations
generated by model-agnostic techniques are necessary and useful, respectively. Sim-
ilarly, we found that 40% and 30% of the participants perceive that the Property-contrast and

2https://www.google.com/forms

https://www.google.com/forms
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Object-contrast explanations generated by model-agnostic techniques are necessary, respect-
ively. We found that 55% and 40% of the participants perceive that the Property-contrast and
Object-contrast explanations generated bymodel-agnostic techniques are useful, respectively.
Finally, we found that 50%, 45%, and 70% of the participants agree (and strongly agree)
that instance explanations generated by model-agnostic techniques can build appropriate
trusts of the predictions of defect models for the Property-contrast, Object-contrast, and
Time-contrast explanations.

5.6 Discussion

In this section, we discuss the key di�erences between model-agnostic techniques and a
tree-based technique.

5.6.1 AComparison ofModel-Agnostic Techniqueswith aTree-based
Technique

There are many approaches and granularity levels to explain the predictions of defect models
(i.e., global explanation, subgroup explanation, instance explanation). Traditionally, we
can use tree-based models to predict and explain the characteristics of defective files. For
example, Tan et al. [204] use Alternative Decision Tree technique (ADTree) as provided by
Weka [62] to explain the predictions of defect models. Chen et al. [29] use Fast-and-Frugal
Trees (FFT) technique to construct comprehensible defect models. An explanation of each
prediction can be generated by deriving a decision node of the decision tree that matches
with the instance to explain. Below, we select the ADTree technique as the subject of this
discussion and discuss the strengths and weakness of the tree-based technique with respect
to the model accuracy, the locality of the explanation, and the visual explanation.

Model Accuracy

Practitioners often make decisions whether defect models should be deployed in practice
based on their model accuracy. We first evaluate the model accuracy of the decision tree
technique for predicting defective files with respect to three performance measures (i.e.,
AUC, Initial False Alarm (IFA), and Popt(20)) for all of the 32 studied defect datasets. We
report the evaluation results of ADTree in the online appendix [83].

We find that ADTree achieves a median AUC of 0.75, a median IFA of 53, and a median
Popt(20) of 0.02. When comparing the model accuracy to other classification techniques as
shown in Figure 5.4, we find that ADTree is the least top-performing classification technique
in terms of AUC, IFA, and Popt(20), raising concerns that the explanations that are derived
from such inaccurate models could be misleading. However, such black-box AI/ML-based
classification techniques are complex and hard to explain. Thus, model-agnostic techniques
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play a key role in explaining the predictions of highly accurate yet complex classification
techniques.

Visual Explanation

Practitioners often make a decision whether the predictions should be trusted based on
the understand-ability of the visual explanations. We conduct a preliminary survey with
20 practitioners to better understand which visual explanations are the most preferred by
practitioners. We find that the visual explanation of ADTree is the most preferred by
practitioners (60% of practitioners agree or strongly agree), as such visual explanation is
simple to digest and involves logical reasoning. While the visual explanation of LIME also
involves logical reasoning, practitioners are confused about the bar colours of LIME that
explain the supporting and contradict scores (i.e., LIME uses the red colour to explain
contradicting scores, which imply that such metrics contribute towards a prediction as
clean). Despite the advantages of BreakDown that decompose the final probability score
into each score for each feature, practitioners raise concerns that the visual explanation lacks
necessary details (e.g., optimal threshold values for each metric) and is di�cult to understand.
Therefore, future studies should develop a novel visual explanation that is understandable to
domain experts using human-centred design approaches (e.g., a co-creation design session
and the Wizard-of-Oz prototyping technique).

The Locality of Explanation

Practitioners often make a decision as to whether the predictions should be trusted based
on the locality of the explanations. The locality of explanations refers to the scope that
such explanations are derived from. For example, an explanation generated by a variable
importance technique of the random forest technique is derived from the global level of
the prediction models. On the other hand, an explanation generated by a model-agnostic
technique (e.g., LIME) is derived from a local model that is constructed from instances around
their neighbours. Similarly, an explanation generated by a decision tree technique is derived
from a decision node which can cover N instances. Although the locality of explanation
between LIME and a decision tree is similar, the key di�erence is the flexibility of the visual
representation and the choice of AI/ML-based classification techniques. In other words, a
decision node can be used to explain only the decision tree technique. While the model
accuracy of such decision tree technique is not as competitive as complex AI/ML-based
classification techniques, model-agnostic techniques can be used to explain any classification
techniques.
Summary. Decision tree is easy to understand, but not as accurate as other complex AI/ML
learning algorithms. Complex AI/ML learning algorithms (e.g., xGBTree, neural network)
are more accurate, but it is very hard to understand their predictions. Thus, the main goal of
our paper is to leverage model-agnostic techniques to explain the predictions of any accurate
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yet complex AI/ML learning algorithms. However, practitioners perceive that decision tree
is the most preferred visual explanation, suggesting that future studies should invent new
visual explanations that are directed towards practitioners’ needs.

5.7 Related Work

We discuss key related work in order to situate the contributions of our paper with respect
to explainable software analytics and analytical models for software defects.

5.7.1 Explainable Software Analytics

Despite the advances in analytical modelling in software engineering, recent work raises
a concern about a lack of explainability of analytical models in software engineering [32].
Practitioners also share similar concerns that analytical models in software engineering
must be explainable and actionable in order to be of practical use [32, 115, 142]. For
example, Dam et al. [32] argue that making software analytics models explainable to software
practitioners is as important as achieving accurate predictions. Lewis et al. [115] emphasize
that defect modelling should be more actionable to help Google engineers debug their
programs. Menzies and Zimmermann [142] also emphasize that software analytics must be
actionable.
Key Di�erence. To the best of our knowledge, little research in software analytics explores
a theory of global explanations, the di�erences of the goals, scopes, and targets of global
explanations and instance explanations. Moreover, model-agnostic techniques, i.e. techniques
for explaining an individual prediction, have not yet been introduced in the context of
software engineering.

5.7.2 Analytical Models for Software Defects (i.e., Defect Models)

Analytical models for software defects play a foundational role in optimising the limited
resources of software quality assurance activities and in building empirical theories of software
quality. Below, we discuss the literature with respect to the two main purposes of defect
models.

To predict software defects. First, defect models are used to optimize the limited quality
assurance resources on the most risky software modules [33, 140, 210, 213]. There are a
plethora of studies focus on investigating advanced features and advanced techniques in order
to improve the predictive ability of defect models. For example, Wang et al. [227] leverage a
multiple kernel learning to produce a multiple kernel classifier through ensemble learning
method, which has the advantages of both multiple kernel learning and ensemble learning.
Wang et al. [224] use a deep belief network (DBN) to automatically learn semantic features
to improve the predictive ability of defect models.
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The improvement of the predictive ability of defect models is critical to practitioners
when deploying defect models in practice.
Key Di�erence. Unlike prior studies that focused on improving the predictive ability of
defect models, this study focuses on investigating techniques to explain software defect
predictions.

To explain software defects. Second, defect models are used (1) to understand factors
that are associated with software defects, (2) to establish e�ective quality improvement plans,
(3) to provide actionable guidance to avoid pitfalls that lead to software defects in the past,
and (4) to build empirical theories of software quality [17, 131, 216]. There are a plethora of
studies focusing on investigating the best modelling workflow and advanced techniques in
order to improve the explainability of defect models, which will be discussed below.

Investigating the best modelling workflow to improve the explainability of defect
models

Explanations of defect models may not be accurate and reliable if care is not taken in the
analytical modelling workflow for software defects. Hall et al. [65] raised a critical concern
that di�erent researchers often develop di�erent analytical workflows, which makes it hard to
derive practical guidelines of the best defect modelling workflows. Recent studies demonstrate
that if pitfalls are not mitigated when collecting defect datasets [209, 233] and designing the
analytical workflow [141, 205, 207] for software defects, the predictions and explanations
that are derived from defect models may be inaccurate and unreliable. For example, Menzies
and Shepperd [141] raised concerns that there are many components that could potentially
impact the predictions of defect models.

Recent studies reveal many components of the analytical workflow that impact the pre-
dictions and explanations of defect models [207]. For example, noise in defect datasets [52],
the quality of issue reports [209], defect labelling techniques [233], feature selection tech-
niques [53, 89], collinearity analysis [85, 86, 89], class rebalancing techniques [208], model
construction [52], parameter optimisation [2, 3, 49, 210, 213], model evaluation [212], and
model interpretation [85].
Key Di�erence. While these studies focused on developing practical guidelines to develop
the most accurate and reliable analytical models to predict and explain software defects, this
paper focused on investigating advanced techniques to improve the explainability of defect
models.

Investigating advanced techniques to improve the explainability of defect models

As discussed in Section 5.3, there are techniques to generate explanations with di�erent goals,
scopes, and target of explanations. Below, we discuss prior studies focused on (1) explaining
a black-box model; (2) explaining a group of predictions; and (3) explaining an individual
prediction.
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Explaining a black-box model

Prior studies have been leveraged well-established explainable classification techniques, such
as regression models [174, 177], random forests [97, 167], decision trees [237], decision
rules [186]. In addition, Chen et al. [29] point out that Fast-and-Frugal Tree is more ac-
curate, comprehensible, and operational than the well-established explainable classification
techniques in the context of software defect prediction. Moreover, a domain-specific clas-
sification technique like Bellwether [108] has shown to mitigate the conclusion instability
when transferring knowledge from one software project to another.

Despite the recent advances of well-established explainable classification techniques
and domain-specific classification techniques in the context of software engineering, such
techniques only derive knowledge of the learned models from the whole training dataset
without justifying an individual prediction. Instead of explaining a black-box model, prior
studies [12, 138] proposed techniques with an attempt to explain a smaller group of predictions
with similar data characteristics in order to improve the predictive ability and explainability
of defect models, such techniques still cannot justify each individual prediction and uphold
the privacy laws (i.e., GDPR).

Explaining an individual prediction

Recently, model-agnostic algorithms that treat the original model as a black-box have
been proposed to explain the predictions of any learners at the instance level. For example,
Ribeiro et al. [182] proposed a Local Interpretable Model-Agnostic Explanations (LIME)
that leverages the approximation of a simple linear model locally around the prediction.
Key Di�erence. Unlike prior studies that focus on explaining black-box models or a group
of predictions, this study is the first to investigate model-agnostic techniques for explaining
an individual prediction from testing instances in the domain of software engineering.

5.8 Threats to Validity

5.8.1 Construct Validity

Prior studies show that the parameters of learners have an impact on the performance of
defect models [49, 106, 133, 134, 210]. While we use a default parameter setting of 100 trees
for random forests, recent work [80, 210, 220] find that the parameters of random forests
are insensitive to the performance of defect models. Thus, the parameters of random forests
do not pose a critical threat to the validity of our study.

Due to the technical limitations of our studied classification techniques, correlated metrics
must be removed prior to explaining the prediction models. One might suggest that LASSO
should be used to penalise collinearity (i.e., correlated metrics). We found that the top-rank
metric that is correlated with another will be less important by half when using LASSO



5.8 Threats to Validity 131

(as they penalise the important score by half to another correlated metric). Yet, they are
still correlated. We noted that this is still an open problem for ML domains. Thus, software
practitioners should not draw implications solely from the most important metric, but should
also consider its group of correlated metrics.

We use 100 iterations to draw reliable bootstrap estimates of the studied measures in the
experiments. However, such high bootstrap iterations often come with a high computation
cost. Thus, 100 iterations of bootstrap validation may not be practical for compute-intensive
AI/ML algorithms like deep learning.

To ensure that our survey is reliable and valid, we carefully evaluated the survey (i.e.,
pre-testing [122]) prior to recruiting participants. We evaluated it with focus groups (i.e.,
practitioners) to assess the reliability and validity of the survey. We re-ran it to identify and
fix potential problems (e.g., missing, unnecessary, or ambiguous questions) until reaching a
consensus among the focus groups. Finally, the survey has been rigorously reviewed and
approved by Monash University Human Research Ethics Committee (MUHREC Project
ID: 22542).

5.8.2 Internal Validity

We studied a limited number of model-specific explanation techniques (i.e., the ANOVA
Type-II analysis for logistic regression and the scaled Permutation Importance analysis for
random forests) and model-agnostic techniques (i.e., BreakDown and LIME). Our results,
therefore, may not generalise to other defect explainers. However, other techniques for
generating explanations can be investigated in future studies. In this study, we provide a
detailed methodology for others who wish to revisit our study with other techniques for
generating explanations.

5.8.3 External Validity

In this study, our experiments rely on one defect prediction scenario, i.e., within-project
defect prediction. However, there are a variety of defect prediction scenarios in the literature
(e.g., cross-project defect prediction [27, 237], just-in-time defect prediction [96, 163], and
heterogenous defect prediction [157]). Therefore, the results may di�er in other scenarios.
Future studies should revisit our study in other defect prediction scenarios.

The number of our studied datasets is limited and thus may produce results that cannot be
generalised to other datasets and domains. However, it is a carefully curated dataset where
the ground truths were labelled based on the a�ected releases. Future work can revisit and
replicate our study with other datasets.

The number of survey participants is limited to a recruitment of 20 software practitioners
from Amazon Mechanical Turk. Thus, the results of the survey may not be representative to
the perceptions of all software practitioners. Future work can revisit and replicate the survey
study with other groups of software practitioners.
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5.9 Conclusions

We investigate model-agnostic techniques for explaining the predictions of defect models.
Through a study of 32 publicly-available defect datasets of 9 large-scale open-source software
systems, the experimental results lead us to conclude that (1) model-agnostic techniques are
needed to explain individual predictions of defect models; (2) instance explanations generated
by model-agnostic techniques are mostly overlapping with the global explanation of defect
models (except for LIME) and reliable when they are re-generated (except for LIME); (3)
model-agnostic techniques take less than a minute to generate instance explanations; and
(4) more than half of the practitioners perceive that the instance explanations are necessary
and useful to understand the predictions of defect models. Since the implementation of the
studied model-agnostic techniques is readily available in both Python and R, we recommend
model-agnostic techniques be used to explain the predictions of defect models.

5.9.1 Chapter Remarks

In this chapter, we set out to investigate the best techniques for explaining the predictions
of defect models. The experimental results lead us to suggest that future studies should use
both of the studied model-agnostic techniques (i.e., LIME and BreakDown) to explain the
predictions of defect models to support decision- and policy-making. The experimental
results from Chapter 4 enable the defect modelling workflow that produces the most accurate
and reliable explanation of defect models, while the experimental results from Chapters 3
and 5 suggest the best techniques for explaining defect models and their predictions. However,
our mission is not ended. Researchers and practitioners raise concerns that defect models must
be explainable [32, 115, 143]. Nevertheless, no prior studies investigate how do practitioners
perceive when adopting explainable defect models. Thus, as a post-evaluation study, we
plan to investigate how do practitioners perceive when adopting explainable defect models
produced by our recommended framework.
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Conclusions

In this thesis research, we aimed to increase the explainability of defect prediction mod-
els to better support SQA planning. To address this goal, we hypothesised that: Explain-
able defect prediction models are needed to support SQA planning. Empirical studies are the way

forward to identify the best explainable defect prediction framework to generate the most reliable

explanations. To validate the hypothesis, we formulated 3 key research questions: (1) how do
correlated metrics impact the explanation of defect prediction models?, (2) which feature
selection techniques should be used to mitigate correlated metrics for generating the most
reliable explanation of defect prediction models?, and (3) should model-agnostic techniques
be used to explain the predictions of defect prediction models?

In Chapter 2, we first conducted a literature analysis to understand the current state of
research in defect prediction studies. Then, we conducted a qualitative survey to investigate
practitioners’ perceptions of defect prediction models. The results of the literature analysis
show that most recent defect prediction studies (89%) focus on the prediction of defect
prediction models. Little research has been done on understanding defect prediction models
and their predictions to support SQA planning. Despite receiving little attention from
the research community, the results of the qualitative survey show that 82%-84% of the
respondents perceived understanding defect prediction models and their predictions as useful
and 74%-78% of the respondents are willing to adopt them. These findings motivated us to
further explore the explanation of defect prediction models to support SQA planning.

Through studies of publicly-available defect datasets that span across proprietary and
open source domains, the experimental results show that:

(1) Correlated metrics impact the explanation of defect prediction models (Chapter 3).

(2) Removing correlated metrics improve the consistency of the explanation of defect
prediction models with little impact on model performance. After removing correlated
metrics, ones should use the ANOVA Type-II technique to explain logistic regression
models, while using the scaled Permutation Importance technique to explain random
forests models (Chapter 3).
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(3) Commonly-used feature selection techniques do not mitigate correlated metrics. On the
other hand, AutoSpearman automatically mitigates correlated metrics with little impact
on model performance (Chapter 4).

(4) BreakDown and LIME can explain the predictions of defect prediction models within a
few seconds. Since the implementation of the both studied techniques is readily available,
future studies should use BreakDown and LIME to explain the predictions of defect
prediction models to support decision- and policy-making (Chapter 5).

Below, we discuss the implications to researchers and practitioners, and highlight some
key future research opportunities for software analytics researchers.

Implications for researchers

=)More research e�ort is needed to improve the explainability of defect prediction
models to understand such models and their predictions. The analysis of related work
in Chapter 2 shows that most of research e�ort (91%) has been put to improve the predict-
ability of defect prediction models. On the other hand, little research has been done on
understanding defect prediction models and their predictions. Despite receiving little atten-
tion from research community, as high as 82% of the respondents perceive understanding
defect prediction models and their predictions as useful and 74%-78% of the respondents are
willing to adopt them. These findings highlight the need for future research to put more
e�ort in improving the explainability of defect prediction models to understand such models
and their predictions.
=) Strong correlation among studied metrics may impact the conclusions of prior
studies that rely on the explanation of defect predictionmodels. The results of Chapter 3
show that correlated metrics that impact the explanation of defect prediction models are
prevalent in publicly-available defect datasets. Thus, the conclusions of prior studies that rely
on such defect datasets and do not mitigate correlated metrics may be altered after mitigating
correlated metrics. To refine and ensure the reliability of the conclusions of such studies,
future research can revisit such studies and mitigate correlated metrics with correlation
analyses, e.g., AutoSpearman (Chapter 4) that automatically mitigates correlated metrics
better than other commonly-used feature selection techniques, prior to constructing defect
prediction models.
=) Explainability of defect prediction could be used to uncover new knowledge and
refine the conclusions of prior studies. Prior studies apply model explanation techniques
to understand the most influential factors that impact software quality, assuming that such
influential factors are representative to all of the defective code. However, the results of
Chapter 5 show that such generic model explanation does not hold true for all instances since
each individual instance explanation varies across di�erent instances. More fine-grained
approaches, e.g., model-agnostic techniques like LIME, BreakDown, and SHAP, could
be used to uncover new knowledge about why a software module is likely to be defective
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and refine the conclusions of prior studies like code ownership [17, 216], code review
practices [131, 216, 217], and code smells [99]. Thus, future work should revisit prior
conclusions with instance explanations to better understand the influential factors at a more
fine-grained level.
=) Instance explanations may be applicable to other software engineering research
topics. (Chapter 5) Model-agnostic techniques like LIME, BreakDown, and SHAP can be
used to open the black-box of predictive models in software engineering. Due to the nature
of the model-agnostic techniques that can explain any learning algorithms, we advocate
that such instance explanations should be applied beyond mining software engineering data
for predictions. Thus, future work should integrate such model-agnostic techniques to
understand how predictive models in software engineering work and why they make such
predictions.

Implications for practitioners

=) AutoSpearman can be used to automatically mitigate strong correlation among
studied metrics prior to constructing and explaining defect prediction models. The
results of Chapter 3 highlight the negative impact of correlated metrics on the explanation
of defect prediction models and suggest that correlated metrics must be mitigated prior to
constructing and explaining defect prediction models. To do so, in Chapter 4, we investigated
the consistency and correlation of subsets of metrics produced by commonly-used feature
selection techniques and our contribution, AutoSpearman. The experimental results show
that AutoSpearman mitigates correlated metrics better than other commonly-used feature
selection techniques, suggesting that AutoSpearman should be used to automatically mitigate
correlated metrics when aiming to explain defect prediction modes and their predictions.
=) Instance explanations can providemore actionable guidance thanmodel explan-
ations. Instance explanations can be used to answer why a file is predicted as defective (and
not defective). As shown in Chapter 5, model-agnostic techniques can generate reliable
instance explanations that are needed to explain individual predictions of defect prediction
models. Such reliable instance explanations can help software practitioners in defect diagnosis
and potentially provides clues towards solutions. Thus, software practitioners should adopt
instance explanations.

Future Research Opportunities

Finally, our results also highlight future research opportunities for software analytics re-
searchers (but not limited to):
=) Developing practical guidelines of data science pipeline that enable a reliable
explanation in software engineering. Prior studies show that data science pipelines often
impact the predictive accuracy [53, 207, 209, 210, 212, 213, 233] and the explainability [85,
86, 89] of prediction models in software engineering. Thus, future work should focus on
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developing practical guidelines for analytical modelling workflow that enable a reliable
model-level and instance-level explanation, which is one crucial step towards actionable
software analytics.
=) Developing domain-specific model-agnostic algorithms for software engineer-
ing. Many model-agnostic techniques are originated from XAI literature. However, ac-
cording to the experimental results in Chapter 5, there are rooms for improvement. We
envision that a domain-specific model-agnostic technique for software engineering, that
is more adapted to the characteristics of software engineering data, can address the limit-
ation of the current state-of-the-art model-agnostic techniques. Furthermore, studies in
this thesis mainly focus on the file-level defect prediction. We encourage future studies to
develop domain-specific model-agnostic algorithms for other levels of defect prediction, e.g.,
JITLine [170] which is developed for the line-level defect prediction.
=) Exploring the explanation of defect prediction models in other scenarios. Studies
in this thesis mainly focus on with-in project defect prediction models. However, there
are various other scenarios of defect prediction models, e.g., cross-project [118, 157]. This
thesis provides a detailed explanation of experimental setups and techniques used in each
study. Thus, future work can explore the explanation of defect prediction models in other
scenarios.
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