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Abstract

This thesis classifies different possible scenarios for numerical simulation of natural convection

problems in two main categories as compressible and incompressible. Then, an incompressible

approach from the incompressible category called the ‘Gay-Lussac approximation’ is selected

for further study. This approach is distinguished against classical implementation of the Ober-

beck—Boussinesq approximation by extending the density variations beyond only the gravity

term of the momentum equation. Indeed, under the Gay-Lussac approach, density variations

are taken into account in any term of the governing equations where density appears; i.e. the

advection and convection terms of the momentum and energy equations, respectively, associ-

ated with the continuity equation via a linear density state equation. Such a treatment leads

to emergence of the Gay-Lussac parameter as a product of the volumetric thermal expansion

coefficient and reference temperature difference as a modifier of the aforementioned terms. The

Gay-Lussac parameter also emerges in the linear density state equation that confines its alter-

ation to 0 ≤ Ga ≤ 2 for a physical density value.

The Gay-Lussac approach is simplified in two steps. In the first step, it is shown that ignoring

density ratio from the continuity equation brings no difference to the produced results compared

to the original form of this approach. Then, the centrifugal approximation is introduced by

extending the density variations only to the advection term of the momentum equation beyond

the gravity term, appropriate to capture the centrifugal effects for rotating buoyancy-driven

systems. Both simplified Gay-Lussac approach and centrifugal approximations were applied

to the annulus and square cavity benchmark problems and it is shown that, the centrifugal

buoyancy approximations works slightly better than the convectional Oberbeck—Boussinesq

approximation.

One of the natural convection phenomena that features intrinsic rotation (in the form of an

overturning circulation) at any Rayleigh number is horizontal convection, in which a fluid is

heated unevenly across a horizontal boundary. In this thesis, the centrifugal approximation is

adopted to study the non-Boussinesq effects and stability analysis (both locally and globally) of

horizontal convection over an enclosed rectangular enclosure with an aspect ratio of height to

length of 0.16 at a fixed unity Prandtl number. In this respect, the linearised Navier—Stokes

equations under the centrifugal approximation are derived and solved to determine the stability

thresholds considering non-Boussinesq effects. Linear stability analysis indicates that in the range

of 4.23 × 108 ≤ Ra ≤ 6.50 × 108, there is a maximum Gay-Lussac parameter that beyond which

the buoyancy-driven flow becomes unstable to infinitesimal perturbations. It is also found that all
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transitions to three-dimensional instabilities occurs through an oscillatory mode. A weakly non-

linear Stewart–Landau analysis is also conducted that indicates all three-dimensional instability

consistently occurs through a supercritical bifurcation.

An Orr–Sommerfeld type stability analysis is conducted on extracted velocity profiles to

determine the local (convective) stability properties of the flow. This analysis demonstrates

the precendence of the transverse rolls against the longitudinal rolls instability. An entropy

generation analysis is also conducted for the horizontal convection to determine the heat transfer

mechanism evolution both locally and globally. The entropy generation analysis indicates that

the Gay-Lussac parameter applies no effect on the heat transfer mechanism in the conduction-

dominated regime but it weakens convection at high Rayleigh number. Finally, Nusselt number

is scaled against the Rayleigh number at different Gay-Lussac parameters indicating that, in the

convection-dominated regime, a higher Gay-Lussac parameter is associated with a lower average

Nusselt number.
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Nomenclature

Any parameter that is not listed here is denoted explicitly in the text.

Symbol Description

A Height to length aspect ration

A Amplitude of a signal

A Generalised eigenvalue matrix (left-hand side)

B Generalised eigenvalue matrix (right-hand side)

Be Bejan number

Br Brinkman number

Fr Froude number

eg unit vector in gravity direction

g gravitational acceleration

Ga Gay-Lussac parameter (β∆θ)

H Height

k thermal conductivity

k wavenumber

L Length

n normal vector of the surface

Nf Number of Fourier modes

Nu Nusselt number

p pressure

p* modified pressure

P Dimensionless pressure

Pr Prandtl number

q heat

Ra Rayleigh number

S Entropy

SΘ Entropy generation due to heat transfer

Sψ Entropy generation due to fluid friction

t* time

t dimensionless time

T Temperature

u velocity vector

U Dimensionless velocity vector

x Cartesian coordinate vector

X Cartesian dimensionless coordinate vector
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Greek Symbols

α thermal diffusivity

α traveling wave numbers in X direction

β isobaric expansion coefficient

β traveling wave numbers in Z direction

ε an infinitesimal perturbation

ε relative temperature difference

θ physical temperature

Θ dimensionless temperature

µ eigenvalue

µ dynamic viscosity

ν kinematic viscosity

ρ density

σ perturbation growth rate

τ time interval

φ gravitational potential

φ̃ gneric symbol representing a perturbation flow variable

χ irreversibility distribution ratio

ψ stream-function

ω vorticity

ω angular frequency

Subscript

avg average

b base flow

c cold

cr critical

h hot

k wavenumber

loc local

ref reference

tot total

0 reference value

Superscript

ˆ refers to an eigenmode
′ small perturbation quantity

¯ mean value
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Chapter 1

1 Introduction and literature review

Natural convection describes the flow and associated heat transport generated by tem-

perature or species molar concentration differences in the presence of gravity in which,

denser fluid seeks to descend whereas less dense fluid seeks to rise. This phenomenon

plays an important role in human life from micro/nano scale transport aerosol in the air

to large scales of the order of hundreds of kilometers causing different weather conditions

and oceanic flow patterns [1].

Understanding of different natural convection related phenomena is possible through

both experimental and numerical simulations [2]. Numerical simulation of natural con-

vection problems is mainly performed under the Boussinesq approximation which is

not the only available option in this respect. In the next subsection, fundamental as-

sumptions of the Boussinesq approximation is introduced. Thereafter, different possible

scenarios for numerical simulation of natural convection problems are reviewed.

1.1 What is meant by non-Boussinesq approximation?

The well-known Boussinesq (also known as Oberbeck—Boussinesq) approximation is the

most common approach for the numerical simulation of natural convection problems.

This classic approach is established based on the following fundamental assumptions [3]:

� Small temperature difference

� Negligible viscous heat dissipation

� Constant thermophysical properties

� Small hydrostatic pressure variations

� Linear density state equation

Accurate performance of the Oberbeck—Boussinesq (OB) approximation depends

on the satisfaction of thees conditions, but in practice, there are many applications

that violate one or more of these. Imposed restrictions to apply the OB approximation

encourages researchers to use other approaches beyond the valid range of this approx-

imation performance. A review of different possible scenarios for numerical simulation

1



of natural convection problems is performed and the outcome is published as a research

paper entitled “Buoyancy-driven flows beyond the Boussinesq approximation: A brief

review”.

1.2 Published paper

The published paper reviewing different possible scenarios for numerical simulation of

natural convection problems is provided in the following.

2



International Communications in Heat and Mass Transfer 125 (2021) 105316

0735-1933/© 2021 Published by Elsevier Ltd.

Buoyancy-driven flows beyond the Boussinesq approximation: A 
brief review 

Peyman Mayeli *, Gregory J. Sheard 
Department of Mechanical and Aerospace Engineering, Monash University, VIC 3800, Australia   

A R T I C L E  I N F O   

Keywords: 
Non-Boussinesq approximation 
Non-Oberbeck—Boussinesq approximation 
Buoyancy-driven flows 
Free convection 
Compressible natural convection 

A B S T R A C T   

The well-known Boussinesq (also known as Oberbeck—Boussinesq) approximation is still the most common 
approach for the numerical simulation of natural convection problems. However, the accurate performance of 
this approximation is mainly restricted by small temperature differences. This encourages researchers and en-
gineers to use other approaches beyond the range of validity of the Boussinesq approximation, especially when 
buoyancy-driven flows are generated by large temperature differences. This paper assembles and classifies the 
various approaches for numerical simulation of laminar natural convection, including Boussinesq and non- 
Boussinesq approximations for Newtonian fluids. These classifications reside under two overarching classes 
capturing compressible and incompressible approaches, respectively. This review elaborates on the different 
approaches and formulations adopted within each category.   

1. Introduction 

Natural convection (NC) describes the flow and associated heat 
transport generated by temperature or species molar concentration 
differences. The addition of an external momentum source (a fan, for 
example) creates the sister class of convection known as mixed con-
vection. This paper focuses solely on pure natural convection problems 
in the absence of external momentum forcing and the different possible 
scenarios for their numerical simulation. 

The name most synonymous with modelling natural convection is 
Joseph Valentin Boussinesq, who in 1897 proposed the striking simpli-
fication of the natural convection problem that now bears his name: the 
Boussinesq model [1] neglects density differences except in the gravity 
term of the momentum equation. Crucially, this permitted NC flows to 
be treated within an incompressible framework, greatly increasing their 
mathematical tractability. Almost fifty years after Claude Navier (in 
1850) and George Stokes (in 1845) contributed to the development of 
the Navier—Stokes (NS) equations governing fluid motion, Boussinesq 
[1] established his famous approximation for NC problems. Later, Josef 
[2] recognised that Anton Oberbeck in 1879 [3] had earlier applied the 
same concept in his description of heat conduction in liquids accounting 
for currents driven by thermal gradients. The model is now commonly 
referred to as the Oberbeck—Boussinesq (OB) approximation in recog-
nition of their respective contributions. The OB approximation is 

established based on the following assumptions:  

• Small temperature differences  
• Negligible viscous heat dissipation  
• Constant thermophysical properties  
• Linear density state equation  
• Small hydrostatic pressure variations 

Under the OB approximation, density variations are confined just to 
the gravity term of the momentum equation, and their effects are 
ignored in other terms. Simple implementation, rapid convergence rate, 
and outstanding accuracy over small temperature differences are ben-
efits of the OB approximation. Under the OB approximation, density and 
temperature are connected via a linear density state equation using the 
definition of volumetric thermal expansion. The expansion coefficient 
value is typically taken at some reference temperature of the working 
fluid. Another less appreciated fundamental assumption of the OB 
approximation, is small hydrostatic pressure variations over the height 
of the physical domain compared to the thermodynamic pressure vari-
ations inside the system. This ratio is characterized by the dimensionless 
barometric number (Ba = gH/RT) [4]. 

One of the pioneering studies to determine the accurate range of the 
OB approximation performance was performed by Gray & Giorgini [5]. 
Considering all fluid properties as linear functions of two state variables 
(temperature and pressure) at a reference temperature of T0 = 15 ◦ C and 

* Corresponding author. 
E-mail addresses: peyman.mayeli@monash.edu (P. Mayeli), Greg.Sheard@monash.edu (G.J. Sheard).  

Contents lists available at ScienceDirect 

International Communications in Heat and Mass Transfer 
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https://doi.org/10.1016/j.icheatmasstransfer.2021.105316    
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a reference pressure of p0 = 1 atm, they extracted the valid temperature 
difference range of the OB approximation application in air and water as 
respectively less than 28.6 ◦ C and 1.25 ◦ C at a limited length scale of 
Lref ≤ 8.3 × 104 cm and Lref ≤ 2.4 × 105 cm. To neglect the pressure work 
term in the energy equation, they obtained the ranges of ∆T/Lref ≤ 1020 
cm/ ◦ C and ∆T/Lref ≤ 9.9 × 104 cm/ ◦ C for air and water, respectively. 
Additionally, to safely ignore the viscous dissipation relative to the 
thermal diffusion term of the energy equation, they obtained length 
scales Lref ≤ 4.1 × 105 cm and Lref ≤ 3.5 × 106 cm for air and water, 
respectively. 

There are many scientific and industrial applications in which tem-
perature differences and length scales are beyond the regime of validity 
of the OB approximation. Foundry processes, thermal insulation systems 
in nuclear reactors, solar collectors, and astrophysical MHD simulations 
are some examples in which temperature differences are of the order of 
several hundred kelvin, or in which the length scale exceeds hundred 
kilometres. In these situations, the OB approximation yields inaccurate 
results. Available numerical algorithms that attempt to improve upon 
the OB approximation are less abundant in the literature. This paper 
seeks to classify numerical algorithms within two main categories: 
compressible and incompressible. These two categories and their sub-
categories are presented in the context of a flowchart in Fig. 1. In section 
2, compressible-flow approaches are introduced, and in section 3, 
incompressible approaches are reviewed. A brief conclusion is drawn in 
section 4. An exhaustive collation of the literature review pertaining to 
each of the identified sub-categories is beyond the scope of this review. 

2. Compressible-flow based approximations 

The first category of remedies to the limitations of the OB approxi-
mation is built upon the concept of compressibility, which leads to the 
introduction of the Mach number. As shown in Fig. 1, compressible 

treatment of the NS equations is possible in two fashions: Fully 
compressible and weakly compressible approaches. We start with the 
introduction of the fully compressible approach and numerical problems 
associated with that. Then, the weakly compressible approach is intro-
duced and discussed. 

2.1. Fully compressible approximation 

Theoretically, the perfect simulation of NC is possible via the fully 
compressible form of the NS equations, since minimal approximations 
are introduced in this approach. The governing equations for a 
compressible Newtonian fluid, respectively derived from the principles 
of conservation of mass, momentum and energy, and closed by a density 
state equation are, 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂ρ*

∂t*
+∇∙(ρ*u) = 0,

∂(ρ*u)
∂t*

+∇∙(ρ*u ⊗ u) = −∇ p + ρ*geg + μ∇∙τ*,

∂
(
ρ*cp

*T
)

∂t*
+∇∙

(
ρ*cp

*uT
)
= k∇2T +

Dp
Dt*

+ μφ

p = f (ρ*, T)

,

(1) 

It should be noted the energy equation does not have a unique form. 
Different forms of the energy equation including specific heat at con-
stant volume (cv) or shear stress (τ) may be found in ref. [6]. Using 
dimensionless parameters based on diffusion velocity scale (u0 = α/L), 

t =
t*α
L2 ,X =

x
L
,U =

uL
α ,P =

pL2

ρ0α2,Θ =
T
T0
, ρ =

ρ*

ρ0
, cp =

cp
*

cp0
, ε =

∆T
2T0

, (2)  

the dimensionless form of the fully compressible NS equations may be 

Nomenclature 

Ba barometric number 
cp specific heat at constant pressure 
eg the unit vector in the gravity direction 
Ec Eckert number 
Fr Froude number 
Ga Gay-Lussac parameter (β∆θ) 
H height 
k thermal conductivity 
L reference length 
p pressure 
P dimensionless pressure 
Pth thermodynamic pressure 

Pr Prandtl number 
R ideal gas constant 
Ra Rayleigh number 
T temperature 
u velocity vector 
U dimensionless velocity vector 
α thermal diffusivity 
β isobaric expansion coefficient 
ε relative temperature difference 
θ physical temperature 
Θ dimensionless temperature 
μ dynamic viscosity 
ν kinematic viscosity 
ρ density  

Fig. 1. Classification of different approximations for numerical simulation of the natural convection problems.  
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expressed as follows, 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂ρ
∂t

+∇∙(ρU) = 0,

∂(ρU)

∂t
+∇∙(ρU ⊗ U) = −∇ P +

RaPr
2ε ρeg + Pr∇∙τ,

∂(ρΘ)

∂t
+∇∙(ρUΘ) = ∇2Θ + 2εEc

DP
Dt

+ 2εEcPrΦ

P = f (ρ,Θ)

(3) 

The choice for the reference velocity in NC is not unique. Another 
common choice for the reference velocity is the gravity velocity scale 
(u0 =

̅̅̅̅̅̅̅̅̅̅̅̅̅
gβ∆TL

√
), leading to different pre-factors. The presented dimen-

sionless equation of state is also valid for an ideal diatomic gas (R/R0 =

1, cp = 1). Using Stokes’ hypothesis for the bulk viscosity (λ = − 2/3μ), 
the dimensionless form of the stress tensor (τ) and dissipation term (Φ) 
for a 2D flow field in Cartesian coordinates are, 

τ = ∇U +(∇U)
T
− ( 2/3)(∇∙U)I, (4)  

Φ = 2

[(
∂U
∂X

)2

+

(
∂V
∂Y

)2
]

+

(
∂U
∂Y

+
∂V
∂X

)2

−
2
3

[(
∂U
∂X

+
∂V
∂Y

)2
]

(5) 

Compressible flow is characterized by the Mach number. In 
compressible buoyancy-driven flows, the square of the Mach number for 
an ideal gas may be recast as, 

Ma2 =
u0

2

γ(∂p/∂ρ)T
=

(α/L)2

γRT0
=

(α/L)2

(γ − 1)cp0T0
=

2ε
(γ − 1)

(α/L)2

cp0∆T
=

2ε
(γ − 1)

Ec.

(6) 

Regarding the maximum value of the relative temperature difference 
of unity (εmax = 1), the maximum Mach number in NC is bounded by the 

square root of the Eckert number (Mamax =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2Ec(γ − 1)− 1
√

). Another 
advantage of Eq. (6) is replacement of the 2εEc in the energy equation by 
(γ − 1)Ma2. Thus, the energy equation may be rewritten as, 

∂(ρΘ)

∂t
+∇∙(ρUΘ) = ∇2Θ+(γ − 1)Ma2

(
DP
Dt

+PrΦ
)

(7) 

When expressed in this form, it can be seen that the energy equation 
under the incompressible assumption is recovered as the Mach number 
approaches zero (Ma → 0,ρ → 1). 

Fully compressible NS solvers are developed in two fashions: 
pressure-based and density-based. In brief, density-based algorithms are 
developed so that density is updated through the continuity equation, 
and pressure is obtained from the equation of state. The Roe scheme [7] 
is a popular method in this category. On the other hand, in pressure- 
based algorithms, the continuity equation becomes a constraint (Pois-
son equation) for pressure, and density is updated via the equation of 
state. While pressure-based algorithms can be applied across the entire 
spectrum of the Mach number, density-based solvers face serious 
convergence problems within the near-zero Mach number regime [8], as 
pressure wave speed approaches infinity as Ma → 0. This is important 
because Mach number is typically very small for most NC problems. For 
instance, numerical simulation of NC in the square cavity benchmark 
problem (with two horizontal adiabatic sides and two vertical hot and 
cold isothermal walls) at a high relative temperature difference of ε =
0.6 and Ra = 105 indicates the maximum Mach number is equal to 3.68 
× 10− 4 [9]. Thus, applying density-based solvers on NC problems re-
quires numerical treatments such as preconditioning and using a dual 
time-step strategy [10,11]. Although pressure-based algorithms would 
appear to be more suitable for NC problems, but for enclosed domains 
(having no inflow-outflow), conserving initial mass should be consid-
ered for a physical answer [12]. 

Many researchers have performed numerical simulations of NC 
problems under the fully compressible approach. NC in square cavity 

benchmark problem up to Ra = 106 and ε = 0.6 is numerically simulated 
in refs. [12–16]. Reported data corresponding to ε = 0.01 in refs. [12, 
15, 16] confirm that the fully compressible approach gives identical 
results to the incompressible OB approximation. El-Gendi & Aly [17] 
analysed unsteady compressible NC in square and sinusoidal cavity up to 
a huge temperature difference of 2000 K. Darbandi and Hosseinizadeh 
[18] studied NC in a deep vertical-cavity, concluding that the maximum 
Nusselt number initially increases and then decreases as the length to 
height ratio increases with a little different pattern for different Rayleigh 
numbers. NC in a horizontal concentric annulus cavity at Ra = 4.7 × 104 

and ε = 0.33 under the fully compressible assumption is performed by 
Weiss and Smith [11]. A similar study within the OB regime (∆T =
26.3 ◦ C) was performed by Volkov et al. [19]. The aspect ratio of the 
outer to inner cylinder diameters in both studies was fixed at 2.6 to 
enable comparison with the experimental data reported by Kuhen & 
Goldstein [20]. Yamamoto et al. [21] simulated compressible NC of air 
around a circular cylinder in free space as an external flow and validated 
their results against the experimental data of Kuhen & Goldstein [20]. 
Then, they extended their calculations for NC of horizontal pipes con-
taining hot liquid with three different solid to air conductivity ratio. Fu 
et al. [22] simulated a compressible NC problem in a vertical open 
channel for industrial applications. In this respect, they presented two 
equations, which separately correlates the average Nusselt number to 
the Rayleigh number and the length of the channel for a broad range of 
temperature differences. A similar study of compressible NC in an in-
clined open channel for a limited range of the Rayleigh number has been 
performed by Talukdar et al. [23]. Following Fu et al. [22], they pre-
sented a relation for the average Nusselt number as a function of Ray-
leigh number and inclination angle suitable for engineering 
applications. 

2.2. Weakly compressible approximation 

The second subcategory under the umbrella of compressible flow 
assumption, i.e. weakly compressible approach, is developed to resolve 
numerical problems associated with small Mach number NC problems. 
This approach is also sometimes called as the low Mach number scheme 
(LMS). Another advantage of the LMS approximation is that it permits 
larger time steps for explicit methods. Under the LMS approximation 
developed by Paulucci [24], acoustic sound waves are filtered from the 
fully compressible approach for the low Mach number regime, and the 
total pressure is split into a global/uniform thermodynamic pressure 
(pth) and a local hydrodynamic pressure (ph) as ptot = pth + ph. This 
simplification is performed based on asymptotic analysis that states pth/ 
p0 ≅ O(1) and ph/p0 ≅ O(Ma2) [24]. Under the LMS approximation, 
local hydrodynamic pressure (obtained from a Poisson equation) acts in 
the momentum equation to establish a balance amongst advection, 
buoyancy, and diffusion terms, while thermodynamic pressure is used to 
update density during the solution procedure. Under the LMS approxi-
mation, the governing equations for an ideal gas are expressed as, 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂ρ*

∂t*
+∇∙(ρ*u) = 0,

∂(ρ*u)
∂t*

+∇∙(ρ*u ⊗ u) = −∇ ph + ρ*eg +∇∙τ*,

ρ*cp
*
(

∂T
∂t*

+ u∙∇T
)

= κ∇2T +
dpth

dt

pth = ρ*RT.

,

(8) 

Using the group of dimensionless parameters introduced earlier in 
Eq. (6) accompanied by a dimensionless thermodynamic pressure (Pth =

pth/p0), the dimensionless form of the governing equations for an ideal 
gas are expressed as follows [25]. 
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂ρ
∂t

+∇∙(ρU) = 0,

∂(ρU)

∂t
+∇∙(ρU ⊗ U) = −∇ P +

RaPr
2ε ρeg + Pr∇∙τ,

ρ
(

∂Θ
∂t

+ U∙∇Θ
)

= ∇2Θ + Γ
dPth

dt

Pth = ρΘ.

,

(9) 

In Eq. (9), Γ is a measure of the resilience of the fluid (Γ = (γ − 1)/γ), 
where γ is the heat capacity ratio (γ = cp/cv). The buoyancy term in both 
of Eqs. (3) and (9) is expressed by a gL3/α2 pre-factor that is replaced by 
a Froude number, characterising the ratio of inertia to gravity, 

gL3

α2 ρ =
gL

(α/L)2 ρ =
gL
u0

2 ρ =
1

Fr
ρ. (10) 

To express the Froude number as a Product of Ra, Pr, and ε, we may 
use the Rayleigh number definition. Within the compressible/weakly- 
compressible approaches, the Rayleigh number is expressed slightly 
differently compared to its incompressible definition 

Racomp. = Pr
gρ0

2(Th − Tc)L3

Toμ0
2 =

gβ∆TL3

να = Raincomp. (11) 

Comparing incompressible and compressible Rayleigh number defi-
nitions give the following relation for the Froude number, 

2ε = (Th − Tc)/To
⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟

Compressible

= β∆T = RaPrFr
⏟̅̅̅̅̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅̅̅̅̅ ⏟

Incompressible

→Fr = 2ε
/

RaPr. (12) 

Eq. (9) has one more unknown (Pth) concerning the number of 
equations. For open systems, thermodynamic pressure may be simply 
approximated by the atmospheric pressure. However, for the enclosed 
domains, an extra equation is required to close the system of equations. 
Combining the energy equation with the equation of state and continuity 
from Eq. (9) yields, 

∇∙U =
1

pth

[

∇2Θ −
1
γ

dPth

dt

]

(13) 

Using the Gauss divergence theorem, it can be shown that integration 
of ∇ ∙ U over a closed domain is zero, thus 

dPth

dt
=

γ
V

∫

S

∂Θ
∂xj

njdS. (14) 

In Eq. (14), S and V refer to the surface and volume of the physical 
domain, respectively. The integrand of Eq. (14) is the residual of the 
energy equation that asymptotically goes to zero for a steady-state so-
lution (dPth/dt → 0). Computing thermodynamic pressure variations 
from Eq. (14) does not guarantee strict mass conservation [9]. Knowing 
initial mass inside the system (m0), Le Quéré et al. [26] suggested 
applying the concept of mass conservation for an enclosed domain to 
update thermodynamic pressure: 

m0 =
P0V
RT0

=
PthV
RT

→Pth =

(
P0V
T0

)

⏟̅̅̅̅⏞⏞̅̅̅̅⏟
cte

/∫

V
dV

/

T. (15) 

A comprehensive study of the NC under the LMS approximation in 
the square cavity benchmark problem is performed by Paolucci and 
Chenoweth [25,27]. They found that by increasing temperature differ-
ences, critical Ra for stationary and oscillatory instabilities are 
decreased. Their stability analysis results under LMS approximation for 
a differential relative temperature difference indicates that flow be-
comes unsteady at Ra = 1.93 × 108 [27]. A similar study of the NC 
problem under the LMS approximation in the square cavity is also per-
formed by Wang et al. [28]. They extracted power-law scaling of the 
average Nusselt number for the different range of Ra at different ε and 

determined critical Rayleigh number at ε = 0.2, 0.4, and 0.6. A bench-
mark solution for the square cavity problem is provided by Le Quéré et 
al. [29]. Le Quéré et al. [26] applied LMS approximation for different 
relative temperature differences in a deep cavity with an aspect ratio of 8 
to study the transition to unsteadiness. A similar study of a deep vertical- 
cavity emphasizing stability analysis is also performed by Suslov and 
Paolucci [30,31]. Paillere et al. [9] compared results of the LMS 
approach against the fully compressible approach for both small (ε =
0.01) and large (ε = 0.6) temperature differences up to Ra = 105. They 
showed the LMS model could simulate NC with high fidelity and 
negligible differences compared to the hyperbolic fully compressible NS 
equations. Elmo & Cioni [32] used LMS approximation for a pebble bed 
of a nuclear reactor. Kumar & Natarajan [33] investigated the role of 
discrete conservation in numerical simulations of thermos-buoyant 
flows in enclosures and devised two different pressure-based numeri-
cal algorithms under LMS approximation that violate either the equation 
of state or a conservation law at the discrete level, leading to two 
different classes of algorithms. Tyliszczak [34] applied the projection 
method with a second-order temporal accuracy of Adams-Bashforth/ 
Adams-Moulton methods to the LMS approach. 

Finally, in the compressible framework, the idea of splitting the total 
pressure into a spatially uniform and a local pressure is also presented 
under the homobaricity approach [35]. This approach was originally 
developed for gaseous flow with zero viscosity; similar to the LMS 
approach, equation of state and energy equations are treated by the 
spatially uniform thermodynamic pressure while the hydrodynamic 
local pressure acts solely in the momentum equation. Cherkasov et al. 
[36] applied this approach for a 1D boundary layer problem along the 
vertical plate. 

3. Incompressible approximations 

Approaches within the incompressible-flow framework will now be 
explored. As shown in Fig. 1, the incompressible category is divided into 
the OB type approximations and algorithms beyond the OB approxi-
mations. The OB-type approximations will be covered first, and then we 
introduce different non-OB subcategories will be discussed. 

3.1. OB type approximations 

The OB-type approximations may be divided into two groups; the 
first being the original OB approximation and the second being the 
thermodynamic Boussinesq approximation. 

3.1.1. OB approximation 
When the OB approach conditions [5] are met, density variations are 

assumed to be negligible except via the gravity term. Neglecting viscous 
heat dissipation and pressure work terms, governing equations in the 
dimensional form under the OB approximation are expressed as follows, 
⎧
⎨

⎩

ρ/ρ0(∇∙u) = 0
ρ
/

ρ0(∂u/∂t* + u∙∇u) = −( 1/ρ0)∇p + ν∇2u + (ρ/ρ0)geg

ρ
/

ρ0(∂T/∂t* + u∙∇T) = α∇2T.
(16) 

To relate temperature variations to density, a linear density state 
equation (ρ/ρ0 = 1 − βθ) is derived from the volumetric thermal 
expansion coefficient definition. Under the OB approximation, all ρ/ρ0 
pre-factors are considered equal to unity except in gravity term, which is 
replaced by the linear density state equation. The result is, 
⎧
⎨

⎩

∇∙u = 0
∂u

/
∂t* + u∙∇u = −( 1/ρ0)∇p + ν∇2u + (1 − βθ)geg

∂T
/

∂t* + u∙∇T = α∇2T.
(17) 

In the next step, a modified pressure is introduced as p* = p + ρ0ϕ, 
where ϕ is the gravitational potential whose gradient opposes the 
gravitational acceleration vector, i.e. ∇ϕ = − geg. The modified pressure 
absorbs geg term in the momentum equation and just the βθgeg remains 

P. Mayeli and G.J. Sheard                                                                                                                                                                                                                    

6



International Communications in Heat and Mass Transfer 125 (2021) 105316

as the buoyancy term. Using the same dimensionless parameters in Eq. 
(2) except with a different dimensionless temperature defined as Θ = (T 
− T0)/ΔT, the dimensionless form of the governing equations become, 
⎧
⎨

⎩

∇∙U = 0,
∂U

/
∂t + U∙∇U = −∇ P + Pr∇2U − RaPrΘeg,

∂Θ
/

∂t + U∙∇Θ = ∇2Θ.

(18) 

There are a vast number of works that have adopted the OB 
approximation. As the focus of this review is on the approaches beyond 
the original OB approximation, interested readers are directed to rele-
vant review papers with a focus on specific geometry including the 
annulus [37,38], triangular [39,40], parallelogram [41], non-square 
[42], and rectangular-shaped [43] cavities or particular topics within 
NC such as localized heating [44] or internal heat sources [45]. 

3.1.2. Thermodynamic Boussinesq approximation 
Under the OB approximation, dissipated heat due to viscous friction 

and work of pressure stress are removed from the energy equation as 
their effects are assumed to be negligible. Decisions as to whether heat 
dissipation or pressure work terms may be neglected are typically made 
based on comparing order-of-magnitude arguments, but this causes a 
thermodynamical paradox. The momentum equations compel the 
dissipation of kinetic energy due to fluid friction (diffusion terms). 
However, under the OB approximation, heat produced by this process is 
not captured by the energy equation. Separately, the absence of the 
pressure work in the energy equation lacks a logical relation between the 
internal energy and work performed upon the fluid. Using Gibbs and 
entropy balance equations, it can be shown that when these contribu-
tions are omitted from the energy equation, the described thermody-
namic system recognizes heat conduction (and not viscous friction) as 
the only source of irreversibility. This prompted to development of an 
elaborated version of the OB approximation under different names 
including ‘deep convection’ [46], ‘thermodynamic’ [47], and ‘extended’ 
[5] Boussinesq approximations. The thermodynamic paradox is dis-
cussed in detail in refs. [48, 49], where it is concluded that removing 
pressure work and viscus dissipated heat remains a paradox for enclosed 
domains. Pons and Le Quéré [50] presented a dimensionless form of the 
governing equations under the thermodynamic Boussinesq model in 
which the effect of both dissipated heat due to viscous friction and work 
of pressure stress were considered in the energy equation. When both 
terms mentioned above are considered in the energy equation, the 
governing equations for an ideal gas are, 
⎧
⎨

⎩

∇∙U = 0,
∂U

/
∂t + U∙∇U = −∇ P + Pr∇2U − RaPrΘeg,

∂Θ
/

∂t + U∙∇Θ = ∇2Θ + EcPrΦ − ArΓBaU∙eg,

(19)  

where Φ is the dissipation term (Eq. (5)) of a divergence-free flow field 
and the barometric number is defined by the ratio of potential energy 
variations to thermodynamic pressure variations (Ba = gH/R∆T). Ar is 
the aspect ratio of the geometry (Ar = L/H). Since the net product of EcPr 
is minimal for gaseous flow in the Boussinesq regime, Pons and Le Quéré 
[51] ignored dissipated heat due to viscous friction. They found that 
when the magnitude of the barometric number becomes more extensive 
than 0.01/Γ, its effect in the energy equation is no longer negligible in 
the square cavity benchmark problem. A variant of the thermodynamic 
Boussinesq approximation whereby the pressure work is neglected and 
only the viscous dissipation term is retained, is broadly used for nu-
merical simulation of NC in porous media. An excellent review of free/ 
mixed convection in saturated porous media considering viscous dissi-
pation is performed by Nield [52]. 

3.2. Non-OB approximations 

Approaches residing in the second category of the incompressible 
approximations attempt to increase the OB approximation accuracy so 

that the formulation is applicable for a larger spectrum of temperature 
differences. With reference to Fig. 1, three subcategories are identified in 
this class: the Gay-Lussac approximation, non-linear density state 
equation, and approaches based on variable thermophysical properties. 

3.2.1. Gay-Lussac approximation 
Under the Gay-Lussac approximation, density variations are not 

confined only to gravity term in contrast to the OB approximation. In 
this approach, the ρ/ρ0 pre-factors are expressed in terms of Gay-Lussac 
parameter (Ga = βΔθ) as follows, 

ρ/ρ0 = 1 − βθ = 1 − βΔθΘ = 1 − GaΘ. (20) 

Considering all density variations of Eq. (16) and replacing them 
with Eq. (20) yields the following dimensionless form of the governing 
equations, which is known as the Gay-Lussac approximation, 
⎧
⎨

⎩

(1 − GaΘ)(∇∙U) = 0
∂U

/
∂t + (1 − GaΘ)U∙∇U = −∇ P + Pr∇2U − RaPrΘeg

∂Θ
/

∂t + (1 − GaΘ)U∙∇Θ = ∇2Θ.

(21) 

Eq. (21) is made dimensionless with the same dimensionless pa-
rameters applied for the OB approximation. Having a physical density 
requires ρ/ρ0 > 0 and consequently 1 − GaΘ > 0 that gives Ga < 1/Θ. 
When the dimensionless temperature is defined as Θ = (T − T0)/ΔT, 
then the minimum and maximum dimensionless temperatures alter 
between ±0.5 that gives Ga < 2 constraint for the Gay-Lussac parameter 
to have a physical density value. This approximation has thus far found 
only limited application in the literature. Pesso & Piva [53] applied the 
Gay-Lussac approximation for the square cavity benchmark problem for 
a broad range of Rayleigh (10 ≤ Ra ≤ 108) and Prandtl number (0.0071 
≤ Pr  ≤ 7.1). Their calculations indicate a reverse relation between Ga 
and the average Nusselt number. They also presented an analytical 
relation predicting the average Nusselt number as a function of Ra,  Pr , 
and Ga. Lopez et al. [54] presented a Gay-Lussac type approach for the 
treatment of rapidly rotating flows, in which instead of considering 
density variations in any term of the governing equations including 
density, buoyancy effects were extended just to the centrifugal part of 
the advection term to capture centrifugal effects in rapidly rotating 
flows. Mayeli & Sheard [55,56] continued this approach for NC in the 
annulus cavity with large temperature differences up to ε = 0.2. They 
compared obtained results against the LMS and OB approximations, 
concluding that extending density variations to the advection term 
slightly improves the Gay-Lussac type approximation flow-related data. 

3.2.2. Non-linear density state equation 
The full density state equation is ρ/ρ0 = 1 +

∑
i=1
n (− βθ)i, that is 

derived from the volumetric thermal expansion coefficient definition. 
The OB approximation is established based on a linear density state 
equation (n = 1), which works very well for the small temperature dif-
ferences. However, as the temperature differences become large, higher 
terms of the density state relation may no longer be negligible. Another 
justification for applying a non-linear density state relation comes from 
the unconventional behaviour of some fluids such as water at temper-
atures close to or equal to the temperature of maximum density (Tmax). 
In this situation, the linear density state relation may not be valid, even 
for small temperature differences. For instance, the density-temperature 
relationship of cold water in the vicinity of 4 ◦C does not obey a linear 
function. The non-linear density state equation of water (ρ/ρmax = 1 −
βθq where β = 9.29 × 10− 6(◦C)− q and q = 1.894) proposed by Gebhart 
and Mollendorf [57] is a popular equation in this category. Defining a 
dimensionless temperature named inversion parameter as Θm = (Tmax −

Tc)/(Th − Tc) which relates the temperature of the maximum density to 
the hot and cold reference temperatures accompanied by a modified 
Rayleigh number defined as Ra = gβ∆TqL3/να, the dimensionless mo-
mentum equation is expressed as follows in this category, 

∂U
/

∂t+U∙∇U = −∇ P+Pr∇2U − RaPr(Θ − Θm)
qeg. (22) 
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For 0 < Θm < 1, Tmax lies between the hot and cold reference tem-
peratures. Thus, studies in this category focus on this regime and the 
corresponding flow patterns due to different inversion parameters. One 
of the pioneer studies in this category was performed by Nansteel et al. 
[58] in the small range of the Rayleigh number in a rectangular cavity 
with three different height to length aspect ratios. They found that the 
inversion parameter near 0.5 (Θm = 0.5) results in a counter-rotating 
pair of vortices arranged horizontally in the enclosure. Similar 
behavior of dual rotating vortices in this problem is also reported by 
Braga & Viskanta [59]. Osorio et al. [60] studied this problem in an 
inclined square cavity. Another pioneering study in this category for the 
annulus cavity using a 4th-order density state equation is performed by 
Vasseur et al. [61]. They noticed a secondary vortex pair at the top of the 
inner cylinder for a limited range of inversion parameters. Raghavarao 
& Sanyasiraju [62] repeated this problem with a second-order density 
equation of state. They noticed a uni-cellular flow pattern at Θm = 0 and 
1, and a bi- cellular flow pattern at Θm = 0.5. Ho & Lin [63] studied the 
NC of water close to its maximum density in eccentric annulus using 
Gebhart and Mollendorf equation of state [57]. Studying the NC of water 
around the horizontal cylinder in free space using a 4th-order density 
state equation is performed by Wang et al. [64]. In this category, the 
quadratic density state equation is also used for numerical simulation of 
the oscillatory NC in the square cavity [65]. 

3.2.3. Variable thermophysical properties 
In the OB regime limit, the thermophysical properties of the working 

fluid are considered constant, which is a valid assumption for small 
temperature differences. However, when the temperature differences 
become large enough, the constant properties assumption is no longer 
valid, especially for working fluids sensitive to the temperature differ-
ences. Since most of the compressible/weakly compressible simulations 
are devoted to large temperature differences, the idea of applying var-
iable thermophysical properties is applied by default to the formulation 
in those works [15–17,22–32]. This approach is also pursued in an 
incompressible category beyond the OB approximation. One of the 
pioneer studies in this category is performed by Zhong et al. [66]. Their 
numerical results of NC via variable thermophysical properties approach 
in the square cavity for air as working fluid confirms that up to ε = 0.05, 
the results of OB is valid. Also, at ε ≅ 0.1, OB still correctly predicts 
overall heat transfer, but it over predicts the maximum vertical velocity 
by approximately 20%. Zhong et al. [66] also presented a relation for 
relative temperature difference as a function of the Rayleigh number 
determining the OB approximation’s valid performance. Leal et al. [67] 
continued this approach and concluded that the properties variation 
effects are considerable even within the OB regime. Hernández & 
Zamora [68] applied this approach for vertical channels. Mahony et al. 
[69] studied the annulus cavity problem under variable thermophysical 
properties assumption. They found that the OB assumption over-predicts 
the tangential velocity and the temperature gradient near the hot inner 
cylinder while under-predicting both close to the cold outer cylinder. In 
this category, a similar study of the annulus cavity considering eccentric 
effects is also performed by Shahraki [70]. 

4. Conclusion 

This review provides a general framework of different numerical 
approaches beyond the Oberbeck—Boussinesq approximation for 
buoyancy-driven flows. Two main approaches, compressible and 
incompressible, are distinguished, with different strategies elucidated 
within each class. A brief review of pioneering studies in each category is 
also performed. This short communication paper does not cover the 
broader literature on non-Oberbeck—Boussinesq natural convection, 
but the presented framework, in theory, may categorize any publication 
in this field of study. The literature survey indicates that, however the 
current compressible approaches work with high accuracy for natural 
convection problems associated with large temperature differences, but 

it seems the main challenge of the future non-Oberbeck—Boussinesq 
approximations would be improving the accuracy of the computations 
while retaining the simplicity of an incompressible approach. 
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1.3 Different possible scenarios for numerical simulation of natural

convection

Classification of different approximations is performed in the context of a flowchart as

shown in Fig. 1.1 [3]. As seen, the flow-chart resides under two overarching classes

capturing compressible and incompressible approaches.

Figure 1.1: Classification of different approximations for numerical simulation of natural convec-
tion problems.

This thesis deals with a subclass of the Gay-Lussac approximation (highlighted in

green in Fig. 1.1), sometimes referred to as a centrifugal approximation, which lies

within the domain of incompressible approaches beyond the OB approximation. In

brief, the Gay-Lussac approximation is distinguished against the conventional OB ap-

proximation by extending the density variations beyond only the gravity term of the

momentum equation. This approximation will be discussed in details in the next two

chapters.

1.4 Aims and structure of the thesis

The overarching aim of this thesis is to investigate the Gay-Lussac and related approx-

imations for buoyancy in contrast to the conventional OB approximation, via consider-

ation of several canonical benchmark problems. Focus is directed to the effects of these

alternative approximations to the stability of a class of natural convection known as hor-

izontal convection. The rest of the thesis is organised as follows: In the next chapter,

the Gay-Lussac approximation and a simplified version of this approach are introduced,
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and pertinent dimensionless parameters will be defined. In chapter 3, a Gay-Lussac

type approach called the centrifugal approximation is introduced. In chapter 4, lin-

earised Navier—Stokes equations under the centrifugal approximation are derived. A

linear stability analysis of horizontal convection is conducted and stability thresholds are

sought. In chapter 5, perturbation equations for an Orr-Sommerfeld type stability anal-

ysis are derived and a local stability analysis is performed. Heat transfer mechanism

evolution is investigated and Nusselt number is scaled against the Rayleigh number.

Finally, chapter 6 summarises findings of the research and gives some suggestions for

future studies.
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Chapter 2

2 The Gay-Lussac approximation

This chapter introduces the governing equations under the Gay-Lussac approximation.

In this respect, governing equations under the Gay-Lussac approximation are derived

and pertinent dimensionless numbers including Rayleigh, Prandtl and Froude numbers

associated with the Gay-Lussac parameter are introduced. Then, the simplified Gay-

Lussac approximation is presented in both primary and secondary variables form. The

difference of the produced results under the two approximations are compared in two

benchmark problems demonstrating that the simplified Gay-Lussac approximation gives

identical results to the Gay-Lussac approximation with a lower computational cost.

2.1 Governing equations under the Gay-Lussac approximation

Under the OB approximation, density variations are ignored except within the gravity

term of the momentum equation. However, under the Gay-Lussac (GL) approximation

[4] as an incompressible approach, the density variations are extended beyond the gravity

term. Dimensional form of the Navier—Stokes equations with thermal transport under

the GL approximation in the absence of any additional force and negligible viscus heat

dissipation after being divided by a reference density (ρ0) may be expressed as,

(ρ/ρ0)∇ · u = 0, (2.1)

∂u

∂t∗
+ (ρ/ρ0)(u · ∇)u = −(1/ρ0)∇p+ ν∇2u + (ρ/ρ0)geg, (2.2)

∂T

∂t∗
+ (ρ/ρ0)(u · ∇)T = α∇2T, (2.3)

and following the OB approximation by substitution a linear density state relation

(ρ/ρ0 = 1− β∆θ) into the governing equation yields

(1− β∆θ)∇ · u = 0, (2.4)

∂u

∂t∗
+ (1− β∆θ)(u · ∇)u = −(1/ρ0)∇p+ ν∇2u + (1− β∆θ)geg, (2.5)

∂T

∂t∗
+ (1− β∆θ)(u · ∇)T = α∇2T. (2.6)
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In Eqs. (2.1) to (2.6), u , p, ν, α and T represent dimensional velocity, pressure, kine-

matic viscosity, thermal diffusivity and temperature, respectively. In addition, the den-

sity ratio is ignored in the transient terms. With respect to the continuity equation

under the GL approximation, it may be interesting for the reader to see/check how the

(ρ/ρ0) prefactor appears. Starting from the compressible form of the continuity equation

∂ρ

∂t
+∇ · (ρu) = 0→ ∂ρ

∂t
+ ρ∇ · u+ u∇ · ρ = 0, (2.7)

and applying the impressibility constraint (ρ = cte) gives

ρ∇ · u = 0. (2.8)

Dividing of Eq. (2.8) by a reference density (similar to what is done for the momen-

tum and energy equations) yields the density ratio prefactor for the continuity equa-

tion. In the next step, a modified pressure p∗ = p + ρ0φ is defined that absorbs the

hydro-static effects into the hydro-dynamic pressure. Here, φ is the gravitational poten-

tial whose gradient opposes the gravitational acceleration vector, that is, ∇φ = −geg,

where eg represents the unit vector in the direction of gravity. Using the following

non-dimensionlisation of variables,

t =
t∗α

L2
,X =

x

L
,U =

uL

α
, P =

p∗L2

ρα2
,Θ =

θ

∆θ
=

T − T0

Th − Tc
, Ga = β∆θ, (2.9)

one can derive the dimensionless form of the governing equation under the Gay-Lussac

approximation,

(1−GaΘ)∇ ·U = 0, (2.10)

∂U

∂t
+ (1−GaΘ)(U · ∇)U = −∇P + Pr∇2U −RaPrΘeg, (2.11)

∂Θ

∂t
+ (1−GaΘ)(U · ∇)Θ = ∇2Θ. (2.12)

Eqs. (2.10) to (2.12) introduce the Prandtl number

Pr =
ν

α
, (2.13)
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characterising the ratio of the molecular to thermal dissipation and the Rayleigh number

Ra =
gβ∆θL3

να
, (2.14)

characterising the ratio of buoyancy to viscous and thermal dissipation. As seen, the

governing equations under the OB approximation are recovered as the GL parameter

(Ga) approaches zero. Under this approximation, (1 − GaΘ) acts as a modifier on

different terms, and its effect becomes stronger by increasing Ga (and consequently ∆θ),

but in practice Ga cannot exceed a specified value to avoid an unphysical (negative)

density,

ρ/ρ0 = 1− βθ = 1− β∆θΘ = 1−GaΘ. (2.15)

Eq. (2.15) indicates that, Ga cannot exceed Gamax = 2 based on the defined dimen-

sionless temperature, as it leads to a negative value for the density, i.e. 0 ≤ Ga ≤ 2.

2.2 Governing equations under the simplified Gay-Lussac approxima-

tion

In this thesis, a simplified Gay-Lussac (SGL) approximation [5, 6] is proposed by omit-

ting density variations from the continuity equation,

∇ ·U = 0, (2.16)

∂U

∂t
+ (1−GaΘ)(U · ∇)U = −∇P + Pr∇2U −RaPrΘeg, (2.17)

∂Θ

∂t
+ (1−GaΘ)(U · ∇)Θ = ∇2Θ. (2.18)

As seen, the governing equations under the SGL approximation are consistent with

the governing equations under the OB approximation, except for the pre-factors of the

advection and convection terms of the momentum and energy equations, respectively.

The roles of these pre-factors are to modify the advection/convection terms locally

throughout the flow, physical effects that are ignored under the OB approximation. In-

deed, regions of the thermo-flow field having a higher magnitude of the non-OB advec-

tion/convection contributions described by |Θ(U ·∇)U | and |Θ(U ·∇)Θ|, respectively,

will experience more deviations from the OB buoyancy approximation. The strength

of these contributions is proportional to Ga, with Ga → 0 (∆θ → 0), recovering the
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classical OB approximation.

The GL-parameter may also be expressed as a product of Rayleigh, Prandtl, and

Froude numbers (Ga = RaPrFr)), where the Froude number characterises the ratio of

inertia to gravity (Fr = α2/gL3) based on thermal dissipation velocity scale u0 = α/L.

Thus, an alternate form of the governing equations under the SGL approximation may

be expressed as

∇ ·U = 0, (2.19)

∂U

∂t
+ (1−RaPrFrΘ)(U · ∇)U = −∇P + Pr∇2U −RaPrΘeg, (2.20)

∂Θ

∂t
+ (1−RaPrFrΘ)(U · ∇)Θ = ∇2Θ. (2.21)

The GL parameter is also equal to twice of the relative temperature difference that ap-

pears in the governing equation under the compressible/weakly-compressible approaches

(See [3], section 2.2)

2ε = (Th − Tc)/T0 = β∆θ = Ga. (2.22)

Therefore, a more concise form of the governing equations under the SGL approximation

may be expressed using ε instead of Ga,

∇ ·U = 0, (2.23)

∂U

∂t
+ (1− 2εΘ)(U · ∇)U = −∇P + Pr∇2U −RaPrΘeg, (2.24)

∂Θ

∂t
+ (1− 2εΘ)(U · ∇)Θ = ∇2Θ. (2.25)

A secondary variables form of the governing equations can be obtained for two-

dimensional flow fields by defining the vorticity (ω = ∂V/∂X − ∂U/∂Y ) and stream-

function (U = ∂ψ/∂Y ;V = −∂ψ/∂X). The secondary variables form of the governing

equations under the SGL approximation therefore becomes,

∇2ψ = −ω, (2.26)

∂ω

∂t
+ (1− 2εΘ)

(
∂ψ

∂Y

∂ω

∂X
− ∂ψ

∂X

∂ω

∂Y

)
= Pr∇2ω +RaPr

∂Θ

∂X
, (2.27)

∂Θ

∂t
+ (1− 2εΘ)

(
∂ψ

∂Y

∂Θ

∂X
− ∂ψ

∂X

∂Θ

∂Y

)
= ∇2Θ. (2.28)
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In the remainder of this chapter, the proposed simplified approach is studied via two

different benchmark problems.

2.3 Published papers

The primary form of the governing equations is applied to study free convection in

the square cavity benchmark problem with different inclination angles. This work is

published as a research paper entitled “A simplified and efficient Gay-Lussac approach

for non-Boussinesq treatment of natural convection problems”. The secondary variables

form of the governing equations under the SGL approximation is used to study free

convection in the annulus cavity benchmark problem and it is published as a research

paper entitled “An efficient and simplified Gay-Lussac approach in secondary variables

form for the non-Boussinesq simulation of free convection problems”. In both works,

governing equations are solved using a control volume finite element method (CVFEM)

solver which is described in the published works.
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A simplified and efficient Gay-Lussac approach for non-
Boussinesq treatment of natural convection problems

Peyman Mayeli and Gregory J. Sheard

Department of Mechanical and Aerospace Engineering, Monash University, Clayton, Victoria, Australia

ABSTRACT

Under the Boussinesq approximation for buoyancy driven flows, density
variations are restricted to the gravity term. In contrast, the Gay-Lussac
(GL) approach is developed based on considering density variations in any
term of the Navier—Stokes equations in which density appears. In both
incompressible approaches, a linear density state equation is adopted to
relate density variations to temperature differences. In this article, a simpli-
fied Gay-Lussac (SGL) approach with a reduced computational cost is pro-
posed in which density variations are omitted from the continuity
equation. It is shown that the SGL approach gives identical results to the
traditional GL approach in both transient and steady states. Then, perform-
ance of the SGL approach at high relative temperature differences up to
e ¼ 0:3 is evaluated against the low Mach number scheme and the
Boussinesq approximations. In this respect, natural convection in square
cavity benchmark problem at three different inclination angles (c ¼ 0 and
6p=6) is simulated up to Ra ¼ 107 at Pr ¼ 1 and results are analyzed in
terms of the local and average Nusselt number, and the skin friction coeffi-
cient. Comparing computational cost of simulations at Ra ¼ 107 indicates
the introduced SGL approach has 17% and 11% less computational cost
using upwind and central schemes, respectively, compared to the trad-
itional GL approach, while the convergence rate is not affected by the pro-
posed simplification. Comparing the Nusselt number shows a negligible
difference between the SGL and the Boussinesq approximations at high
relative temperature differences, both deviating from the low Mach num-
ber scheme. Finally, by comparing the friction coefficient results obtained
by the SGL approach against the weakly compressible approach it is con-
cluded that the GL family approaches require serious revisions to outper-
form the Boussinesq approximation as an incompressible approach for
buoyancy driven flows with high relative temperature differences.
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1. Introduction

The well-known Boussinesq approximation [1] is still the most common approach for the numer-
ical simulation of natural convection (NC) problems. The general idea of treating natural convec-
tion (NC) as incompressible by ignoring density variations except in the buoyancy term first was
proposed by Oberbeck [2], which is why the approximation’s is sometimes referred to as the
Oberbeck—Boussinesq (OB) approximation. Under the OB approximation, a linear state equation
is adopted to relate density variations to temperature differences. The OB approximation due to
its great accuracy of performance for problems associated by differential temperature differences
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has been used as the basis of many benchmark natural convection problems in different geome-

tries such as rectangular [3–8], triangular [9–12] and annulus [13–15] enclosures.
One of the fundamental assumptions of the OB approximation is small temperature differen-

ces, which justifies restricting density variations to the buoyancy term. Indeed, applying the OB

approximation on cases that are featuring large density variations produces inaccurate results

[16]. Foundry processes, astrophysical magnetohydrodynamics [17], thermal insulation systems in

nuclear reactors [18] and solar collectors [19–20] are samples that such a situation may take

place. Numerical techniques that seek to circumvent the limitations of the OB approximation are

less abundant in the literature. In general, non-OB approximations for NC problems occupy two

general categories, compressible and incompressible.
The first category of the non-OB algorithms is developed by retaining compressibility within

the Navier—Stokes equations, which leads to the introduction of the Mach number. This strategy

is seldom used for numerical simulation of NC problems due to instability at small order of com-

pressibility ratio for density-based compressible flow solvers; examples include Vierendeels et al.

[21], Fu et al. [22], Busto et al. [23], and Berm�udez et al. [24]. Small orders of Mach umber in

natural convection problems motivated the use of the low Mach number scheme (LMS). Under

the this approximation developed by Paulucci [25], acoustic waves are removed from the govern-

ing equation and total pressure is split into two main parts a global (uniform) thermodynamic

pressure which is obtained from the equation of state and used for updating the density varia-

tions through the solution procedure, and a local hydrodynamic pressure which acts in the

momentum equations to establish a balance among advection, buoyancy, and diffusion terms.

Vierendeels et al. [26] and Becker & Braack [27] applied this technique for numerical simulation

of the square cavity benchmark problem with large temperature differences beyond the validity of

the OB regime.
The second category of the non-OB approximations are developed under the fundamental

assumption of incompressibility. One of the remedies to avoid the OB approximation in this

Nomenclature

Beave average Bejan number
cf skin friction coefficient
D diffusion operator
eg unit vector in gravity direction
g gravitational acceleration
Ga Gay-Lussac number (bDh )
Lref reference length
N Nonlinear operator
Nuave average Nusselt number
Nuloc local Nusselt number
p pressure
p� modified pressure
P dimensionless pressure
Pth thermodynamic pressure
Pr Prandtl number
R ideal gas constant
Ra Rayleigh number
S surface
T temperature
x coordinate vector
X dimensionless coordinate vector
u velocity vector
U dimensionless velocity vector

a thermal diffusivity
b isobaric expansion coefficient
c cavity inclination angle
e relative temperature difference
g heat capacity ratio
h physical temperature
H dimensionless temperature
l dynamic viscosity
� kinematic viscosity
q density
q0 reference density
sw wall shear stress
/ gravitational potential

Subscript

ave average
c cool
h hot
loc local
ref reference
tot total

116 P. MAYELI AND G. J. SHEARD

18



category is the Gay-Lussac (GL) approach, which is developed based on considering density varia-

tions beyond the gravity term. Under the GL approximation, buoyancy effects are taken into

account wherever density appears in the governing equations. Such a strategy invokes the GL par-

ameter as a product of the volumetric thermal expansion coefficient and the reference tempera-

ture difference (Ga ¼ bDh). Under the GL approach, a pre-factor of (1� GaH) acts as a modifier

on the aforementioned terms in dimensionless form of the governing equations. The strength of

this pre-factor and its modification effects become more visible by increasing the GL parameter

at high temperature differences. It can also be shown that governing equations under the GL

approach recover the OB approximation as Ga ! 0: For instance, the square cavity benchmark

problem with large density variations was analyzed under the GL approach by Pesso & Piva [28].

A GL-type approximation is also possible by extension of buoyancy effects to one of the advec-

tion or convection terms of the momentum and energy equations, respectively. In this category, a

GL-type approach is proposed by Lopez et al. [29] in which density variations were extended

only to the centrifugal part of the advection term to capture centrifugal effects arising from back-

ground rotation in those rapidly rotating flows. This approach continued by Mayeli & Sheard

[30–31]. They showed that the GL parameter may be expressed in terms of the Rayleigh, Prandtl

and Froude numbers (Ga ¼ RaPrFr). Since the GL parameter appears in the dimensionless form

of the linear density relation, a maximum value Gamax ¼ 2 should be considered to avoid an

unphysical (negative) density. Such a constraint also confines the maximum physical value of the

Froude number at each Rayleigh and Prandtl number to 2=RaPr (Frmax ¼ 2=RaPr). Mayeli &

Sheard [30–31] also established a relation for the GL-type family approach that matches the

Froude number corresponding to a given relative temperature difference (e) at each Ra and Pr

as Fr ¼ 2e=RaPr:
Another incompressible-based strategy to go beyond the OB approximation is considering

nonlinear terms via retention of higher terms (e.g. square and cubic terms) of the density state

relation, that enables the non-OB category to a wider spectrum of temperature difference. A non-

linear density state relation may also justify strange behavior of some fluids at temperatures close

or equal maximum density. For instance, the density-temperature relationship of cold water in

the vicinity of 4 �C does not obey a linear function. In this situation, the linear density state rela-

tion may not be valid anymore even for small temperature differences within valid temperature

difference range of the OB regime. For these types of problems, a dimensionless temperature

known as the inversion parameter is defined which relates the temperature of the maximum

density to the hot and cold reference temperatures. Since for inversion parameter values smaller

than unity the temperature corresponding to the maximum density lies between the hot and cold

reference temperatures, studies in this category are focused on this range and the corresponding

flow patterns due to different inversion parameters. For instance, this strategy was used by Li

et al. [32] for natural convection of water near its maximum density in an eccentric annu-

lus cavity.
Under the OB approximation, dissipated heat due to viscous friction and work of pressure

stress are removed from the energy equation as their effects are supposed to be negligible.

Justification for omission of dissipation and pressure work terms are made based on order of

magnitude arguments, but thermodynamically speaking, removing these items brings a paradox

to entropy generation budget. It should be noted that the momentum equations captures dissipa-

tion of momentum due to fluid friction (diffusion terms) but the equivalent dissipated heat is not

captured in the energy equation under the OB approximation. In addition, absence of the pres-

sure work in the energy equation causes a mismatch between the internal energy and work done

upon the fluid. Using Gibbs and local entropy balance equations, it can be shown that when these

terms are neglected in the energy equation, the thermodynamic system described under the OB

approximation recognizes only heat conduction as a source of irreversibility and neglects irrever-

sibilities due to viscous friction. This inspired development of a more comprehensive form of the
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energy equation under the OB approximation referred to various names such as ’deep convection’
[33], ’thermodynamic’ [34], and ’extended’ [35] Boussinesq approximations. Pons & Le Qu�er�e
[36] applied the thermodynamic Boussinesq approximations for natural convection problems and
concluded that when the dimensionless adiabatic temperature gradient is larger than 0.01, the
pressure work effects are no longer negligible.

In the limit of small temperature differences of the OB operating regime, thermophysical prop-
erties of the working fluid are considered as constant. This is a correct assumption as small tem-
perature differences do not impose significant effects on the thermophysical properties of the
fluid, but as soon as temperature differences become large enough, the assumption of constant
properties may not be valid anymore, especially for working fluids sensitive to temperature differ-
ences. The idea of the variable properties (often as a function of temperature) is considered as a
separate class of approaches beyond the OB approximation, though in this subcategory, still other
fundamentals of the OB approximation are applied. According to Leal et al. [37], the property
variation effects are considerable even well within the OB regime. Many works have been done in
this type of incompressible treatment of the governing equations beyond the OB approximation
that are focused on checking/comparing the thermo-flow field when thermophysical properties
are considered as constant (OB approximation) or treated variable as a function of temperature
or even pressure. This strategy was used by Souza et al. [38] where all properties of the working
fluid including viscosity, thermal conductivity and also heat capacity were considered as functions
of temperature for numerical simulation of NC in an inclined square cavity (including zero lean-
ing angle).

In this article, a simplified Gay-Lussac (SGL) approach is presented for buoyancy driven flows
in which density variations are extended to the advection/convection terms of the momentum
and energy equations, respectively. In other words, under the SGL approach, density variations
are omitted only from the continuity equation. An square cavity benchmark problem is selected
to show that the results of the GL and SGL approaches are consistent in both transient and
steady state levels, but the SGL has a simpler form with cheaper computational cost.
Subsequently, performance of the SGL as an efficient representative of the GL family is tested
against the OB and weakly compressible approximations at high relative temperature differences
in square cavity benchmark problem with different leaning angles.

The rest of the article is organized as follows: Section 2 presents the aforementioned GL and
SGL formulation and also governing equations under the LMS approximation. Section 3 introdu-
ces the geometry and boundary conditions of the problem and concerns about numerical consid-
erations including used code accuracy and mesh size dependency. In Section 4, similar
performance of the GL and SGL approximations with a reduced computational cost for the SGL
approach is proved. In Section 5, the mismatch among SGL, OB and LMS approximations is
scrutinized, and finally conclusions are drawn in Section 6.

2. Gay-Lussac and simplified Gay-Lussac approximations

Under the OB approximation, density variations are ignored except within the gravity term. An
incompressible non-OB treatment of the governing equation is the GL approach that is estab-
lished based on considering the density variations beyond the gravity term. Starting with the
dimensional form of the incompressible Navier—Stokes equations with thermal transport in the
absence of any additional force and negligible viscus heat dissipation,

q=q0ð Þr � u ¼ 0,

@u=@t� þ q=q0ð Þ u � rð Þu ¼ � 1=q0ð Þrpþ �r2uþ q=q0ð Þeg ,

@T=@t� þ q=q0ð Þ u � rð ÞT ¼ ar2T:

8

>><

>>:

(1)
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Following the OB approach, substitution a linear density state relation (q=q0 ¼ 1� bh) into
the governing equation yields

1� bhð Þr � u ¼ 0,

@u=@t� þ 1� bhð Þ u � rð Þu ¼ � 1=q0ð Þrpþ �r2uþ q=q0ð Þeg ,

@T=@t� þ 1� bhð Þ u � rð ÞT ¼ ar2T:

8

><

>:

(2)

In Eq. (2), p� is a modified pressure introduced as p� ¼ pþ q0/, where / is the gravitational
potential. Using dimensionless parameters

t ¼
t�a

L2
,X ¼

x

L
, U ¼

uL

a
, P ¼

p�L2

qa2
, H ¼

h

Dh
¼

T � T0

Th � Tc
,Ga ¼ bDh, (3)

one can derive the dimensionless form of the governing equation under the GL approximation,

1� GaHð Þr � U ¼ 0,

@U=@t þ 1� GaHð Þ U � rð ÞU ¼ �rP þ Prr2U � RaPrHeg ,

@H=@t þ 1� GaHð Þ U � rð ÞH ¼ r2H,

H X, 0ð Þ ¼ U X, 0ð Þ ¼ 0:

8

>>>><

>>>>:

(4)

Eq. (4) introduces the Prandtl number Pr ¼ �=a characterizing the ratio of the molecular to

thermal dissipation and the Rayleigh number Ra ¼ gbDhLref
3=�a characterizing the ratio of buoy-

ancy to viscous and thermal dissipation. As seen, governing equations under the OB approxima-

tion are recovered as Ga ! 0 (Dh ! 0). Under the GL approximation, 1� GaHð Þ acts as a
modifier on different terms, and its effect becomes more pronounced by increasing Ga (and con-
sequently Dh), but in practice Ga cannot exceed a specified value to avoid an unphysical (nega-
tive) density

q=q0 ¼ 1� bh ¼ 1� bDhH ¼ 1� GaH > 0: (5)

Eq. (5) indicates that the maximum Ga cannot exceed 2 (Gamax ¼ 2) based on the defined
dimensionless temperature. In this study, a simplified Gay-Lussac (SGL) approximation is pro-
posed by omitting density variations only from the continuity equation

r � U ¼ 0,

@U=@t þ 1� GaHð Þ U � rð ÞU ¼ �rP þ Prr2U � RaPrHeg ,

@H=@t þ 1� GaHð Þ U � rð ÞH ¼ r2H,

H X, 0ð Þ ¼ U X, 0ð Þ ¼ 0:

8

>>>><

>>>>:

(6)

As seen, the governing equations under the SGL approximation are consistent with the gov-
erning equations under the OB approximation, except for the pre-factors of the advection/convec-
tion terms in the momentum and energy equations, respectively. The roles of these pre-factors
are to modify the strength of the advection/convection terms locally throughout the flow, physics
that is ignored in the OB approximation. Indeed, regions of the thermo-flow field having a higher

magnitude of the non-OB advection/convection described by H U � rð ÞUj j and H U � rð ÞHj j,
respectively, will experience more deviations from the OB buoyancy approximation. The strength
of the pre-factors modification is proportional to Ga, magnitude with Ga ! 0 (Dh ! 0) recov-
ering the classical OB approximation. The GL-parameter is a product of Rayleigh, Prandtl, and
Froude numbers (Ga ¼ RaPrFr) where the Froude number characterizes the ratio of inertia to
gravity. Thus, another form of the governing equations under the SGL approximation may be
expressed as
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r � U ¼ 0,

@U=@t þ 1� RaPrFrHð Þ U � rð ÞU ¼ �rP þ Prr2U � RaPrHeg ,

@H=@t þ 1� RaPrFrHð Þ U � rð ÞH ¼ r2H:

8

><

>:

(7)

As mentioned earlier, in this study results are compared against the LMS approximation.

Governing equations under the LMS approximation are expressed as [25–27]

@q=@t� þr � quð Þ ¼ 0,

@ðquÞ=@t� þr � qu� uð Þ ¼ �rp� þ r � sþ qgeg ,

qcp @T=@t� þ u � rTð Þ ¼ kr2T þ dpth=dt
�,

Pth ¼ qRT,

T X, 0ð Þ ¼ T0, pth 0ð Þ ¼ p0,u x, 0ð Þ ¼ 0:

8

>>>>>><

>>>>>>:

(8)

In Eq. (8), pthðtÞ is the (spatially uniform) thermodynamic pressure, and cp is the specific heat

at constant pressure, which may be expressed in terms of heat capacity ratio (g ¼ cp=cv) and the

gas constant (R) as cp ¼ gR=ðg� 1Þ: Also, s is the stress tensor that under Stokes’s hypothesis for

bulk viscosity (k ¼ �2=3l) is defined as

s ¼ ruþ ruð ÞT � 2=3 r � uð ÞI: (9)

In natural convection simulation via compressible/weakly-compressible approach, Prandtl

number is introduced as defined earlier, but the Rayleigh number is expressed slightly differently

compared to the incompressible flow, as

Ra ¼ 2ePr
gq0

2L3

l0
2

: (10)

In Eq. (10), e is the relative temperature difference defined as e ¼ Th � Tcð Þ=2T0, so that Th ¼

T0 1þ eð Þ and Tc ¼ T0 1� eð Þ: Comparing e and Ga definitions gives an interesting relation for

the Froude number at each Rayleigh and Prandtl number, as

2e ¼ Th � Tcð Þ=To
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Compressible

¼ bDh ¼ Ga ¼ RaPrFr
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Incompressible

! Fr ¼ 2e=RaPr: (11)

Another advantage of Eq. (11) is expressing Ga by the relative temperature difference defin-

ition (Ga ¼ 2e). Thus, another form of the governing equations under the SGL approximation

may be obtained using e instead of Ga and/or three dominant dimensionless parameters i.e. Ra,

Pr and Fr as

r � U ¼ 0,

@U=@t þ 1� 2eHð Þ U � rð ÞU ¼ �rP þ Prr2U � RaPrHeg ,

@H=@t þ 1� 2eHð Þ U � rð ÞH ¼ r2H

8

><

>:

(12)

Finally, it should be noted that the physical range of the relative temperature difference

(0 � e � 1), gives a consistent constraint for physical range of Ga (0 � Ga � 2).

3. Description of the problem and numerical method

A schematic of the considered problem, i.e. square cavity at an inclination angle of c which is

considered equal to 0 and 6p=6 in this study, is depicted in Figure 1. The applied thermal

boundary conditions include two constant temperature and two adiabatic walls with a zero vel-

ocity boundary condition along all surfaces. For this problem, the reference length is equal to one

120 P. MAYELI AND G. J. SHEARD

22



side length of the geometry (Lref ¼ L). The physical domain is meshed using quadrilateral ele-

ments. A schematic coarse mesh is shown for illustration purposes in Figure 1.
The local and average Nusselt number along the two constant-temperature surfaces are calcu-

lated from

Nuloc Sð Þ ¼ �
@H

@n

�
�
�
�
wall

, (13)

Nuavg ¼

ð1

0

Nuloc dS: (14)

In Eq. (13), n is the unit outward normal vector to the surface. The friction coefficient along

the internal surfaces is calculated from

cf ¼ �2Pr
sxx sxy

syx syy

" #

nx

ny

" #

¼ �2Pr
2@U=@X @U=@Y þ @V=@X

@U=@Y þ @V=@X 2@V=@Y

" #

nx

ny

" #

, (15)

where nx and ny are the horizontal and vertical components of the wall-normal vector, respect-

ively. The friction coefficient magnitude is defined as

cf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

cf xð Þ2 þ cf yð Þ
2

q

(16)

where,

cf x ¼ �2Pr 2@U=@Xð Þnx þ @U=@Y þ @V=@Xð Þny
� �

, (17)

cf y ¼ �2Pr @U=@Y þ @V=@Xð Þnx þ 2@V=@Yð Þny
� �

: (18)

The governing equations are solved using a control volume finite-element method (CVFEM)

solver employing a fractional step method with second order temporal accuracy (Adams

Bashforth/Crank—Nicolson) for the time dependent equations. The nonlinear advection/convec-

tion terms are Discretized using both 2nd-order upwind and central schemes, while diffusion

terms are Discretized via central schemes. In CVFEM, a unique control volume (as shown in

Figure 1. A schematic representation of the problem including (a) applied boundary conditions and (b) a coarse computational
grid having 40� 40 quadrilateral elements depicted at a positive leaning angle.
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Figure 2(a)) is assigned to each node. The boundaries of each control volume are comprised of a
number of planar panels and an integration point (ip) is assigned at the middle of each panel.
Integration of the diffusion term over the control volume and applying the Gauss divergence the-
orem yields

ð

vp

r2Udv ¼

þ

Ap

rU ip � dA ¼
Xn

ip¼1

rU ip � Aip: (19)

In Eq. (19), n is the number of integration points surrounding the main node and Aip is the

normal vector surface at each ip. Using bilinear shape functions (Nj s, tð Þ), any parameter (such as

U) within the element with a local coordinate (s,t) is related to the nodal values via weighted val-
ues provided by shape functions

U ip ¼ U s, tð Þ ¼
X4

j¼1

Nj s, tð ÞU j: (20)

The shape functions relating ip values to the nodal values for a quadrilateral element are
shown in Figure 2(b). The diffusion operator may be expressed as follows

D Uð Þ ¼
Xn

ip¼1

X4

j¼1

xjrNj � Aip: (21)

Since the bilinear shape functions are functions of their local coordinate system, their gradients
with respect to the global coordinate system are calculated using the chain rule. In Eq. (21), the
effect of all nodes surrounding an ip (such as the one shown in Figure 2(b)) are considered by
weighted values. The diffusion operator in the energy equation is calculated in a similar fashion.

In the governing equations, nonlinear convection/advection terms are linearized using lagged
values from the previous iteration. For instance, integration of the advection term over the con-
trol volume and applying Gauss divergence theorem yields

ð

vp

U � rUdv ¼

þ

Ap

U U � Aip:

� �
¼

Xn

ip¼1

U ip U ip � Aip:

� �
: (22)

Using bilinear shape functions (Eq. (20)) to relate the integral point values to the nodal values
yields

Figure 2. A schematic of unstructured quadrilateral elements: (a) a typical control volume associated with integration points (b)
local coordinate (s,t) and bilinear shape functions in a standard element.
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N Uð Þ ¼
Xn

ip¼1

X4

j¼1

U jNj U ip � Aip:

� �
: (23)

Similarly, in Eq. (23) n is the number of ip surrounding the main node. If the lagged values in

Eq. (23) (which are denoted by an overbar) disrespected of the flow direction to be approximated

from nodal values within the element via weighted values from the, then the approximation is

equivalent to the central scheme. Another possible Discretization is approximating lagged values

considering flow direction, which is known as the upwind scheme. The nonlinear convection

term in the energy equation is calculated in a similar fashion. Iterative solution procedure is

stopped as soon as the maximum difference of variables during two successive iterations becomes

less than 10�7. Accurate performance of the used solver is already tested [39–47] but here it is

further validated against refs. [3, 7, 8] in terms of the local and average Nusselt number of square

cavity with zero inclination angle at four different Rayleigh number, adopting air as the working

fluid (Pr ¼ 0:71) in Table 1. A close agreement is observed.
Accurate performance of the CVFEM solver under the LMS approximation is also validated

against ref. [48] in terms of the average Nusselt number and thermodynamic pressure at two

Rayleigh numbers Ra ¼ 106 and 107 at e ¼ 0:6 with air as the working fluid (Pr ¼ 0:71) in two

states including constant and variable properties (see Table 2). The present simulations recover

published values very well, with discrepancies lower than 1.97%.

Mesh dependence is checked for the CVFEM solver in Table 3 at Ra ¼ 107 and Pr ¼ 1 under

the OB approximation (Ga ¼ 0) and under the GL approach at the highest Ga value in this study

(Ga ¼ 0:6). Results indicate that 124 nodes in each direction is enough for mesh independence

for both incompressible approximations.
Mesh dependence of the CVFEM solver under the LMS approximation is also checked in

Table 4 at the highest Rayleigh number Ra ¼ 107 and Pr ¼ 1 for the highest relative temperature

difference (e ¼ 0:3) in this study. It is found using 124 nodes (nx � ny ¼ 1242) in each direction

guarantees results independence from the mesh size for the weakly compressible approach.

Similar dependence is also found for the inclined cavity cases but for the sake of brevity, they are

not mentioned here.

4. Comparing results under the GL and SGL approaches and computational cost

In this section, results obtained under the GL and SGL approaches are compared. In other words,

it is shown the GL and SGL approaches give similar results in both transient and steady states.

The mismatch in steady state solutions under the two approaches is investigated by calculation of

the absolute difference in temperature and velocity magnitude in the square cavity with c ¼ 0 at

Table 1. Comparison of the present calculated local and average Nusselt number by CVFEM solver (bold) with pub-
lished benchmarks.

Quantity Present study Davis [3] Wan et al. [7] Ashrafizadeh & Nikfar [8]

Ra ¼ 104 Numax (at Y) 3.548 (0.140) 3.53 (0.143) 3.597 (0.13) 3.531 (0.139)
Numin (at Y) 0.589 (1.0) 0.586 (1.0) 0.577 (1.0) 0.584 (1.0)

Nuavg 2.23 2.42 2.25 2.24
Ra ¼ 105 Numax (at Y) 7.778 (0.075) 7.71 (0.08) 7.945 (0.08) 7.720 (0.084)

Numin (at Y) 0.734 (1.0) 0.729 (1.0) 0.698 (1.0) 0.726 (1.0)
Nuavg 4.51 4.52 4.60 4.52

Ra ¼ 106 Numax (at Y) 17.633 (0.038) 17.92 (0.038) 17.86 (0.03) 17.732 (0.039)
Numin (at Y) 0.996 (1.0) 0.989 (1.0) 0.913 (1.0) 0.975 (1.0)

Nuavg 8.82 8.92 8.98 8.83
Ra ¼ 107 Numax (at Y) 40.253 (0.015) N. A. 38.60 (0.015) 39.457 (0.015)

Numin (at Y) 1.286 (1.00) N. A. 1.298 (1.00) 1.315 (1.00)
Nuavg 16.51 N. A. 16.66 16.54
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Ra ¼ 107, Pr ¼ 1 and Ga ¼ 0:6 ðe ¼ 0:3Þ: The results are shown in Figures 3(a) and (b), respect-

ively. The maximum absolute temperature and velocity magnitude differences in Figures 3(a) and

(b) are approximately 0.0025 and 2.5, respectively, which ranges within 0.5% and 0.35% of the

temperature and velocity magnitude values. Interestingly, the largest differences in velocity magni-

tude occur at top-left and bottom-right regions of the cavity. These regions correspond to where

flow traveling adjacent to the hot and cold boundaries deflects horizontally. The longitudinal

transport along the top and bottom walls is then perturbed, resulting in the largest temperature

difference being detected in those regions.
Similar output/behavior of the GL and SGL approximations in the transient state is investi-

gated in Figure 4 in the context of the absolute local Nusselt number and friction coefficient dif-

ferences along the vertical surfaces of the square cavity with c ¼ 0 at Ra ¼ 107, Pr ¼ 1 and

Ga ¼ 0:6: Results indicate the absolute local Nusselt number difference is three orders smaller

than the local Nusselt number magnitude during transient solution O DNulocj j=Nulocð Þ 	 0:001ð Þ:
A similar comparison for the absolute local friction coefficient difference shows a value of five

order smaller value, i.e. O Dcf
�
�

�
�=cf

	 


	 10�5:

Computational cost and convergence histories of the GL and SGL approaches are also investi-

gated in Figures 5(a) and (b), respectively. To compare computational cost, CPU-time is calcu-

lated at Ra ¼ 107, Pr ¼ 1 and Ga ¼ 0:6 in two states in which advection/convection terms are

Discretized using upwind or central schemes. Bar charts of Figure 5(a) shows a 17% and 11%

lower computational cost for the SGL compared to the GL approximation for the central and

upwind schemes, respectively. Convergence rates of the two approaches are also checked in terms

of the velocity components and temperature tolerance in Figure 5(b). The tolerance of any scalar

in this study is defined as the maximum alteration of all nodal values during two successive itera-

tions. Results in Figure 5(b) indicate that both approaches have similar convergence rate and

omitting density variations from the continuity equation merely simplifies the formulation and

reduces the computational cost. Having demonstrated that the GL and SGL approximations

exhibit identical behavior, we consider only the SGL approximation hereafter.

5. Results under the SGL, OB, and LMS approximations

In this section, results under the SGL, OB and LMS approximations are compared. Simulations

are performed at Pr ¼ 1 up to Ra ¼ 107 (102 � Ra � 107) and e ¼ 0:3 (0 � e � 0:3). It should
be noted that a relative temperature difference of 0.01 is considered as a differential relative tem-

perature difference and is representative of a OB case. Here, we extend this parameter to 30 times

larger, beyond the validity of the OB approximation. Studying relative temperature differences

exceeding 0.3 is beyond the scope and goals of this article. The considered range for e gives 0 �
Ga � 0:6: For the considered range of the pertinent parameters, it is supposed that the flow field

is 2D, laminar and stable.
For a better understanding of the thermo-flow fields produced under the different approxima-

tions, absolute temperature differences of the weakly compressible approach at Ra ¼ 107 and

Table 2. Comparison of the present calculated local and average Nusselt number by CVFEM solver (bold) with pub-
lished benchmarks.

Quantity Present study Le Qu�er�e et al. [48] jdifferencej%

Ra ¼ 106, e ¼ 0:6
Constant properties

Pth 0.858 0.856 0.23
Nuave 8.895 8.859 0.40

Ra ¼ 106, e ¼ 0:6
Variable properties

Pth 0.921 0.924 0.32
Nuave 8.693 8.686 0.08

Ra ¼ 107, e ¼ 0:6
Variable properties

Pth 0.920 0.922 0.21
Nuave 16.461 16.241 1.33
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Table 3. Mesh resolution study for average Nusselt number at Ra ¼ 107 and Pr ¼ 1:

nx�ny 312 622 1242 2482

OB approximation
(Ga ¼ 0)

Nuave 13.281114 13.812208 13.932074 13.932074
jdifferencej – 0.531094 0.119866 0.000000

SGL approximation
(Ga ¼ 0:6)

Nuave 13.245957 13.772384 13.890921 13.890921
jdifferencej – 0.526427 0.118537 0.000000

Table 4. Mesh resolution study for average Nusselt number and thermodynamic pressure at Ra ¼ 107 , Pr ¼ 1, and e ¼ 0:3:

nx�ny 622 1242 2482

LMS approximation Pth 0.9601 0.9677 0.9677
jdifferencej – 0.0076 0.000000

Nuave 13.9613 14.0476 14.0476
jdifferencej – 0.0863 0.000000

Figure 3. Comparing results under the GL and SGL approximations at Ra ¼ 107 , Pr ¼ 1, and Ga ¼ 0:6 for (a) absolute tempera-
ture difference and (b) absolute velocity magnitude difference.

Figure 4. Comparing transient local Nusselt number and coefficient friction differences along the vertical walls of the square
cavity with c ¼ 0 under the GL and SGL approximations at Ra ¼ 107 , Pr ¼ 1, and Ga ¼ 0:6: (a) absolute local Nusselt number
differences and (b) absolute local coefficient friction differences. In both figures, solid lines represent data of the left (hot) wall
while dashed lines represent data of the right (cold) wall.
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e ¼ 0:3 (Ga ¼ 0:6) against the OB and SGL approximations are depicted in Figures 6(a–f).

Absolute temperature differences under the different approaches shift isotherms, with larger dif-

ferences found for the zero inclination angle cavity compared to the negative and positive inclin-

ation angles. In the zero inclination angle case (Figures 6(b) and (e)), the difference is largest at

the top-left and bottom-right corners, while in the positive inclination angle case (Figures 6(c)

and (f)) it is occurring almost evenly over the interior region with a focus along the two adiabatic

sides. For the negative inclination angle case (Figures 6(a) and (d)), larger differences occur along

the isothermal wall. Regions with smaller temperature differences may be attributed to different

situations of the fluid decelerated with respect to the geometry. For instance, negligible differences

of the temperature fields in the negative inclination angle case across the top-left corer may be

attributed to the enforced downward flow direction by the geometry that is in conflict with the

upward buoyancy-driven flow at that region. The maximum absolute temperature difference in

the square cavity with c ¼ 0 is approximately 12% of the temperature range within the enclosure

(with a slightly larger difference for the SGL approximation), reflecting a mismatch of this magni-

tude between the weakly compressible and incompressible approaches. A similar comparison for

the negative/positive inclination angle cases shows a smaller difference approximately 5% mis-

match between the compressible and incompressible approximations. The SGL approach shows a

better performance in the negative inclination angle case compared to the OB approximation in

the interior while both approaches show a similar deviation from the LMS approximation in the

positive inclination angle case. It is expected that the mismatch between the aforementioned

approaches to be augmented by increasing the relative temperature difference.
To appreciate the role of non-Boussinesq term effects in the advection/convection terms of the

governing equation under the SGL approximation, the magnitude of H U � rð ÞUð Þj j and

H U � rð ÞHð Þj j under the OB approximation is portrayed for the square cavity with different

inclination angels at Ra ¼ 107 in Figures 7(a–f). As seen, the magnitude of the non-Boussinesq

term in the momentum equation is stronger along the isothermal walls and especially at the four

corners of the cavity, though weaker effects are found within the central regions of the enclosure.

Stronger non-Boussinesq effects in the momentum equation along the isothermal walls may be

attributed to larger velocity gradients since fluid adjacent to the wall is accelerated by buoyancy

force as it reaches to the wall during circulation and decelerated as it gets close to the end of the

path parallel to the isotherm wall. Stronger non-Boussinesq effects in the momentum equation at

the four corners is attributed to fluid rotation to adjust its motion with respect to the geometry

Figure 5. Comparing convergence rate and computational cost of the GL and SGL approximations at Ra ¼ 107, Pr ¼ 1, and
Ga ¼ 0:6: (a) elapsed time under the two approaches using central and upwind schemes and (b) convergence history. In conver-
gence history plot, solid lines represent the GL approach while dashed lines show the SGL approach.
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corners. It is found that the non-Boussinesq term magnitude in the momentum equation is
smaller for the negative inclination angel cavity compared to the zero and positive inclinations
cases. The magnitude of the non-Boussinesq term in the energy equation has a similar pattern, as
it is stronger along the isothermal walls and especially at top-right and bottom-left corners.
Stronger non-Boussinesq effects in the energy equation in these regions may be attributed to the
larger temperature gradients. This is clear from Figure 6, where isotherm lines are accumulated
across the top-right and bottom-left corners that result in larger temperature gradients across
those regions. Results also indicate that, the magnitude of the non-Boussinesq term in the

momentum equation ( H U � rð ÞUð Þj j) is larger than the non-Boussinesq term in the energy equa-

tion ( H U � rð ÞHð Þj j), though, a fair comparison should be made based on the magnitude of the

mentioned terms in their equations. For the square cavity with zero inclination angle at Ra ¼

107, the maximum dimensionless velocity magnitude obtained is approximately 715. Comparing

the maximum magnitude of H U � rð ÞUð Þj j (that is portrayed in Figure 7(b)) to the maximum
dimensionless velocity magnitude gives a value of approximately 840. Similarly, dividing the max-

imum value of H U � rð ÞHð Þj j in the energy equation (that is portrayed in Figure 7(e)) to the
maximum dimensionless temperature yields a value of approximately 480, concluding that under
the Gay-Lussac approach, velocity is more affected by the corresponding non-Boussinesq term
rather than temperature field. In this respect, vorticity absolute differences under the three

approximations at Ra ¼ 107 and e ¼ 0:3 are portrayed for the square cavity with different inclin-
ation angles in Figure 8. Comparing obtained results from different approaches reveals that when
the buoyancy driven flow is simulated via the weakly compressible approach for large relative
temperature difference, the same pattern of vorticity field is formed and the difference mainly
comes from vortices (with different strengths) stretching or location shifting through the flow
field. In these figures, large values of the vorticity absolute differences are primarily elongated
adjacent to the isotherm walls where flow accelerates due to buoyancy force. Finally, vorticity

Figure 6. Results at Ra ¼ 107 , Pr ¼ 1, and e ¼ 0:3 (a, b, c): absolute temperature difference between the SGL and LMS approxi-
mations (d, e, f) and absolute temperature difference between the OB and LMS approximations. Solid lines represent the LMS
approximation isotherms, while dashed lines show the compared approach.
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differences results of different approaches indicate even larger non-Boussinesq term that results

in significant modifications in the momentum equation does not create a considerable superior

results for the SGL approach compared to the OB approximation.

5.1. Local Nusselt number

The local Nusselt number distribution along the isothermal walls under the different approximations

are plotted in Figure 9 at Ra ¼ 107, Pr ¼ 1 and e ¼ 0:3 for square geometry with the different lean-

ing angles. As seen, the local Nusselt number distributions versus surface length is reversed between

the two isothermal walls for all cases. This may be attributed to the increasing and decreasing thermal

boundary layer thickness along the isothermal walls in flow direction for the hot and cold walls,

respectively. For the square cavity with zero and negative inclination angles (Figures 9(a) and (b)),

there is a monotonic distribution of the local Nusselt number with a local optimum at the bottom-

left and top-right corners, but for the positive inclination angle case (Figures 9(c)) this changes to an

oscillating behavior having smaller local Nusselt number value resembling the Rayleigh–B�enard con-

figuration. Comparing the local Nusselt number distributions along the isothermal walls for the zero

and negative inclination angles cases show a clear mismatch between the incompressible and com-

pressible approximations across the bottom-left and top-right corners while the difference is visible

along almost all of the two isothermal surfaces for the positive inclination angle case. Results indicate

that the SGL approach has a better performance across the bottom-left corner while the OB approxi-

mation gives more accurate results across the top-right region.

5.2. Average Nusselt number

The variations of the average Nusselt number across 102 � Ra � 107 is studied at e ¼ 0:15 and

0.3 under different approximations in Figure 10. Average Nusselt number under the LMS

Figure 7. Magnitude of the non-OB advection/convection terms obtained from simulation under the OB approximation for
square cavity with different inclination angle (a, d) c ¼ �30� , (b, e) c ¼ 0� , and (c, f) c ¼ 30�:
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approximation for different inclination angles is plotted at e ¼ 0:15 and 0.3 in Figures 10(a) and

(b), respectively. As expected, the average Nusselt number increases with increasing Rayleigh

number. Since the values of the average Nusselt number under the different approximations are

similar, the absolute average Nusselt number differences between the LMS and the two consid-

ered incompressible approximations are plotted in separate frames in Figures 10(c–f). Due to neg-

ligible difference of the average Nusselt number between the OB and SGL approximations that

comes from the close results of their local Nusselt number distributions, their difference are not

shown here. Comparing the average Nusselt number slope versus the Rayleigh number in Figures

10(a) and (b) reveals that negative inclination angle decreases the total heat transfer rate. It is

also found that a zero inclination angle square cavity has a larger average Nusselt number com-

pared to the both positive and negative inclination angles.
For the average Nusselt number, some of the difference between the compressible and incom-

pressible approximations are nullified by opposite behavior of the local Nusselt number distribu-

tions. For instance, in the square cavity with zero inclination angle (Figures 9(a) and (b)), the

approximation that has a lower local Nusselt number distribution along 0 � S � 0:5 has a larger

value at 0:5 � S � 1 and vice versa. This diminishes the difference of the local Nusselt number

distribution and gives a smaller difference of the average Nusselt number for the compressible

and incompressible approaches. However, the total differences of the average Nusselt number for

both incompressible approximations increases by increasing the Rayleigh number, but it does not

exceed 2 in the considered range of c, e and Ra in this study. Besides, by increasing the relative

temperature difference, the difference of the average Nusselt number is increased. Results indicate

both positive and negative inclination angles show a considerable average Nusselt number differ-

ence in the range of Ra 
 104 with an almost linear growth rate while for the zero inclination

angle case, the difference grows rapidly in the range of Ra 
 105:

Figure 8. Absolute vorticity differences at Ra ¼ 107 , Pr ¼ 1, and e ¼ 0:3: (a-c) SGL and LMS approximations (d-f) OB and LMS
approximations. In all figures, solid lines represent vorticity under the LMS approximation while dashed lines show vorticity
under the other approach. Minimum and maximum of contour levels are equal in each column.

NUMERICAL HEAT TRANSFER, PART B: FUNDAMENTALS 129

31



5.3. Skin friction

Local friction coefficient along the isothermal walls is investigated at Ra ¼ 107, e ¼ 0:15 and e ¼
0:3 under the different approximations in Figure 11. Results show a considerable mismatch

between the weakly compressible and incompressible approximations. A comparison among cf
results at e ¼ 0:15 (Figures 11(a), (c) and (e)) and e ¼ 0:3 (Figures 11(b), (d) and (f)) reveals that

this discrepancy increases with an increase in the relative temperature differences. Indeed, by

increasing the relative temperature difference, incompressible approximations show more devia-

tions from the compressible approach. Presented results in Figure 11 indicate that extending the

density variations to the advection/convection terms via the linear density state equation does not

impose a significant impact on the local friction coefficient as cf results of the incompressible

approximations are attached together in most of the regions.
For the zero inclination angle (Figure 11(a)) at e ¼ 0:15, results of the local coefficient friction

indicate that the SGL approach works slightly better than the OB approximation along the hot

wall. By increasing the relative temperature difference to 0.3, cf along the hot wall under the SGL

approach deviates from the LMS approximation, especially over 0:55 � S � 0:85, but it achieves

a better performance than the OB approximation at 0:45 � S � 0:55: For the cold wall, by

increasing the relative temperature difference, a slightly better prediction is observed for the OB

approximation in this case. For the negative inclination case (Figures 11(c) and (d)), a similar

behavior is observed so that in most of the isotherm surfaces, cf values predicted by the

Figure 9. Local Nusselt number distribution along the isothermal walls at Ra ¼ 107, Pr ¼ 1, and e ¼ 0:3 in square with different
inclination angles (a) c ¼ 0� , (b) c ¼ �30� , and (c) c ¼ þ30�:
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incompressible approaches do not show a consider mismatch but as it can be seen, result under
the SGL approximation deteriorate as the relative temperature difference is increased. For the

Figure 10. Average Nusselt number against Rayleigh number at Pr ¼ 1 in square cavity with different inclination angles as
stated: (a) e ¼ 0:15 and (b) e ¼ 0:3: Absolute average Nusselt number differences between the SGL and LMS approximations: (c)
e ¼ 0:15 and (d) e ¼ 0:3: Absolute average Nusselt number differences between the OB and LMS approximations: (e) e ¼ 0:15
and (f) e ¼ 0:3:
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positive inclination angle (Figures 11e and f), a better performance is observed for the SGL
approach across the hot wall while the OB approximation works slightly better across the cold
wall at both e ¼ 0:15 and 0.3.

Figure 11. Local friction coefficient distributions along the isotherm walls at Ra ¼ 107 , e ¼ 0:15, and e ¼ 0:3: (a, b) zero inclin-
ation angle, (c, d) negative inclination angle (c ¼ �30�), and (e, f) positive inclination angle (c ¼ 30�).
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6. Conclusion

In this study, a simplified and efficient form of the Gay-Lussac approach is proposed for non-
Boussinesq treatment of the governing equations for the buoyancy driven flows. It is shown that
removing density variations from the continuity equation brings no difference to the produced
results compared to the traditional Gay-Lussac approach that is established based on considering
density variations in any term of the governing equations in which density appears. This can be
attributed to the density pre-factor to the velocity divergence in the mass conservation equation
having no influence on the results in an incompressible framework. Results indicate that the pro-
posed simplification reduces the computational cost of the traditional Gay-Lussac approach by
17% and 11% by applying the upwind and central schemes, respectively, while having no adverse
impact on the convergence rate. Performance of the simplified Gay-Lussac approach is compared
against the conventional Oberbeck—Boussinesq and weakly compressible approaches at high rela-
tive temperature differences in terms of the local and average Nusselt number and skin friction.
In this respect, natural convection in square cavity with zero, negative and positive inclination

angles is numerically simulated under the aforementioned approaches up to Ra ¼ 107 at Pr ¼ 1:
Compared results show a considerable mismatch between the compressible and incompressible
approaches at high relative temperature differences. Therefore, it is concluded the Gay-Lussac
family of approaches require serious revisions to act more accurately than the Oberbeck—
Boussinesq approximation at high relative temperature differences as an incompressible approach
for buoyancy driven flows.
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Abstract
The Gay-Lussac (GL) approach is an incompressible-based strategy for
non-Boussinesq treatment of the governing equations for free convection prob-
lems that is established based on extending the density variations beyond
the gravity term. Such a strategy leads to emerging the GL parameter as a
non-Boussinesq prefactor of different terms in the governing equations. In
this article, the GL approach is expressed/discussed in terms of the secondary
variables, that is, vorticity and stream-function, for the first time and a sim-
plified version of this approach is proposed by removing density variations
from the continuity equation. The difference of results under the simplified
and traditional GL approach ranges within a maximum of 1% for different
parameters. The lower computational cost of numerical solution of governing
equations in the secondary variables formula and the corresponding conver-
gence rate is scrutinized for the simplified GL approach showing around 25%
lower computational cost. The performance of this approach is evaluated at
high relative temperature differences against the low Mach number scheme
and the Boussinesq approximations. In this respect, natural convection in an
annulus cavity is numerically simulated using a CVFEM solver under the
aforementioned approximations up to Rayleigh number Ra = 105 at Prandtl
number Pr = 1 and high relative temperature differences (𝜀 = 0.15 and 0.3).
The largest deviations found for either the simplified GL or Boussinesq meth-
ods from the low Mach number scheme solution are less than 20% for velocity
magnitude, 14% for stream function, 6% for vorticity, and 5% for tempera-
ture. Results under the three approximations are also analyzed in terms of
the skin friction and local and average Nusselt number, indicating that the
Gay-Lussac approach requires some revisions to act more accurately than the
classical Boussinesq approximation at high relative temperature differences
in natural convection problems, especially within the convection dominated
regime.
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1 INTRODUCTION

Free convection related problems have myriad scientific and industrial applications, such as metallurgy processes,
solar chimneys and collectors, astrophysical and geophysical phenomena, and so on.1–5 Accurate prediction of the
thermoflow fields within these systems when heat transfer mechanism is free convection dominated is of paramount
importance. Traditionally, free convection problems are simulated numerically under the Boussinesq approximation
that is also known as the Oberbeck–Boussinesq approximation. The Oberbeck–Boussinesq (OB) approximation is orga-
nized based on some basic assumptions: small temperature differences, negligible viscous heat dissipation in the energy
equation, constant thermophysical properties of the working fluid, and small hydrostatic pressure variations across
the height of the system. When these assumptions are satisfied, density variations negligibly affect the flow except
the buoyancy term of the momentum equation. Using the volumetric thermal expansion coefficient, a linear state
equation is derived as a function of temperature that makes the governing equations independent of explicit density
variations.

The OB approximation is designed for natural convection phenomena associated by differential temperature differ-
ence featuring small order of compressibility but there are many situations, where the temperature nonuniformities
generate significant density variations. In such situation, applying the classical OB approximation produces inaccu-
rate results.6 Literature survey indicates a few remedies that were proposed to overcome this issue. Different non-OB
approximations for natural convention phenomena may be split into two major groups capturing compressible and
incompressible approaches.

The first non-OB category is developed based on returning to the original essence of the natural convection phe-
nomena by considering compressibility effects that invokes the Mach number. Generally speaking, actions toward
compressible simulation of the Navier–Stokes equations is performed in two subcategories: fully compressible and weakly
compressible approaches. However, the fully compressible approximation, in theory, is the optimal method for numerical
simulation of free convection phenomena, but numerical complications caused by low-order compressibility ratio is a seri-
ous hindrance to its application. This approach was used by Darbandi and Hosseinizadeh,7 Harish and Venkatasubbaiah,8
and Busto et al..9 The second remedy of the compressible non-OB category is the weakly compressible approach. In
the weakly compressible approach that is often referred to as the low Mach number scheme (LMS), acoustic waves are
filtered from the governing equation, which makes the method suitable for the compressible treatment of natural con-
vection phenomena with small order of compressibility ratio. Under the LMS approximation, the total pressure is broken
into two significant segments. The first segment is a spatially uniform pressure (known as the thermodynamic pres-
sure) that comes from the equation of state by which the density is updated. The second segment is a local pressure
(known as the hydrodynamic pressure) that acts just in the momentum equations. Armengol et al.10 and Wan et al.11

employed this algorithm for free convection phenomena with large temperature differences beyond the validity of the OB
approximation.

The second category of the non-OB approximations rests on an incompressibility assumption. One of the non-OB
strategies in this category is the Gay-Lussac (GL) approach that is established based on incorporating density varia-
tions beyond the gravity term of the momentum equations. This leads to the appearance of a dimensionless parameter,
Ga = 𝛽Δ𝜃, where 𝛽 is the isobaric expansion coefficient and Δ𝜃 a reference temperature. Following the OB approxi-
mation, a linear density state equation is employed to correlate density variations to the temperature differences. As
will be shown later, Ga is equal to twice of the relative temperature difference. Under the GL approach, (1 − GaΘ)
emerges as a prefactor of different terms in the governing equations that acts as a modifier. Increasing Ga (e.g., invok-
ing larger temperature differences) leads to an increase in deviation from the OB approximation. In Reference 12, the
square cavity benchmark problem is studied by this strategy at large temperature differences. A GL-type approach is
also possible by extending density variations just to one of the momentum or energy equations. For instance, Lopez
et al.13 proposed a GL-type approximation valid for rapidly rotating flows, whereby centrifugal contributions due to
background rotation were captured via extension of density variations to the advection terms. Mayeli and Sheard14,15

adopted a similar approach and showed that Ga may be cast in terms of Rayleigh, Prandtl, and Froude numbers, that is,
Ga = RaPrFr.

Nonlinear density state relation,16 temperature-dependent properties of the fluid17 and also considering
viscous friction and work of pressure stress terms of the energy equation (known as the thermodynamic
Boussinesq model18) are other subcategories of the incompressible-based non-OB approximation strategies
but for the sake of brevity, they are not discussed here. Different scenarios for the numerical simulation
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of NC problems beyond the OB approximation in compressible and incompressible categories are reviewed
in Reference 19.

The horizontal concentric annulus enclosure is a known benchmark problem in free convection related research.
A comprehensive coverage was given in Kuhen and Goldstein.20 Numerical contributions have also been made by
References 20–28, where it is consistently reported that the two-dimensional solution remains time-invariant up
to a Rayleigh number Ra = 105 at Prandtl numbers near unity. The interested reader is directed to the review by
Reference 29.

In the present study, the annulus cavity problem is studied at high relative temperature differences under
the three approximations including LMS, GL, and OB approximations. In this respect, governing equations under
the GL approach are presented in secondary variable formulas (vorticity stream-function) for the first time.
The following sections of the article are arranged as follows: Governing equations under the three approx-
imations are presented in Section 2. The geometry, boundary conditions and numerical algorithms used in
this work are introduced in Section 3. In Section 4, mismatches between the three approximations are inter-
rogated via measurements of skin friction, local and average Nusselt number. A brief conclusion is given
in Section 5.

2 THE GAY-LUSSAC AND WEAKLY COMPRESSIBLE APPROACHES

Governing equations under the GL approach are extended beyond the OB approximation by taking into account den-
sity variations in any term of the governing equations in which density appears. Starting with the incompressible
Navier–Stokes equations in the absence of any additional forces,

⎧⎪⎨⎪⎩
(𝜌∕𝜌0)∇ ⋅ u = 0,
𝜕u∕𝜕t∗ + (𝜌∕𝜌0)(u ⋅ ∇)u = −(1∕𝜌0)∇p + 𝜈∇2u + (𝜌∕𝜌0)eg,

𝜕T∕𝜕t∗ + (𝜌∕𝜌0)(u ⋅ ∇)T = α∇2T.

(1)

Following the OB approach, a linear density state relation (𝜌∕𝜌0 = 1 − 𝛽𝜃) is substituted, and the following group of
dimensionless parameters,

t = t∗𝛼
L2 ,X = x

L
,U = uL

𝛼
,P =

p∗L2

𝜌𝛼2 ,Θ = 𝜃

Δ𝜃
= T − T0

Th − Tc
,Ga = 𝛽Δ𝜃 (2)

the dimensionless form of the governing equation under the GL approximation are derived,

⎧⎪⎨⎪⎩
(1 − Ga𝛩)∇ ⋅ U = 0,
𝜕U∕𝜕t + (1 − Ga𝛩)(U ⋅ ∇)U = −∇P − RaPr𝛩eg + Pr∇2U,

𝜕𝛩∕𝜕t + (1 − Ga𝛩)(U ⋅ ∇)𝛩 = ∇2𝛩.

(3)

As seen, as Ga → 0 (Δ𝜃 → 0), the usual OB approximation is recovered. Under the GL approximation, (1 − Ga𝛩)modifies
different terms, and its effect becomes more pronounced by increasing Ga (and consequently Δ𝜃), but in practice Ga
cannot exceed a specified value to avoid an unphysical (negative) density, that is,

𝜌∕𝜌0 = 1 − 𝛽𝜃 = 1 − 𝛽Δ𝜃𝛩 = 1 − GaΘ > 0. (4)

Equation (4) indicates the maximum Ga value in practice cannot exceed 2 (Gamax = 2) based on defined dimension-
less temperature. In Section 4, it is shown that by omitting density variations from the continuity equation, a simplified
Gay-Lussac (SGL) approximation is obtained that yields identical results with the traditional GL approach,

⎧⎪⎨⎪⎩
∇ ⋅ U = 0,
𝜕U∕𝜕t + (1 − Ga𝛩)(U ⋅ ∇)U = −∇P − RaPr𝛩eg + Pr∇2U,

𝜕𝛩∕𝜕t + (1 − Ga𝛩)(U ⋅ ∇)𝛩 = ∇2𝛩.

(5)
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For comparison purposes, the problem is also simulated under the low Mach number scheme. The dimensionless
low-Mach-number governing equations19 are,

⎧⎪⎪⎨⎪⎪⎩

𝜕𝜌

𝜕t
+ ∇ ⋅ (𝜌U) = 0,

𝜕(𝜌U)
𝜕t

+ ∇ ⋅ (𝜌U ⊗ U) = −∇P + RaPr
2𝜀

𝜌eg + Pr∇ ⋅ 𝝉 ,
𝜕(𝜌𝛩)
𝜕t

+ ∇ ⋅ (𝜌U𝛩) = ∇2𝛩 +
(

𝛾−1
𝛾

)
dPth

dt
,

Pth = 𝜌𝛩.

(6)

The following parameters have been used for dimensionless analysis of Equation (6),

Θ = T
T0

,Pth =
pth

p0
, 𝜌 = 𝜌∗

𝜌0
, t = t∗𝛼

L2 ,X = x
Lref

,U =
uLref

𝛼
,P =

p∗L2
ref

𝜌𝛼2 . (7)

In Equation (6), Pth is the spatially uniform thermodynamic pressure, 𝜀 is the relative temperature difference
(𝜀 = Δ𝜃∕2T0), and 𝛾 stands for heat capacity ratio (𝛾 = cp∕cv). When Stokes’ hypothesis is applied for the bulk viscosity,
the stress tensor is expressed as follows,

𝝉 = ∇U + (∇U)T − 2∕3(∇ ⋅ U)I. (8)

The relative temperature difference that is applied for compressible simulation of natural convection problems may be
related to the GL parameter by

2𝜀 = (Th − Tc)∕To
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Compressible

= 𝛽Δ𝜃 = Ga
⏟⏞⏞⏞⏟⏞⏞⏞⏟
Incompressible

. (9)

Using the vorticity (𝜔 = 𝜕V∕𝜕X − 𝜕U∕𝜕Y ) and stream-function (U = 𝜕𝜓∕𝜕Y ;V = −𝜕𝜓∕𝜕X) parameters, the secondary
variables form of the governing equations under the SGL approximation become

⎧⎪⎪⎨⎪⎪⎩

𝜕2𝜓

𝜕X2 +
𝜕2𝜓

𝜕Y 2 = −𝜔
𝜕𝜔

𝜕t
+ (1 − 2𝜀Θ)

(
𝜕𝜓

𝜕Y
𝜕𝜔

𝜕X
− 𝜕𝜓

𝜕X
𝜕𝜔

𝜕Y

)
= Pr

(
𝜕2𝜔

𝜕X2 +
𝜕2𝜔

𝜕Y 2

)
+ RaPr 𝜕𝛩

𝜕X
,

𝜕𝛩

𝜕t
+ (1 − 2𝜀Θ)

(
𝜕𝜓

𝜕Y
𝜕𝛩

𝜕X
− 𝜕𝜓

𝜕X
𝜕𝛩

𝜕Y

)
= 𝜕2Θ

𝜕X2 +
𝜕2Θ
𝜕Y 2 .

(10)

Similar to the primitive variables formulas, governing equations under the OB approximation are recovered as 𝜀 → 0.

3 THE ANNULUS ENCLOSURE AND NUMERICAL CONSIDERATIONS

The concentric horizontal annulus enclosure is studied at high relative temperature differences under the three approxi-
mations. Figure 1 shows the system under investigation. ro and ri are respectively the outer and inner enclosure radii. To
be consistent with published benchmark studies,20–24 the aspect ratio is fixed at ro − ri∕ri = 1.6. Applied boundary con-
ditions in both primitive and secondary variables are shown in Figure 1(A). The gap between the two cylinders is filled
with a working fluid with unity Prandtl number. The outer and inner cylinders are fixed at constant cold and hot temper-
atures, respectively. The gap between the two cylinders in the radial direction serves as the reference length, Lref = ro − ri.
The two-dimensional steady flow is computed at Rayleigh numbers 10 ≤ Ra ≤ 105 and relative temperature differences
of 0.15 and 0.3. The computational domain is discretized with quadrilateral elements conforming to the circular domain,
as shown in Figure 1(B). Elements are distributed uniformly in azimuth and are compressed toward the inner and outer
cylinder surfaces to resolve the boundary layers.

Simulations are conducted using a solver employing a control volume finite-element method (CVFEM) for spatial
discretization. In CVFEM, the physical domain is covered by a series of control volumes so that a unique finite volume is
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F I G U R E 1 Concentric annulus enclosure. (A) Applied boundary conditions. (B) A coarse computational grid for illustration purposes
[Colour figure can be viewed at wileyonlinelibrary.com]

F I G U R E 2 A schematic of quadrilateral elements. (A) A typical finite volume associated with integration points. (B) Local coordinate
(s,t) and bilinear shape functions in a standard element [Colour figure can be viewed at wileyonlinelibrary.com]

allocated to each node as shown in Figure 2(A). Each control volume is encircled by several panels with an integration
point (ip). Integration of Laplacian term over the finite volume yields

∫
vp

∇2𝜔dv = ∮Ap

∇𝜔ip ⋅ dA =
n∑

ip=1
∇𝜔ip ⋅ Aip. (11)

In Equation (11), series counts for the number of ip encircling the main node where Aip is corresponding to the normal
vector of the surface at each ip. Under the CVFEM, bilinear shape functions (Nj(s, t)) are used to attribute the value of
any parameter within the element to the nodal values via the weighted values,

𝜔ip = 𝜔(s, t) =
4∑

j=1
Nj(s, t)𝜔j. (12)

The shape functions relating ip values to the nodal values in a quadrilateral element are shown in Figure 2(B). The
Laplacian operator can be stated as follows

L(𝜔) =
n∑

ip=1

4∑
j=1

𝜔j∇Nj ⋅ Aip. (13)

The effects of all nodes encircling an ip are involved in Equation (13) by weighted values that are identical to a central
scheme. The Laplacian operator acts similarly in other equations.

The lagging technique is used to linearize the nonlinear terms in the governing equations. Integration of the advection
term in secondary variables form over the finite volume and using data of the previous iteration for the lagged values
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yields

∫
vp

(𝜓y𝜔x − 𝜓x𝜔y)dv = ∮ Ap𝜓y𝜔dAx − 𝜓x𝜔dAy = ∮ Ap𝜔(𝜓ydAx − 𝜓xdAy) =
n∑

ip=1
𝜔ip(𝜓yipAxip − 𝜓xipAyip). (14)

Utilizing shape functions to approximate the integral point values to the nodal values yields

N(𝜔) =
n∑

ip=1

4∑
j=1

𝜔jNj(𝜓yipAxip − 𝜓xipAyip). (15)

Similarly, n in the series counts the number of ip encircling the main node in Equation (15). In linearization scheme,
two storylines are possible to estimate the lagged values. In the first state, lagged values are approximated irrespective of
the flow direction and weighted values determine the share of each node within the element, which leads to a central
scheme. Another possible plan is estimating lagged values according to the flow direction at each ip that leads to the
upwind scheme. It should be noted that velocity components are hidden in the vorticity and energy equations in terms
of the stream-function, that is, 𝜓yip and −𝜓xip for the horizontal and vertical components, respectively.

Solutions are advanced in time to a steady state using a second-order temporal scheme. A maximum difference of
scalar values less than 10−7 during two successive steps is considered as the stop criteria for the iterative solution proce-
dure. The solver has been validated in several previous studies.30–34 A mesh resolution study was conducted on the present
problem; it was determined that a mesh having 181 azimuthal and 91 radial elements provided six significant figures of
accuracy for pertinent measured quantities.

In this study, natural convection in the considered geometry is studied in terms of the Nusselt number and skin friction.
The local and average Nusselt numbers along the walls of the annulus enclosure are obtained from

Nuloc = −𝜕𝛩∕𝜕n|wall (16)

and

Nuave =
1

2𝜋(ri + ro)

[
∫

2𝜋ro

0
Nuloc,ods + ∫

2𝜋ri

0
Nuloc,ids

]
. (17)

The friction coefficient along the surface may be defined based on the dimensionless velocity

cf = − 𝜏w

1∕2𝜌(𝛼∕L)2 = −2Pr𝜕U𝛿

𝜕n
||||wall

. (18)

In the Cartesian coordinate system, the above fundamental definition for friction coefficient may be implemented through
the following 2D shear stress tensor

cf = −2Pr

[
𝜏xx 𝜏xy

𝜏yx 𝜏yy

][
nx

ny

]
= −2Pr

[
2𝜕U∕𝜕X 𝜕U∕𝜕Y + 𝜕V∕𝜕X

𝜕U∕𝜕Y + 𝜕V∕𝜕X 2𝜕V∕𝜕Y

][
nx

ny

]
, (19)

where nx and ny are the components of the wall-normal unit vector, respectively. The overall friction coefficient is then

cf =
√

(cf x)2 + (cf y)2. (20)

4 ANALYZING RESULTS UNDER THE FULL AND SIMPLIFIED
GAY-LUSSAC APPROACHES

In this section, it is demonstrated that the GL and SGL approaches give similar results in both transient and steady states.
In other words, it is shown that the mismatch of the obtained results under the GL and SGL approaches is negligible
with a reduced computational cost for the SGL approach. In this respect, the absolute difference in temperature, vorticity,
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F I G U R E 3 Comparing results under the GL and SGL approaches at Ra = 105,Pr = 1 and Ga = 0.6 for (A) absolute temperature and
velocity magnitude difference and (B) absolute vorticity and stream-function difference. In both figures, solid and dashed lines show
isovalues under the GL and SGL approximations, respectively [Colour figure can be viewed at wileyonlinelibrary.com]

stream-function and velocity magnitude at Ra = 105 and Ga = 0.6 (𝜀 = 0.3), under the two approaches is calculated in
steady state, and results are portrayed in Figure 3.

The maximum absolute temperature and velocity magnitude differences in Figure 3(A) are approximately 0.005 and
0.1, respectively, which ranges within 1% and 0.06% of the temperature and velocity magnitude values. Though the dif-
ferences are very small, the largest differences in velocity magnitude are detected across the plume region and the middle
height of the lower half of the enclosure adjacent to the outer cylinder. The first location corresponds to a strong free
convection region where the working fluid leaves the inner hot cylinder toward a higher location close to the top cold
boundary. The second location of large velocity magnitude differences corresponds to the region where the fluid becomes
ready to start its vertical transport toward the highest location of the enclosure. The same difference pattern is observed
for the stream-function in Figure 3(B) as expected while the vorticity difference has almost a uniform distribution over
the physical domain in the same figure. The maximum absolute vorticity and stream-function differences in Figures 3(B)
are approximately 5 and 0.03, respectively, which ranges within 0.14% and 0.12% of the vorticity and stream-function
magnitude values.

Similar output/behavior of the GL and SGL approximations in the transient state is investigated in Figure 4 in the
context of the absolute local Nusselt number and friction coefficient differences along the outer and inner cylinders at
Ra = 105 and Ga = 0.6. Results indicate the absolute local Nusselt number difference is three orders smaller than the
local Nusselt number magnitude during transient solution (O(|ΔNuloc|∕Nuloc) ∼ 0.001). A similar comparison for the
absolute local friction coefficient difference shows a value of four order smaller value, that is, O(|Δcf |∕cf ) ∼ 10−4. Having
demonstrated that the GL and SGL approximations exhibit identical behavior, we consider only the SGL approximation
hereafter.

5 ANALYZING COMPUTATIONAL COST AND CONVERGENCE
HISTORIES OF THE PRIMARY AND SECONDARY VARIABLES FORMULAS

The secondary variables form of the governing equations are derived as an alternative to resolve the pressure coupling
problem with the flow field. Nevertheless, the advantage of the secondary variables formula is not restricted to establish
a coupling between the pressure and the velocity, but it has also a lower computational cost compared with the primary
variables that are investigated in terms of the convergence rate and CPU time in this section.

To compare the computational cost of the iterative solution procedure, successive substeps at each iteration are
explained for both primary and secondary variables formulas. For a consistent analysis, governing equations in both
primary and secondary variables forms are advanced in time using a second-order Adams–Bashforth/Crank–Nicolson
scheme in the context of a fractional step method having three substeps. For the primary variables, the first substep is
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F I G U R E 4 Comparing transient local Nusselt number and coefficient friction differences along the inner and outer cylinders under
the GL and SGL approximations at Ra = 105,Pr = 1, and Ga = 0.6. (A) Absolute local Nusselt number differences and (B) absolute local
coefficient friction differences. In both figures, solid lines represent data of the inner (hot) cylinder while dash lines represent data of the
outer (cold) cylinder [Colour figure can be viewed at wileyonlinelibrary.com]

computing an intermediate velocity (U∗) by solving the momentum equation in an explicit manner in the absence of the
pressure term,

U∗ − Un

Δt
= −3

2
(1 − 2𝜀Θn)N(Un) + 1

2
(1 − 2𝜀Θn−1)N(Un−1) + Pr

2
L(Un) − RaPrΘn+1eg. (21)

The second substep is applying the intermediate velocity accompanying by the pressure to the continuity equation, which
yields a Poisson equation for the pressure, that is,

∇2P = 1
Δt

(∇ ⋅ U∗). (22)

The third substep is modifying the intermediate velocity using a pressure that satisfies a divergence-free condition for an
incompressible flow field in an implicit manner,

Un+1 − U∗

Δt
= −∇P + Pr

2
L(Un+1). (23)

Equation (21) requires temperature information from the next time step in the buoyancy term. Thus, before updating the
velocity field at each time step, the energy equation is advanced in time in the following two substeps,

𝛩∗ − 𝛩n

Δt
= −3

2
(1 − 2𝜀𝛩n)N(𝛩n) + 1

2
(1 − 2𝜀𝛩n−1)N(𝛩n−1) + 1

2
L(𝛩n), (24)

𝛩n+1 − 𝛩∗

Δt
= 1

2
L(𝛩n+1). (25)

Similar to the primary variable, for the secondary variables formulas, the solution procedure at each time step starts
with solving the energy equation in the two substeps explained by Equations (24) and (25). Then, the solution procedure
continues with solving the vorticity and stream-function equations in the following substeps

𝜔∗ − 𝜔n

Δt
= −3

2
(1 − 2𝜀Θn)N(𝜔n) + 1

2
(1 − 2𝜀Θn−1)N(𝜔n−1) + Pr

2
L(𝜔n) + RaPr𝜕𝛩∕𝜕Xn+1, (26)

𝜔n+1 − 𝜔∗

Δt
= Pr

2
L(𝜔n+1), (27)

D(𝜓n+1) = −𝜔n. (28)
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In general, solving Navier–Stokes and energy equations in the primary variable form with a second-order temporal accu-
racy requires solving seven equations for a 2D problem while the same problem may recast in five equations via the
secondary variables.

Computational cost and convergence histories of the primary and secondary variables are compared in Figure 5.
An inverse matrix of the Laplacian operator with appropriate boundary conditions is constructed for each of the
equations that are being solved in an implicit manner to speed up the solution procedure. For instance, an inverted
Laplacian matrix ([D]−1) is multiplied by the vorticity vector at the right-hand side of Equation (28) to update the
stream-function values in each iteration. CPU-time for a sample case having 121× 81 elements is measured to com-
pare the computational cost. Calculations were performed at Ra = 105 and 𝜀 = 0.3 in two states in which the nonlinear
operator acts based on upwind or central schemes. Bar charts of Figure 5(A) show an almost 25% lower computational
cost for the secondary variables formulas compared with the primary one for both upwind and central
schemes.

F I G U R E 5 Computational cost and convergence histories of the computations at Ra = 105 and 𝜀 = 0.3 using primitive and secondary
variables. (A) CPU-time, (B) convergence rate of the secondary variables, central scheme; (C) convergence rate of the secondary variables,
second-order upwind scheme; (D) convergence rate of secondary variables, second-order upwind; (E) convergence rate of the primitive
variables, second-order upwind. A global time-step of 10−6 (dt = 10−6) is used for calculations for all cases [Colour figure can be viewed at
wileyonlinelibrary.com]
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Convergence rates of the two approaches are also checked in terms of the variables tolerance during the iterative
solution procedure through Figure 5(B–E). The tolerance of any parameter in this study is defined as the maximum
alteration of all nodal values during two successive time-steps. Comparing convergence histories of the two approaches
indicate that secondary variables form of the governing equations converges to a steady state with fewer oscillations. In
addition, since both central and upwind schemes are applied in the second-order form, the differences in the convergence
histories are not much different in each category.

6 ANALYZING RESULTS UNDER THE LOW MACH NUMBER SCHEME,
SIMPLIFIED GAY-LUSSAC, AND OBERBECK–BOUSSINESQ
APPROXIMATIONS AT HIGH RELATIVE TEMPERATURE DIFFERENCES

Results under the three aforementioned approximations are analyzed in terms of the skin friction and local and aver-
age Nusselt number, in this section. For a deep analyze of the thermoflow fields, temperature, stream-function, velocity
magnitude and vorticity fields under the LMS approximation are compared against the incompressible approaches in
Figure 6(A–D), respectively, at Ra = 105 and 𝜀 = 0.3 (Ga = 0.6). It is apparent from the similar patterns traced by the
solid and dashed contour lines, corresponding respectively to the weakly compressible and incompressible approaches,
that both approaches correctly capture the essential thermal and kinematic features of the system. The largest devia-
tions found for either the GL or OB methods from the LMS solution are less than 20% for velocity magnitude, 14% for
stream function, 6% for vorticity and 5% for temperature. Local measurements are notoriously sensitive to small changes
in the location and strength of structures within a flow; in support of the efficacy of the tested approaches, it will be
shown later that integrated quantities obtained from these solutions, including Nusselt number, exhibit even smaller
differences. Figure 6(D) demonstrates that the vorticity field is captured exceptionally well using both the GL and OB
methods. The largest deviations are experienced in both cases within a layer of fluid just outside the boundary layer on
either side of the inner cylinder. The contour lines in Figure 6(C) reveal that this layer corresponds to fast-moving fluid
entrained in buoyant jets ascending around each side of the cylinder. Both the GL and OB methods produce deviations
in velocity magnitude that are greatest on the outer side of these fast-moving jets. These deviations extend upward from
the top of the inner cylinder, straddling the buoyant plume that rises on the vertical centerline of the cavity. The GL
approach exhibits slightly stronger velocity magnitude deviations than the OB approach in the jet, while the OB approach
deviates more toward the sides of the outer cylinder, in the part of the flow that descends adjacent to the cooler outer
cylinder.

The most visible differences between the GL and OB methods may be found in the stream-function fields plotted in
Figure 6(B). The stream-function is zero along the vertical plane of symmetry and on both cylinder surfaces, and rises
in the interior of the fluid on both sides of the cavity. This reflects the circulating flow generated by the natural con-
vective transport of heat from the inner cylinder, up to the top of the cavity, before cooling and descending adjacent
to the outer cylinder toward the bottom of the cavity. Both the GL and OB approaches show the largest deviations in
stream-function in the upper quadrants of the cavity, close to the core of the circulations. The GL approach exhibits
deviations extending down to the side of the cylinder, outside the fast-moving jet around the inner cylinder, while
the OB method is relatively weaker in that region, instead manifesting a stronger zone in the lower quadrant of the
cavity.

Finally, the temperature deviations are qualitatively similar between the GL and OB approaches. The GL approach
exhibits slightly larger differences within the large overturning natural convection cell. By contrast, stronger deviations
are seen under the OB approach at the top of the plume near the upper surface of the outer cylinder. It becomes apparent
that under high-temperature differences, neither the OB nor the GL method is universally superior; care must be taken to
determine which quantity(s) of interest may be better captured by which method. The distributions of the local Nusselt
number and skin friction coefficients presented in the sections to follow provide further insights as to which approach
may be more suitable, depending on the governing parameter values and local features of a flow.

The magnitude of the non-OB terms in the momentum and energy equations in secondary variable formulas are
portrayed in Figure 7. These are indeed the terms that are appeared by taking into account density variations beyond the
gravity term. The magnitude of the non-OB term in the momentum equation, that is, |𝛩(𝜕𝜓∕𝜕Y𝜕𝜔∕𝜕X − 𝜕𝜓∕𝜕X𝜕𝜔∕𝜕Y )|
in Figure 7(A), is larger across the upper half of the inner cylinder and end of the plume region colliding the highest
height of the cavity. These are the regions that isovorticity lines are accumulated in Figure 6(D) leading to larger vorticity
gradients. A similar distribution of the non-OB term in the energy equation, that is, |𝛩(𝜕𝜓∕𝜕Y𝜕𝛩∕𝜕X − 𝜕𝜓∕𝜕X𝜕𝛩∕𝜕Y )| is
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F I G U R E 6 Absolute differences of results under the LMS, GL, and OB approximations at Ra = 105 and 𝜀 = 0.3 for (A) temperature,
(B) stream-function, (C) velocity magnitude, and (D) vorticity. In all figures, the left half shows the difference between the LMS and GL
approximations while the right half depicts the difference between the LMS and OB approximations. Solid lines in all figures represent the
isovalues of the parameter under the LMS approximation while dash lines show the incompressible approach [Colour figure can be viewed at
wileyonlinelibrary.com]

observable in Figure 7(B). Regions having larger temperature gradients amplify the non-OB term in the energy equation.
Accumulation of the isotherm-lines in Figure 6(A) is in agreement with the regions having stronger non-OB term in the
energy equation, however, a comparison of the result against the LMS approximation reveals that the non-OB terms are
not efficiently modifying thermoflow field at larger temperature differences.

6.1 Local Nusselt number

The local Nusselt number under the three approximations is investigated at the highest Rayleigh number (Ra = 105) and
respective relative temperature differences 𝜀 = 0.15 and 0.3 in Figure 8(A,B), respectively. As seen, the two incompress-
ible approaches show similar behavior, both deviating from the LMS approximation. Along the outer cylinder, the SGL
approach shows more accurate results compared with the OB approximation at about 𝛿 ≈ 170 with 𝜀 = 0.3 (Figure 8(B))
compared with 𝜀 = 0.15 (Figure 8(A)). For the inner cylinder, there is a visible gap among the local Nusselt number val-
ues at smaller 𝛿 under the incompressible and LMS approximations that becomes more visible by increasing 𝜀. Also by
increasing 𝜀, the SGL approach shows more deviation from the LMS approximation at about 0 ≲ 𝛿 ≲ 25◦ compared with
the OB approximation.
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